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A B S T R A C T

With evolution of network function virtualization (NFV), network services can be provided as service function
chains (SCs), each consisting of multiple virtual network functions (VNFs). The deployment of SCs including
placement of VNF instances and virtual links connecting these functions, onto the substrate physical network
is a critical issue which significantly affects the performance of the offered network services. Due to the
unpredictable traffic and network state variations, as well as diverse quality of service (QoS) requirements,
an online SCs deployment approach is needed to cope with different service requests and real-time network
traffics. In this paper, we employ edge intelligence using a distributed deep reinforcement learning approach
to deploy SCs in order to jointly balance the load on the physical nodes and links in the edge environments.
The evaluation results show that the proposed approach outperforms state-of-the-art algorithms in terms of
minimizing the drop rate of the incoming service chain requests. In addition, the proposed approach is able
to rapidly deploy service flows even in the large real-world network typologies.
1. Introduction

NFV is an innovational network architecture which can improve
agility and flexibility of networks by decoupling network functions
such as routing, firewalls and intrusion detection from physical boxes
so that they can run as software-based applications. NFV is able to
dynamically scale the network function instances, send the VNFs across
a distributed network and upgrade the software without interrupting
services. VNFs can be hosted on cloud/edge physical machines in
the form of Virtual Machine (VM) or other containers such as Linux
container and Docker. Each SC consists of multiple VNFs which will be
processed in a predefined order to provide a specific network service.
SC deployment refers to the placement of VNF instances and virtual
links connecting them, into physical network nodes and links. Service
flows, then, traverse through the relevant SCs (requested by users)
mapped on the substrate network. Since the network traffic varies
over time in the real-world networks, the SC deployment should be
dynamically adjusted in response to the network load changes using
online placement approaches [1].

Load balancing refers to efficiently steering network traffic across
servers and links aiming to provide fault tolerance and delay guarantee
as two vital needs for the recent critical-mission applications. Based
on [2], about 20% packet loss occurs in the case of VNF placement with
100% CPU utilization since the high server and link utilization leads to
server failure and link bottleneck. Balancing the load of servers and
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links can reduce the queuing delay as well as the risk of congestion in
the network and consequently decreases the service drop rate allowing
the service providers to admit more user requests. Hence, considering
an efficient load balancing strategy is highly required to deploy an
effective SCs placement for the NFV Infrastructures (NFVI) to deal
successfully with real-time network traffic in a short time especially
for the mission-critical applications such as 5G and IoT applications
(AR/VR, online gaming and smart cities) as well as time-sensitive traffic
flows (such as in VoIP and Video Conferencing), where delay guarantee
and fault-tolerance are the critical requirements.

Due to the importance of SCs deployment problem, researchers have
addressed a variety of topics in the recent years, such as minimizing
energy consumption [3,4], monetary cost [5,6], end-to-end latency [7],
maximizing resource utilization [8], profit [9] as well as a trade-off
between multiple objectives such as joint latency and cost [10] and so
on. However, despite the importance of the subject, less effort has been
made about jointly balancing the network and server load. In addition,
the existing load balancing approaches in the literature [11,12], have
focused on the offline model-based heuristics or using optimization
solvers that are limited to particular system models assumed by authors
and they are not applicable for different scenarios or other real-time
networks. Moreover, these models need prior information about the
network traffic which is not available in practice. However, in this
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research, we aim to fill these research gaps proposing an online and
autonomous data-driven approach which is able to deal with different
scenarios and unforeseen network traffics in a short time.

Edge computing is a paradigm to shift the services from cloud to
the network edge. In edge computing, service provisioning is a major
challenge because of the distributed nature of these environments.
Compute nodes are geographically distributed as well as resources are
constrained and network delay is limited. Moreover, the user requests
arrive across the network with variation over time. Therefore, a cen-
tralized approach where one component (e.g. a remote cloud) is in
charge of deploying SCs on whole network using up-to-date global
knowledge of resource utilization and service demands is unrealistic in
real large-environments. Indeed, the SCs deployment approaches must
consider scalability issue to be properly applied to the edge environ-
ments enabling rapid deployment of service flows. To overcome this
challenge, edge intelligence can be considered as a great solution due to
its advantages of decreasing network traffic between edge devices and
cloud, improving service latency and response time as well as scalabil-
ity. Edge intelligence as a combination of edge computing and artificial
intelligence (AI) is an emerging paradigm running machine learning
(ML) algorithms at the network edge where data is generated. In this
paper, to employ the edge intelligence for the sake of efficient SCs
deployment in the edge environments, we propose a distributed deep
reinforcement learning (DRL) based approach which is able to deploy
the incoming flows in a distributed fashion instead of a centralized
approach. The further details on the proposed approach is provided in
Section 4.

The key contributions of this paper include:

• Focusing on service chaining, we formulate a Mixed-Integer Lin-
ear Programming problem with the objectives of load balancing
as well as reducing drop rate.

• An online solution using distributed DRL, and relying on the
actor–critic method, is devised to solve the above mentioned
problem.

• We develop an evaluation platform using real-world network
topologies and traffic patterns [13], and benchmark our dis-
tributed solution with centralized solution as well as two baseline
algorithms [14,15]; and

• Finally, we demonstrate the benefits of edge intelligence using
distributed DRL on the SCs placement problem and we show that
our solution is able to respond very fast to arriving service flows
even for larger network scales while reducing the service drop
rate.

The rest of this paper is organized as follows. The related works
are discussed in Section 2. In Section 3, we formulate the problem of
SCs deployment in order to jointly balance the servers and links load.
In Section 4, we illustrate our proposed online and distributed deep
reinforcement learning approach to solve the formulated problem in
details. Section 5 provides the performance evaluation of the proposed
approach compared with the baseline algorithms. Finally, we conclude
the paper in Section 6.

2. Related works

In this section, we investigate the SCs deployment problem and
existing solutions in the literature. The related works can be categorized
in terms of problem modeling, objectives and solution approaches.
Many existing studies have modeled the SCs deployment problem into
Binary Integer Programming (BIP) [16–18], Integer Linear Program-
ming (ILP) [8,19–21], Mixed Integer Linear Programming (MILP) [22–
24] and solving the problem using optimization solvers (e.g CPLEX
and Gurobi). Given the NP-hard nature of many of such formulated
problems, various heuristic and meta-heuristic methods are also pre-
sented to solve the service chaining problem [25,26]. Although these
2

approaches are efficient in the given use cases, however, applying them
to different scenarios may significantly decrease their performance due
to the specific assumptions considered in these works.

In terms of objectives, four metrics are mainly used in the literature,
including energy consumption, latency, resource utilization, and cost.
The first is network energy consumption as a result of deployed SCs.
Authors in [4] have proposed a VNF chaining and placement strategy
using game theory to minimize energy consumption of NFVIs. Another
work [3] presented an optimal VNF placement with minimum energy
consumption using CPLEX, however, it works well only for small scale
networks. A data-intensive service deployment scheme using genetic
algorithm has been proposed in [27] for edge environments. In [7],
an ILP model has been formulated to minimize end-to-end latency,
and to solve the problem, they leveraged a stable matching-based
algorithm for NFV-enabled edge environments. In [28], authors have
proposed heuristics to maximize the resource utilization. Also in [8],
a polynomial-time heuristic has been developed to efficiently solve the
ILP model formulated to maximize the resource utilization. The cost of
communication, computing resources and instances required to process
the service flows is defined as deployment cost. Some placement ap-
proaches aim to map the VNFs onto physical nodes and route the traffic
through the paths in the network in order to reduce the deployment
cost of service providers while satisfying the required quality of service
(QoS). Authors in [5] proposed a genetic-based algorithm to reduce the
monetary cost of SCs deployment on cloud/edge environment. Another
study [6], addresses the problem of VNF placement to minimize the
deployment cost by finding the minimum number of servers required
to host all VNFs in the network.

In some of the state of the art on the SC deployment, combination of
the above four metrics are considered as the objective function. In [10],
the authors formulated the problem as a MILP to jointly minimize
monetary deployment cost and end-to-end latency regarding several
constraints for edge environments. They have developed a genetic-
based algorithm and a bee-colony based algorithm to solve the problem
and compared the results with optimal solution obtained through an
optimization solver. In order to joint minimize the energy consumption
and traffic cost, the authors in [29] proposed a two-step algorithm
combining a matching approach and Markov approximation technique
to solve the problem. The first step of the algorithm aims to find an
appropriate subset of nodes to decrease the large solution space, and
the second step is to deploy SCs on the selected nodes to minimize the
network cost.

Finally, few papers considered load balancing as the objective func-
tion in the SCs deployment problem. In [2] and [30], authors have
proposed an optimized load balancing approach for NFVIs aiming
to balance the load on servers. Another study investigated the SCs
mapping problem focusing on the network load balancing through
minimizing the cost of all links in the network [31]. Another re-
search [11], proposed a solution for balancing the load among VNFs
by making a tree of SCs and then developing a flow-hash technique to
distribute load among service chains. Finally, authors in [12], proposed
an offline VNF placement algorithm which aims to jointly balance the
network and server load. They leveraged the water filling algorithm,
for this purpose. However, unlike the offline approach proposed in this
paper assuming a full prior knowledge of network traffic, due to the
unpredictable traffic and network state variations, as well as diverse
QoS requirements, an online SCs deployment approach is needed to
cope with different service requests and real-time network traffics.

As we discussed above, many studies have investigated the SCs
deployment problem regarding various objectives, and also few works
addressed the load balancing as their objective, however they ignore
joint balancing the load on servers and network using an online strat-
egy. Hence, there is a lack of online SCs deployment approach to
balance the load on nodes and links simultaneously while satisfying
delay constraints taking into account the real-time network variations.

In our work, we aim to fill this research gap.
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Fig. 1. An example of service chain deployment.
In addition, all the aforementioned studies, proposed mathemat-
ical programming approaches or model-based heuristics and meta-
heuristics which are designed for certain network topologies and ap-
plication scenarios. Scenario-customized solutions regardless of their
efficiency, are difficult to adopt practically to other type of networks
and applications. Recently, some researches have been conducted on
the goal of SCs deployment using machining learning techniques such
as reinforcement learning. These model-free techniques aim to develop
data-driven solutions which can be flexibly applied to different network
and applications scenarios. In [1], authors proposed a centralized deep
reinforcement learning approach for SDN/NFV-enabled networks. They
proposed an offline double deep Q network-based VNF placement
algorithm to minimize the deployment cost of services. Authors in [32]
proposed a centralized policy gradient based deep reinforcement learn-
ing approach to minimize the operational cost of the system. Another
work [15] tries to maximize the accepted service requests using a cen-
tralized deep deterministic policy gradient approach. However, these
centralized approaches may not be efficient for the edge environments
where resources are constrained and geographically distributed, as well
as the user requests arrive across the network with variation over time
while network delay is limited. Different from these studies, in this
paper we aim to employ edge intelligence for online SCs deployment
to jointly balance the network and server load using a distributed deep
reinforcement learning algorithm relying on an advantage actor–critic
approach.

3. System model and problem formulation

In this section, first, we illustrate the problem of SCs deployment
using an example and then, we formulate the problem as a MILP model.
The objective of this optimization model is to balance the load of
links and servers in order to decrease the number of rejected service
flows demanded by users while satisfying the delay constraints. Table 1
shows the variables used in the paper.

In the example shown in Fig. 1, a network consists of 8 physical
nodes connected by 10 physical links is presented. The physical nodes
represent edge servers and the network orchestrator located at a remote
cloud is in charge of SCs deployment. Some nodes are able to run
specific VNFs: node 1 = [VNF4], node 2 = [VNF1, VNF4], node 4 =
[VNF2], node 5 = [VNF3, VNF5], node 7 = [VNF4] and node 8 =
[VNF , VNF ]. Users send their service requests to the network where
3

2 5
a service function chain including 5 VNFs is provided. A service flow 𝑟𝑖
corresponding to a given request enters the network through the ingress
node and traverses the VNFs in a specific order as: VNF1 (Firewall) →
VNF2 (Deep Packet Inspection) → VNF3 (Encryption) → VNF4 (Data
monitoring) → VNF4 (Decryption), and finally exits the network via
egress node. Based on a placement scheme, the NFV orchestrator
deploys the VNFs on the physical nodes as: node 2 hosts VNF1, node 4
hosts VNF2, node 5 hosts VNF3, node 7 hosts VNF4 and node 8 hosts
VNF5. Finally, flow 𝑟𝑖 is passed through the nodes over the selected
path.

The substrate network is represented by 𝐺 = (𝑉 ,𝐸), where 𝑉 refers
to the set of physical nodes denoted by 𝑉 = {𝑣1, 𝑣2,… , 𝑣𝑛} and 𝐸 is the
set of 𝐾 physical links between nodes indicated as 𝐸 = {𝑒1, 𝑒2,… , 𝑒𝑘}.
Each 𝑣 ∈ 𝑉 can host one or multiple VNFs. 𝑆 is the set of all service
chains provided by the system, each consisting of multiple VNFs with
strict precedence. Each service chain 𝑠 ∈ 𝑆 is defined as a directed
graph denoted by 𝑠 = (𝐹 ,𝐿), where 𝐹 is the set of VNFs and 𝐿 refers to
the set of virtual links between VNFs. Each 𝑓 ∈ 𝐹 is characterized by its
compute demands and processing delay, and each 𝑙 ∈ 𝐿 is characterized
by its bandwidth capacity. Each VNF instance can be hosted by a
physical node that has the relevant functionality with respect to the
resource constraints. Similarly, each virtual link can be mapped on a
physical link that satisfies the bandwidth and delay constraints. Binary
variable (𝑋𝑣

𝑠𝑓 = 1) indicates whether 𝑓 ∈ 𝐹 from service chain 𝑠 is
placed on 𝑣 ∈ 𝑉 or not (𝑋𝑣

𝑠𝑓 ) = 0.
Given the above-mentioned parameters, we formulate an optimiza-

tion model for VNF placement and virtual link embedding which aims
to jointly balance the load of nodes and links while satisfying end-
to-end latency requirements. Eq. (1) denotes the objective function
defined in this work. We model the objective as minimizing the max-
imum servers’ utilization and maximum links’ bandwidth utilization
over time, where server utilization is denoted by 𝐿𝑆 , 𝐿𝑁 is link band-
width utilization and 𝑡 indicates the time instants. 𝛼 ∈ [0, 1] is a weight
factor and can be adjusted based on the network states and service
requirements. The utilization values are normalized in this equation
(𝐿𝑆 , 𝐿𝑁 ∈ [0, 1]).

minimize
∑

𝑡∈𝑇
max

𝑣∈𝑉 ,𝑙∈𝐿
(𝛼𝐿𝑆 (𝑡) + (1 − 𝛼)𝐿𝑁 (𝑡)) (1)

where:

𝐿𝑆 (𝑡) =
∑ ∑

𝑛𝑣𝑓 (𝑡)𝑋
𝑣
𝑠,𝑓 ,∀𝑡 ∈ 𝑇 ,∀𝑣 ∈ 𝑉 (2)
𝑠∈𝑆 𝑓∈𝐹
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𝐿𝑁 (𝑡) =
∑

𝑠∈𝑆

∑

𝑝∈𝑃
𝑞𝑠(𝑡)𝐻𝑝

𝑠𝑍
𝑒
𝑝 ,∀𝑡 ∈ 𝑇 ,∀𝑒 ∈ 𝐸 (3)

In Eq. (2), 𝑛𝑣𝑓 (𝑡) refers to the resource utilization of node 𝑣 by VNF
at time 𝑡. In Eq. (3), 𝑞𝑠(𝑡) denotes the traffic load on the service chain
at time 𝑡, 𝐻𝑝

𝑠 is a binary variable denoting whether path 𝑝 is used for
ervice flow 𝑠 (𝐻𝑝

𝑠 = 1) or not (𝐻𝑝
𝑠 = 0), and finally, binary variable

𝑒
𝑝(𝑡) indicates whether link 𝑒 is placed on the path 𝑝 (equals to 1)
therwise it equals to 0.

The constraints of the problem are defined as follows. Eq. (4), is the
atency constraint and ensures that the end-to-end delay experienced
y each service flow must not exceed the maximum tolerable latency
𝐷𝑠

𝑚𝑎𝑥) for the given service chain. In fact, this constraint guarantees
hat all service demands will be served within the expected time
onsidered in SLA between service providers and users.
∑

𝑝∈𝑃

∑

𝑒∈𝐸
𝐻𝑝

𝑠𝑍
𝑒
𝑝𝑑𝑒 +

∑

𝑣∈𝑉

∑

𝑓∈𝐹
𝑋𝑣

𝑓𝑑𝑓 ≤ 𝐷𝑠
𝑚𝑎𝑥,∀𝑠 ∈ 𝑆 (4)

here 𝑑𝑒 is the propagation delay of each physical link determined
y the distance between source and destination over link transmission
ate, and 𝑑𝑓 is the processing delay of VNF 𝑓 placed on a given physical
ode 𝑣.

Eq. (5) represents the resource capacity constraint of physical nodes
hich guarantees that all processing demands of VNFs in set 𝑆 mapped
n nodes will not exceed the remained processing capacity for any
odes in order to avoid resource overutilization. Similarly, Eq. (6)
nsures that the total bandwidth demands of virtual links in all ser-
ice chains mapped on physical links will not exceed the bandwidth
apacity for any physical links.
∑

𝑣∈𝑉

∑

𝑓∈𝐹
𝑋𝑣

𝑠,𝑓 𝜕𝑣,𝑓 ≤ 𝐶𝑎𝑝𝑣,∀𝑠 ∈ 𝑆 (5)

∑

𝑒∈𝐸

∑

𝑙∈𝐿
𝑌 𝑒
𝑠,𝑙𝜕𝑒,𝑙 ≤ 𝐶𝑎𝑝𝑒,∀𝑠 ∈ 𝑆 (6)

here 𝜕𝑣,𝑓 and 𝜕𝑒,𝑙 denote the processing demand of VNF 𝑓 from
hysical node 𝑣, and the bandwidth demand of virtual link 𝑙 from
hysical link 𝑒, respectively.

Eq. (7), enforces that all VNFs of a given service chain 𝑠 will be
apped on the available physical nodes. The constraint defined in
q. (8) ensures that each VNF instance of a specific service chain will
e instantiated on only one physical node. In addition, all the virtual
inks of each service chain, must be placed on the available physical
inks which is guaranteed by the Eq. (9).
∑

𝑣∈𝑉

∑

𝑓∈𝐹
𝑋𝑣

𝑠,𝑓 = |𝐹 |,∀𝑠 ∈ 𝑆 (7)

∑

𝑣∈𝑉
𝑋𝑣

𝑠,𝑓 = 1,∀𝑓 ∈ 𝐹 ,∀𝑠 ∈ 𝑆 (8)

∑

𝑒∈𝐸

∑

𝑙∈𝐿
𝑌 𝑒
𝑠,𝑙 = |𝐿|,∀𝑠 ∈ 𝑆 (9)

here |F| and |L| refer to the number of VNFs and virtual links in a
iven service chain 𝑠. Eq. (10), guarantees that all VNFs will be placed
nd processed in a predefined order for a given service chain 𝑠 mapped
n a selected path 𝑝. It should be mentioned that if 𝑋𝑢

𝑠,𝑎 = 1 and 𝑋𝑣
𝑠,𝑏 = 1

nd 𝑂𝑎,𝑏
𝑠 = 1, then we conclude that 𝑊 𝑢,𝑣

𝑠,𝑎,𝑏 = 1, otherwise it equals to
.
∑

𝑢,𝑣∈𝑝
𝑤𝑢,𝑣

𝑠,𝑎,𝑏 =
∑

𝑎,𝑏∈𝐹
𝑂𝑎,𝑏
𝑠 ,∀𝑠 ∈ 𝑆,∀𝑝 ∈ 𝑃 (10)

The constraints defined in Eqs. (11) and (12), enforce that each
ervice flow uses only one path to carry its traffic, and all VNFs
f a given service chain will be placed only on the selected path,
espectively.
∑

𝑝∈𝑃
𝐻𝑝

𝑠 = 1,∀𝑠 ∈ 𝑆 (11)

∑ ∑

𝐻𝑝
𝑠𝑋

𝑝,𝑣
𝑠,𝑓 = |𝐹 |,∀𝑝 ∈ 𝑃 ,∀𝑠 ∈ 𝑆 (12)
4

𝑣∈𝑉 𝑓∈𝐹
Table 1
Notations used in this paper.

Symbol Description

𝐺 Physical network
𝑉 Set of physical nodes
𝑆 Set of service chains
𝐹 Set of VNFs in a service chain 𝑠
𝐿 Set of virtual links
𝐸 Set of physical links
𝑃 Set of paths
𝛼 Weight factor 𝛼 ∈ [0,1]
𝐿𝑆 (𝑡) Server utilization at time 𝑡
𝐿𝑁 (𝑡) Link utilization at time 𝑡
𝑛𝑣𝑓 (𝑡) Resource utilization of node 𝑣 by VNF 𝑓 at time 𝑡
𝑞𝑠(𝑡) Traffic load on the service chain 𝑠 at time 𝑡
𝑑𝑒 Propagation delay of physical link 𝑒
𝑑𝑓 Processing delay of VNF 𝑓
𝐷𝑠

𝑚𝑎𝑥 Maximum tolerable delay for a service chain 𝑠
𝜕𝑣,𝑓 Processing demand of VNF 𝑓 from physical node 𝑣
𝜕𝑒,𝑙 Bandwidth demand of virtual link 𝑙 from physical link 𝑒
𝐶𝑎𝑝𝑣 Processing capacity of node 𝑣
𝐶𝑎𝑝𝑒 Bandwidth capacity of link 𝑒
𝑋𝑣

𝑠,𝑓 is 1, if VNF 𝑓 from service chain 𝑠 is mapped on physical node
𝑣, otherwise 0

𝐻𝑝
𝑠 is 1, if path 𝑝 is used for service flow 𝑠, otherwise 0

𝑍𝑒
𝑝 is 1, if link 𝑒 is placed on the path 𝑝

𝑌 𝑒
𝑠,𝑙 is 1, if virtual link 𝑙 from service chain 𝑠 is mapped on physical

link 𝑒, otherwise 0
𝑂𝑎,𝑏

𝑠 is 1, if VNF 𝑏 is the successor of VNF 𝑎 in the service chain 𝑠
𝑊 𝑢,𝑣

𝑠,𝑎,𝑏 is 1, if service chain 𝑠 traverses from VNF 𝑎 on node 𝑢 to VNF 𝑏
on node 𝑣, otherwise 0

𝑋𝑝,𝑣
𝑠,𝑓 is 1, if vnf 𝑓 from service chain 𝑠 is placed on node 𝑣 from

path 𝑝
𝜏 A given time slot
𝛿 The number of time steps in a given time slot
𝑅𝜏 The set of arriving flows at a given time slot
𝑟𝐶𝑣 The remaining capacity of node 𝑣
𝑟𝑊 𝑒 The remaining bandwidth of link 𝑒
𝐴𝑟

𝜏 The arrival time of flow 𝑟
𝑡𝑡𝑙𝑟 Time to live of flow 𝑟
 Observation space
 Action space
 The probability of state transitions
 Reward Function
𝑡 The feature set of flow 𝑟 at time step 𝑡
𝑡 The availability of a given VNF instance on server 𝑣
𝑟𝑑𝑐 Compute demand of flow 𝑟
𝑟𝑑𝑤 Bandwidth demand of flow 𝑟
𝑁𝑓 The number of unplaced VNFs
𝐷𝑟 The remained tolerable delay
𝑅𝑒𝑡 Discounted cumulative reward
𝑟𝑒𝑡 Reward obtained by action 𝑎 at time step 𝑡
𝛾 Discount factor in the range [0, 1]
𝜃 Actor update parameter
𝜃𝑐 Critic update parameter
𝜎 Actor learning rate
𝛽 Critic learning rate

4. Distributed deep reinforcement leaning approach

In this section, the proposed distributed deep reinforcement learn-
ing approach to optimize the deployment of service chains is discussed.
Machine learning based solutions are able to outperform the state-
of-the-art in diverse applications. In the problem of service chain
deployment, ML techniques can be very useful by learning network
dynamics using network statistics, traffic variations and past expe-
rience. Reinforcement learning based solutions, are alternatives for
the traditional optimization techniques especially for the environments
with high degree of variations. As a major problem, the conventional
techniques use algorithms with a high complexity because they need to
exchange information repeatedly to handle the dynamic changes and it
may increase the overhead. However, reinforcement learning leverages
a state–action mapping so that for each state as an input, RL agent

creates an action. In addition, unlike the conventional techniques which
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need certain models predefined by experts, RL agent trains the model
via interactions with the environment. Instead of using a look up table
as in RL, deep reinforcement learning use deep neural network (DNN)
as an approximation function in order to deal with very large state
space. Therefore, DRL is able to serve many incoming service demands
even for the real-time environments with frequent network transitions.

In the following sub-sections, we specify observation space, action
space and reward function using Markov Decision Process (MDP) for
training DRL agents. Next, we explain the strategy used by agents
to place the service flows. Then, we introduce the machine learning
technique to create the agents, and finally illustrate the training and
inference framework.

4.1. Markov Decision Process

MDP model can be well adapted to the SCs deployment problem
to capture the dynamic network state transitions. The network state
space is incorporated with the number of network links and servers, and
the number of arriving service flows is associated with the frequency
of state transitions. To handle the dynamic network load changes, we
consider time slots 𝜏 including multiple time steps 𝑡, from 𝑡 to 𝑡 + 𝛿
𝛿 > 1). In each 𝜏, system controller monitors all the network links
nd servers, receives new service requests, eliminates timeout requests,
akes the decision for each SCs and finally update the network states.

We define 𝑅 as the set of all arriving service flows, 𝑅𝜏 ∈ 𝑅 as the
et of arriving flows at 𝜏, 𝑟𝐶𝑣 as the remaining capacity of node 𝑣 ∈ 𝑉
nd 𝑟𝑊 𝑒 as the remaining bandwidth of link 𝑒 ∈ 𝐸. Arriving flows
ill be served based on their arrival times. The arrival time of a given

low 𝑟 ∈ 𝑅𝜏 is defined as 𝐴𝑟
𝜏 . Each flow requesting a service chain is

edicated a time to live (TTL) defined as 𝑡𝑡𝑙𝑟. At each given time, if
𝑟
𝜏 ≤ 𝑡 ≤ (𝐴𝑟

𝜏 + 𝑡𝑡𝑙𝑟) then the flow is still alive, otherwise it is timed
ut and will be removed from the system. The MDP model is proposed
s <  ,, , >, where  refers to the observation space, , is the
ction space,  denotes the probability of state transitions, and  is
he reward function.
Observation Space. A vector is defined for each observation state

∈  as 𝑡 = (𝑟𝐶𝑡, 𝑟𝑊𝑡,𝑡,𝑡). The vector indicates that the ob-
ervation space includes four different parts. First, 𝑟𝐶𝑡 denotes the

remaining capacity of all nodes at time step t and is defined as 𝑟𝐶𝑡 =
(𝑟𝐶1

𝑡 , 𝑟𝐶
2
𝑡 ,… , 𝑟𝐶 |𝑉 |

𝑡 ). Second, 𝑟𝑊𝑡 represents the remaining capacity of
ll links at time step t and is defined as 𝑟𝑊𝑡 = (𝑟𝑊 1

𝑡 , 𝑟𝑊
2
𝑡 ,… , 𝑟𝐶 |𝐸|

𝑡 ).
Third, 𝑡 denotes the features of each service flow defined as 𝑡 =
𝑟𝑑𝑐 , 𝑟

𝑑
𝑤, 𝑡𝑡𝑙𝑟, 𝑁𝑓 , 𝐷𝑟) consisting of compute demand of the flow, band-

idth demand of the flow, remained TTL, the number of unplaced VNFs
nd the remained acceptable delay for the given flow, respectively.
inally, 𝑡 is the availability of the requested VNF instance in a given
erver 𝑣.
Action Space. Each physical node in the network is assigned a

nique index 𝑗 in a range from 1 to the number of nodes in the network
𝑉 |, 𝑗 = 1, 2,… , |𝑉 |. Action space, then, is determined as a set of node
ndices  = {0, 1, 2,… , |𝑉 |}, where each integer denotes an action
∈ . If a given VNF 𝑓 ∈ 𝐹 cannot be allocated to any available

ervers, then 𝑎 = 0. Otherwise, the 𝑎 = 𝑗 denotes that the VNF 𝑓 is
uccessfully placed on the server 𝑗 ∈ 𝑉 .
Reward Function. The goal of the RL agent is to maximize the

xpected cumulative rewards that it receives in the long-term utility. As
e described in Section 3, the objective of the optimization model is to

ointly balance the network and server load upon which the objective
unction is formulated in Eq. (1). Based on the objective function, the
eward function can be defined as follows.

(𝑠𝑡, 𝑎) =

⎧

⎪

⎨

⎪

⎩

1
𝛼(𝐿𝑡

𝑆 )+(1−𝛼)𝐿
𝑡
𝑁

if flow 𝑟𝑖 is accepted,

0 if flow 𝑟𝑖 is rejected
or incomplete,

(13)

In Eq. (13), since the agent aims to increase the cumulative reward
and the values of 𝐿𝑡 and 𝐿𝑡 are normalized to the range [0,1],
5

𝑆 𝑁
we defined the reward as a fraction in case the flow 𝑟𝑖 is accepted,
otherwise the reward is 0. The less maximum load on nodes and links,
the more reward will be gained for a given action.

4.2. Service chain placement strategy

In this sub-section, the strategy used for the placement of service
chains is presented. As we can see in Fig. 2, at each time slot (or
episode), a number of service flows can arrive in the system that
should be placed on the network. At the beginning of each time slot,
the controller eliminates timeout requests and releases their occupied
resources. Given the time slot 𝜏, two service requests 𝑟1, 𝑟2 ∈ 𝑅 arrive
in the system. The request 𝑟1 consists of 3 VNFs as (𝑓1,1, 𝑓1,2, 𝑓1,3) and 𝑟2
includes 3 VNFs as (𝑓2,1, 𝑓2,2, 𝑓2,3). We assume 𝑟1 has an earlier arriving
time, hence, it should be placed first.

At each state transition, only one VNF will be placed. Therefore,
starting from the state transition 𝑠𝑡, the first VNF 𝑓1 is supposed to be
mapped on a server. The agent collects the network statistics such as
remaining servers’ resources and links’ bandwidth, and also extract the
flow features, to make a list of candidate servers with enough resources
to host 𝑓1. Then, based on its policy, the agent takes an action from the
feasible actions, places the VNF on the selected server and allocates
required resources. Then, reward 𝑟(𝑎𝑖) will be calculated by the agent
based on the Eq. (13) and the state moves to 𝑠𝑡+1. If there is no available
server with sufficient resources and link bandwidth to host the VNF or
delay constraint is not satisfied, the VNF and consequently the flow
will be rejected as it happened to 𝑓2 and 𝑟1. In this case, the allocated
resources are taken back and the second flow 𝑟2 will be started to
deploy in the same way. As it can be observed at 𝑠𝑡+4, 𝑟2 is successfully
deployed and the corresponding reward is calculated. This procedure
will be continued for all the service flows arriving at time slot 𝜏.

4.3. Advantage actor–critic reinforcement learning

An advantage actor–critic reinforcement learning algorithm is de-
veloped to train the DRL agents in our work. At each time step 𝑡, the
DRL agent observes 𝑠𝑡, selects action 𝑎𝑡 from the feasible actions and
calculates the reward 𝑟𝑒𝑡. The agent aims to maximize the discounted
cumulative reward that it receives in the long-run as follows.

𝐽 (𝜃) = E(
𝑇−1
∑

𝑡=0
𝑅𝑒𝑡) (14)

here:

𝑒𝑡 = 𝑟𝑒𝑡+1 + 𝛾𝑟𝑒𝑡+2 + 𝛾2𝑟𝑒𝑡+3 +⋯ =
𝑇−1
∑

𝑘=0
𝛾𝑘𝑟𝑒𝑡+𝑘+1 (15)

In Eq. (15), 𝛾 ∈ [0, 1] is a discount factor to trade off between the
mportance of immediate and future rewards. As the DRL agent, we
evelop an advantage actor–critic reinforcement learning algorithm,
hich combines a police-based and a value-based DRL algorithm. Each
gent includes an actor network to generate a policy according to the
bservation states and the probability distribution of the agent, and a
ritic network to evaluate the policy based on a Temporal Difference
TD] error [33] as shown in Fig. 3. Since these networks perform
ifferent tasks, their architectures are different. The output layer of
he actor network is a set of probability distributions corresponding
o the feasible actions, and the output of critic network is only one
alue to evaluate the actor policy. In fact, the critic network estimates
he advantage function whereas the actor network creates a policy
epresented by 𝜋(𝑠𝑡, 𝑎𝑡). Advantage function can be defined as follows.

(𝑠𝑡, 𝑎𝑡) = 𝑄(𝑠𝑡, 𝑎𝑡) − 𝑉 (𝑠𝑡) (16)

here 𝑄(𝑠𝑡, 𝑎𝑡) refers to the Q-value of conducting action 𝑎𝑡 at state
𝑡 and 𝑉 (𝑠𝑡) is the value function at state 𝑠𝑡. Advantage function
determines the improvement obtained by action 𝑎𝑡 in comparison with
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Fig. 2. MDP model for service chain deployment.
Fig. 3. Advantage actor–critic reinforcement learning framework.

an optimal action at state 𝑠𝑡. Advantage actor–critic algorithm uses the
stochastic gradient decent method to update the parameters of neural
networks denoted by 𝜃 for the actor network and 𝜃𝑐 for the critic
network. The parameters are updated by the agent after reaching the
terminal state. From the bellman equation [34] formulated in Eq. (17):

𝑄(𝑠𝑡, 𝑎𝑡) = E[𝑟𝑒𝑡+1 + 𝛾𝑉 (𝑠𝑡+1)] (17)

we can rewrite the advantage function for the critic network as follows.

𝐴(𝑠𝑡, 𝑎𝑡; 𝜃𝑐 ) = 𝑟𝑒𝑡+1 + 𝛾𝑉𝜃𝑐 (𝑠𝑡+1) − 𝑉𝜃𝑐 (𝑠𝑡) (18)

Using the policy gradient method, the gradient of accumulated re-
ward is computed by Eq. (19). The advantage function 𝐴(𝑠𝑡, 𝑎𝑡; 𝜃𝑐 ) esti-
mates the difference between expected reward using policy 𝜋 compared
with the expected reward using a deterministic policy.

∇𝜃𝑗(𝜃) = E𝜋
𝜃 [∇𝜃 log𝜋(𝑠𝑡, 𝑎𝑡; 𝜃) × 𝐴(𝑠𝑡, 𝑎𝑡; 𝜃𝑐 )] (19)

To maximize the long-term discounted reward following a selected
action, the policy parameter 𝜃 can be updated as follows.

𝜃𝑡+1 = 𝜃𝑡 + 𝜎
𝑇−1
∑

𝑡=0
∇𝜃 log𝜋𝜃(𝑠𝑡, 𝑎𝑡) × 𝐴(𝑠𝑡, 𝑎𝑡; 𝜃) (20)

where 𝜎 denotes the learning rate of the actor network. In addition, the
critic parameter 𝜃𝑐 can be updated as:

𝜃𝑡+1𝑐 = 𝜃𝑡𝑐 + 𝛽
𝑇−1
∑

𝑡=0
∇𝜃𝑐 (𝑟𝑒𝑡+1 + 𝛾𝑉𝜃𝑐 (𝑠𝑡+1) − 𝑉𝜃𝑐 (𝑠𝑡)) (21)

where 𝛽 is the learning rate of the critic network and 𝛾 is the discount
factor defined to give weights to the rewards of different time steps.
According to [35] and [36], in order to avoid premature convergence
6

to a sub-optimal policy and to encourage the policy to exploration, an
entropy regularization 𝐻 can be added to Eq. (20) as follows.

𝜃𝑡+1 = 𝜃𝑡 + 𝜎
𝑇−1
∑

𝑡=0
∇𝜃 log𝜋𝜃(𝑠𝑡, 𝑎𝑡) × 𝐴(𝑠𝑡, 𝑎𝑡; 𝜃)

+𝜂∇𝜃𝐻(𝜋𝜃(𝑠𝑡)) (22)

where 𝜂 is a weight factor to control the strength of entropy so that the
larger value of 𝜂 encourages more exploration.

4.4. Training and inference procedure

The service chain deployment approach proposed in this work, first,
trains a DRL agent offline using a centralized algorithm to reduce
computation overhead and avoid complexity of online training. In
this, a controller (at cloud) monitors and manages whole network and
trains the neural networks based on the observations of all nodes and
for all service flows in the network to ensure creating an optimal
policy. However, the centralized approach cannot be scaled online for
distributed and large-size networks with fast arriving service requests,
where hundreds of decisions should be made per just a few millisec-
onds. In addition, collecting data from whole network and sending
them to the central controller to make a global knowledge is costly
and even infeasible. To overcome this problem, a distributed approach
(DDRL) could be deployed in order to fast and consistent service chains
deployment. After offline training convergence, the trained model will
be sent to the nodes (edge servers) across the network, so that each
local node including an agent can decide for the arriving flows based
on its own training model. For each agent, training will be continued
online for the set of locally arriving flows. Fig. 4 shows the training and
inference procedure.

Algorithm 1 shows the offline training process of the proposed DDRL
approach. To alleviate the high variance of training caused by random
parameters, we train 𝑘 number of agents in parallel in a centralized
fashion. Then for each agent, the actor neural network (𝜋𝜃) and critic
neural network (𝑉𝜃𝑐 ) are initiated randomly (lines 2–4). Then, in each
parallel environment and for different episodes, the agent observes
current state 𝑠𝑡 in terms of observation space described in Section 4-A.
Based on the agent’s policy 𝜋𝜃(𝑠𝑡, 𝑎), an action is selected and performed
on the environment and the corresponding reward is calculated using
Eq. (13). As we discussed in Section 4-B, then, the state moves to the
next state 𝑠𝑡+1, where the agent observes the new state, as well as the
next VNF is considered for placement. The state transition including
current state, performed action, obtained reward and the new state are
stored in the memory (lines 5–13). At the end of each episode, the
policy parameter 𝜃 and critic parameter 𝜃𝑐 are updated using Eq. (21)
and (22), respectively (lines 14–15). This procedure will be repeated for
𝑀 number of episodes until the learning model reaches convergence.
Finally, the best agent with the highest obtained reward among 𝑘
parallel agents is selected as the trained model to be used for inference
in run-time process.
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Fig. 4. Training and inference procedure.

Algorithm 1: Offline Training Process of DDRL
1 begin
2 𝑘 ← number of parallel agents;
3 for 𝑘 agents in parallel do
4 Initialize the parameters of actor and critic neural

networks 𝜃 and 𝜃𝑐 ;
5 for Episode 1, ... , M do
6 Capture initial state 𝑠𝑡;
7 for time step t = 1, ... , T do
8 Agent selects action 𝑎𝑡 according to policy

𝜋𝜃(𝑠𝑡, 𝑎);
9 Perform action 𝑎𝑡 to place VNF 𝑓𝑡;
10 Calculate reward 𝑟(𝑎𝑡) using Eq. (13);
11 Observe new state 𝑠𝑡+1;
12 Transfer 𝑠𝑡 to 𝑠𝑡+1 and get the next VNF 𝑓𝑡+1;
13 Store transition (𝑠𝑡, 𝑎𝑡, 𝑟(𝑎𝑡), 𝑠𝑡+1);
14 Update policy parameter 𝜃 using Eq. (22);
15 Update critic parameter 𝜃𝑐 using Eq. (21);

6 Select the agent with the best policy 𝜋𝜃(𝑠𝑡, 𝑎) achieving the
highest reward;

Algorithm 2 illustrates the online inference and training process of
DRL algorithm. As we can see in line 2, the trained model provided
ffline by Algorithm 1, is deployed on the nodes across the network
o create an online and distributed approach for the SCs deployment
roblem. Given a set of arriving service requests 𝑅𝜏 at each time slot,
he request with the earliest arrival time is considered to be mapped
n the physical network. Then, for a number of time steps, if a service
low arrives at node 𝑣, the node’s agent starts the inference process
sing its own policy. First, the agent observes the current state 𝑠𝑡, and
erforms the action selected by the agent policy 𝜋𝜃(𝑠𝑡, 𝑎). Next, the
gent calculates the reward and shifts 𝑠𝑡 to 𝑠𝑡+1 and store the transition
tates in memory. If the current state is the terminal state, then, the
gent trains both actor and critic networks based on the state transitions
sing the defined equations. This procedure will be repeated for all the
ervice requests in 𝑅𝜏 .

. Performance evaluation

In this section, we explain the performance evaluation of the pro-
osed DDRL approach. The efficiency of our approach is evaluated
hrough simulation using real-traced network traffic patterns along
7

Algorithm 2: Online Inference and Training Process of DDRL
1 begin
2 Deploy the best trained model to every node 𝑣 ∈ 𝑉 ;
3 Select a request 𝑟 from a set of arriving request 𝑅𝜏 based on

their arrival time;
4 for time step t = 1, ... , T do
5 if Service flow 𝑟 arrives at node 𝑣 then
6 Capture initial state 𝑠𝑡;
7 Perform action 𝑎 to place VNF 𝑓𝑡 according to policy

𝜋𝜃(𝑠𝑡, 𝑎);
8 Calculate reward 𝑟(𝑎𝑡) using Eq. (13);
9 Observe new state 𝑠𝑡+1;
10 Transfer 𝑠𝑡 to 𝑠𝑡+1 and get the next VNF 𝑓𝑡+1;
11 Store transition (𝑠𝑡, 𝑎𝑡, 𝑟(𝑎𝑡), 𝑠𝑡+1);
12 if terminal state then
13 Update policy parameter 𝜃 using Eq. (22) at node

𝑣;
14 Update critic parameter 𝜃𝑐 using Eq. (21) at node

𝑣;

15 Continue for the next service request;

with real-world network topologies. We have implemented the pro-
posed approach in Python and developed DRL agents using Stable-
Baselines3 [37]. All the experiments are conducted on a Dell machine
with an Intel(R) core(TM) i7-10750H CPU @ 2.6 GHz, 6 cores and
12 threads, 16 GB of RAM and a Nvidia GeForce RTX 2070 GPU.
We run each algorithm 10 times and the best value is shown in the
measurement. In the fallowing sub-sections, we describe the evaluation
setting and then, present the numerical results obtained by DDRL
algorithm compared with the baselines in terms of several performance
metrics and for different scenarios.

5.1. Experimental setup

5.1.1. Network topologies and simulation settings
In this work, we have used the real-world network topologies ex-

tracted from SNDlib [13]. SNDlib’s network instances are widely used
in the previous studies as substrate networks to simulate the SCs place-
ment approaches (e.g. see [38]). We have selected four network scales
with 12, 22, 50 and 161 physical nodes to evaluate the scalability of the
DDRL approach. Since the topologies determine the location of nodes
and their interconnections, the link delay can be calculated according
to the distance between nodes. We set randomly and uniformly a
processing unit (CPU cores) to each physical node in the range [0, 2]
and the capacity of bandwidth of each physical link in the range [1, 10]
Gbps. We defined a set of VNFs, each with a given processing delay (5
or 10 ms). Each service chain contains 1 to 3 VNFs with data rate 1
Gbps, TTL 100 ms and various end-to-end delay deadlines (30, 40, 50,
60 and 100 ms).

5.1.2. Training process and hyperparameters
In the simulation, we considered 100,000 time steps during training

process and 20,000 time steps in the run-time process in which service
flows arrive in a real-traced load pattern. After each 50 steps, the
network states are observed and actions are performed. We set the
number of parallel agents to be trained offline as 𝑘 = 5 and the best
model is selected for the online phase. Adam optimizer [39] is used
to train the actor and critic neural networks each with a single hidden
layer with 64 nodes (ReLU activation). The learning rates for the critic
and actor networks are fixed to 0.001 and 0.0001, respectively; and the
discount factor is set to 0.99.
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Fig. 5. Flow rejection rate for different number of ingress nodes.

5.1.3. Baseline algorithms
In this sub-section, in order to evaluate the efficiency of the pro-

posed DDRL algorithm, we compare it against the following baselines.

• A state-of-the-art SCs placement approach (CA) [15]: A central
controller collects all network statistics and service flows’ features
and solve the placement problem using a deep deterministic
policy gradient (DDPG) approach.

• A non-recursive greedy approach (SP), which deploys SCs using
a shortest path algorithm. SP tries to place the first VNF instance
in the ingress node and the rest of VNFs at the closest neighbors
from the previous one.

• BSP [14]: A bidirectional heuristic algorithm to jointly place and
scale VNFs leveraging a destroy-and-repair strategy.

5.2. Numerical results

In this section, we present and analyze the experimental results
obtained by the proposed DDRL algorithm against three baseline al-
gorithms.

5.2.1. Evaluation with different number of ingress nodes
Fig. 5 shows the evaluation results in terms of flow rejection rate

against number of ingress nodes using Abilene topology with 11 nodes
and 15 links and its real-traced traffic patterns extracted from SDNlib.
The number of ingress nodes is increased from 1 to 5. By increasing
the number of ingress nodes, the network traffic is increased while the
compute resources and bandwidth capacity are fixed. Hence, with more
ingress nodes we expect more flow drops caused by resource saturation.
As it can be observed, DDRL outperforms all three baseline algorithms
for every number of ingress nodes by decreasing the flow rejection
rate. Given one and two ingress nodes, DDRL significantly reduces the
number of rejected flows compared with other algorithms, so that the
rejection percentage is not more than 5% while the rejection percentage
is up to 35%, 80% and 60% for CA, BSP and SP, respectively. Since
the network traffic is increased sharply from 3 ingress nodes, we can
see an increase in the number of dropped flows although still DDRL
obtains the lowest rate among others and this trend continues until 5
ingress nodes. CA algorithm works better than BSP and SP, and it can
successfully deploy SCs with almost the same rate for 3 to 5 ingress
nodes, although in all cases DDRL outperforms it by 19% (3 ingress
nodes), 11% (4 Ingress nodes) and 10% (5 Ingress nodes). For 3 to 5
ingress nodes, DDRL also obtains better results compared with BSP and
SP, up to 42% and 29%, respectively. These results show that DDRL
is quite successful in placing SCs on the network so that the rejection
rate is minimized even in the scenarios which the network resources
8

are highly saturated.
Fig. 6. Flow rejection rate with varying delay deadlines.

5.2.2. Evaluation with different delay deadline setting
Fig. 6 shows the results obtained by the algorithms in terms of the

flow rejection rate in 5 scenarios with varying delay deadlines and con-
sidering 4 ingress nodes. Delay deadline refers to a maximum tolerable
end-to-end delay in which a flow should be processed successfully. We
considered the deadlines as 30, 40, 50, 60 and 100 ms, by which we
can explore the performance of DDRL for the flows related to various
applications with different time-sensitivity and latency requirements.
Given a tight delay deadline as 30 or 40 ms, the percentage of dropped
flows is quite high, since the flows are dropped when they exceed the
certain deadline. We can see the rejection rate of DDRL is slightly better
than CA for 30 and 40 ms deadlines, however it decreases the rejection
rate up to 22% and 37% compared with SP and BSP, respectively.

By increasing the delay deadline, since DDRL has more time to
exploit the network to find an optimal placement for incoming flows,
it is able to distribute and balance the load on more nodes and links
farther away, and consequently it obtains a better rate of successful
deployment of the flows. Hence, the higher delay deadline the less
rejection rate can be observed by DDRL. The performance of BSP is
again the worst among all algorithms and it drops many flows although
for the higher deadlines it obtains less rejection rate. The rejection rate
is dropped about 10 percents by SP from 30 to 40 ms and it shows
the same rate afterwards, because SP simply selects the shortest path
for the flows and the end-to-end delay required by SP to place the
flows is less than 40 ms. The CA algorithm works better than SP and
SA and the rejection rate is decreased from 30 to 50 ms but becomes
constant afterwards. DDRL significantly outperforms all the baselines
specially for the higher deadlines so that in the last scenario with
100 ms deadline, it is able to reduce the rejection rate by 34%, 88%
and 51% compared with CA, BSP and SP, respectively.

Fig. 7 shows the average end-to-end delay obtained by 4 algorithms
for different delay deadlines. The obtained results are in line with the
results discussed for Fig. 6 and illustrates the reasons behind them. By
increasing the deadline from 30 to 100 ms, DDRL constantly exploits
higher end-to-end delays within the deadline to deploy more flows by
which the number of rejected flows is decreased. CA although uses
higher delay to deploy more flows from 30 to 50 ms, but does not
exploit beyond 50 ms. Similarly, SP and BSP stop exploiting higher
delays at some points as well (SP: 40 ms and BSP: 50 ms).

5.2.3. Evaluation with different network topology
To evaluate the scalability of the proposed DDRL algorithm in

comparison to the baselines, we have used 3 network topologies as
Geant, Germany50 and Brain including 22 nodes, 50 nodes and 161
nodes respectively, along with Abilene network. The results shown in
Fig. 8 indicate the efficiency of DDRL for different network topologies
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Fig. 7. Average end-to-end delay with varying delay deadlines.

Fig. 8. Flow rejection rate for different network topologies with increasing number of
nodes.

with increasing number of physical nodes. As it can be observed,
due to the distributed technique used by DDRL algorithm upon which
agents are spread across the network, the performance of the algorithm
is independent of the network size. The rejection rate obtained by
DDRL for the networks including 11 and 50 nodes is 4%, for 161-
node network is 8%, while it is slightly higher for 22-node network.
However, CA increases the number of dropped flows by increasing
the network size since it uses a central approach where an agent is
responsible for the whole network. For the larger network sizes, CA
even could be worse than SP since it will increase the end-to-end delay
of the flows and exceed the deadline which could consequently lead
to flow rejections. SP also obtains the results regardless of the network
size since it only focuses on the shortest paths in the network. DDRL
outperforms other algorithms significantly in all 4 scenarios e.g. for
50-node network by 36% (SP), 56% (CA), and 61% (BSP).

Fig. 9 shows the evaluation results in algorithmic scale obtained
on the average inference execution time for 4 network topologies with
increasing number of nodes. As we mentioned before, an online service
chain deployment algorithm should be very fast to make decisions
even for large-scale networks with dynamic changes, to be applied to
the real-world run-time networks. It can be observed that the average
inference time for each placement decision obtained by DDRL is less
9

Fig. 9. Average inference execution time for different network topologies with inc-
reasing number of nodes.

than 1 millisecond even for larger networks since each agent is in
charge of its own local decisions. However, the CA algorithm which
uses a central agent, increases the inference time by increasing the
number of nodes so that for larger networks, e.g. 161 nodes, it may
takes few seconds to make decisions which consequently causes many
flow rejections. The inference time results are in line with the results
discussed for Fig. 8 where by increasing the network size, CA needs
more inference time which leads to more flow rejection rate, however,
DDRL can handle the flows very fast even for larger networks and
therefore, it can successfully deploy a very high percentage of incoming
flows in different scenarios. In addition, the SP algorithm is quite fast
and make a decision within few milliseconds. BSP obtained the worst
results and its average inference time is even more than 100 s for the
larger networks. Therefore, DDRL outperforms all other algorithms in
terms of the inference execution time. As a conclusion, based on the
results shown in Figs. 5 to 9, the proposed online DDRL approach
is quite successful to deploy SCs very fast and efficiently onto the
substrate networks even for the large-scale ones with the realistic traffic
patterns and dynamic changes.

5.2.4. Evaluation of load balancing
This subsection evaluates the efficiency of the proposed algorithm

compared with the baseline algorithms in terms of load balancing as
formulated in Eq. (1) in Section 3. As shown in Fig. 10, DDRL out-
performs three other algorithms for every number of ingress nodes by
minimizing the maximum resource utilization especially for 3 ingress
nodes and afterwards where the resource demand is increased sharply
while the resource capacity is fixed. The BSP algorithm obtains the
worse results among all algorithms in this measurement as it tries to
place VNFs into the nodes as much as they have remained capacity.
Moreover, as it can be observed in Fig. 11, in terms of minimizing the
maximum bandwidth utilization, DDRL obtains the lowest percentage
among others whereas the SP algorithm presents a poor performance
in this metric especially by increasing the number of ingress nodes and
consequently network traffic since it uses a static and non-recursive
shortest path approach which may lead to link overutilization. These
results show that DDRL is quite successful in placing SCs on the network
so that the load is balanced on joint links and nodes of the network.

6. Conclusions

In this paper, we studies the online service chain deployment prob-
lem considering dynamic network traffic in NFV-enabled networks.
First, we formulate the problem as a MILP model where the objec-
tive function is jointly balancing the load on the physical nodes and
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Fig. 10. Maximum resource utilization for different number of ingress nodes.

Fig. 11. Maximum bandwidth utilization for different number of ingress nodes.

links of the network. In order to solve the service chain problem, we
propose a distributed and online approach using deep reinforcement
learning. The goal is to devise a service chain placement policy to
minimize the number of dropped service flows while balancing the
load on nodes and links satisfying the end-to-end latency constraints.
An on-policy advantage actor–critic reinforcement learning technique
has been used to develop the DRL agents. Simulation results show that
DDRL algorithm can respond very fast just in less than one millisecond
to arriving service flows even for larger network scales. The results
also demonstrate the performance improvement of the proposed DDRL
approach in terms of the number of dropped service flows compared
with the state-of-the-art baseline algorithms. In the future work, we
are planing to extend our work by leveraging a federated learning
technique to continue online learning of agents collaboratively using
a reward aggregator.
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