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Abstract

This research aimed to create new knowledge anteproa path in the area relating to
future trends in the WSN, by resolving some ofiiseies at the MAC layer in Wireless
Sensor Networks. This work introduced a Multi-chaeln®istributed Coordinated
Function (MC-DCF) which takes advantage of mulichel assignment. The backoff
algorithm of the IEEE 802.11 distributed coordinatfunction (DCF) was modified to
invoke channel switching, based on threshold caiter order to improve the overall

throughput for wireless sensor networks.

This work commenced by surveying different protscotontention-based MAC
protocols, transport layer protocols, cross-layatedign and multichannel multi-radio
assignments. A number of existing protocols werymed, each attempting to resolve
one or more problems faced by the current layers.

The 802.15.4 performed very poorly at high dat® ratd at long range. Therefore
802.15.4 is not suitable for sensor multimedia wvaillance system with streaming
data for future multichannel multi-radio systems.

A survey on 802.11 DCF - which was designed mdioywireless networks —supports
and confirm that it has a power saving mechanisnclwis used to synchronise nodes.
However it uses a random back-off mechanism thanwatprovide deterministic upper
bounds on channel access delay and as such camppors real-time traffic. The

weaknesses identified by surveying this protocohfthe backbone of this thesis

The overall aim for this thesis was to introducdtmaliannel with single radio as a new
paradigm for IEEE 802.11 Distributed Coordinatechdiion (DCF) in wireless sensor
networks (WSNSs) that is used in a wide range ofiegions, from military application,
environmental monitoring, medical care, smart bodgd and other industry and to
extend WSNs with multimedia capability which sefgeinstance sounds or motion,
video sensor which capture video events of interest

Traditionally WSNs do not need high data rate ahmbughput, since events are
normally captured periodically. With the paradigehift in technology, multimedia
streaming has become more demanding than datangeaggplications as such the need
for high data rate protocol for WSN which is an egimeg technology in this area. The
IEEE 802.11 can support data rates up to 54Mbps &#dll DCF was designed

specifically for use in wireless networks.



Abstract

This thesis focused on designing an algorithm #ygblied multichannel to IEEE
802.11 DCF back-off algorithm to reduce the waitinme of a node and increase
throughput when attempting to access the medilbata collection in WSN tends to
suffer from heavy congestion especially nodes mear¢he sink node. Therefore, this
thesis proposes a contention based MAC protoc@daress this problem from the
inspiration of the 802.11 DCF backoff algorithmulkisg from a comparison of IEEE
802.11 and IEEE 802.15.4 for Future Green MultictehrMulti-radio Wireless Sensor

Networks.
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CHAPTER 1

Introduction

1.1 Motivations

Recent advances in Access Networks have made vala® and multimedia
communications ubiquitous and have knowingly/unkimgly changed life styles.
However, important challenges still stand in theyved widespread use of wireless
applications; power consumption, lack of spectruend user acceptance and
interoperability. In fact, the complexity of molyliand traffic models, together with the
dynamic topology and the unpredictability of linkiaity that characterise wireless
networks made every application has different attaretics and requirements such as
data type, rate of data transmission and religbiWireless Sensor Networks [1-9] are
an emerging fast growing technology where the gngwnterest can be contributed to
new applications enabled by large scale netwdrks.demand for using this medium is
increasing with wide range of deployment for monitg and surveillance systems as
well as for military, Internet and scientific pug®s. Packets from all nodes in the
network converge at nodes near the sink as suchetbe to prioritised medium access
control (MAC) protocol. There have been a numifeproposed MAC protocols [10-
12] to improve network performance in WSNs. A syrgeudy has been carried out on
the contention based protocols of WSNs and alsdrdditional ones such as 802.11
DCF.

From observation it can be easily seen that wisetetworks are growing increasingly
less structured. However, the dynamic interactiansing in these networks make it
difficult to analyse and predict performance, intily the development of wireless
technologies. Thus, in order to deal with such lelhging demands, a constant and
thorough research is required for improving exgtiprotocols, developing new

standards and technologies.
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A comparison between 802.11 and 802.15.4 was daoid to consider the future
medium for wireless sensor networks operating mudtichannel environment at high
data rate with streaming data. Both 802.11 and1802.use the CSMA/CA mechanism
for contention based network and operate in th&Rzfrequency band.
The research presented in this thesis is motivagetie following issues:

1. WSNs that are rapidly gaining increasing attentarthe experimentation level
as well as the application-deployment level. WSId wreferred choice due to its
relative economic efficiency, ease of deploymemi d&s relatively superior
monitoring capabilities[4]. These networks, howeveuffer from severe
congestion, packet loss, unfair utilization of bamdth and unreliable data
delivery to destination. The research presentelisnthesis address solutions for
enhancing the MAC contention-based protocol to cedine congestion, packet
loss and the unreliable data delivery.

2. Owing to the revolution of new technology, wirelesnsor networks should be
able to cope with multimedia traffic and delivery data in keeping with
technological trends. Currently, neither IEEE 802cbntention based protocol
nor the 2.4 GHz frequency band has the capabildy High data rate
transmission. This research determined the fdagim having 802.11 being
considered as a future medium for WSNs to operagh llata rate with
streaming data in the 2.4 GHz frequency band #xires timely and efficient
delivery.

3. Multi-channel MAC protocols have recently obtainsmhsiderable attention in
wireless networking research because they pronuséendrease capacity of
wireless networks significantly by exploiting mplé frequency bands. Multi-
channel allows wireless networks to assign diffedrannels to different nodes
in real-time transmission. IEEE 802.11 standaay jal vital role for contention-
based networks and divide the wireless spectrum @pectral bands called
‘channels’. The research address issues relating simultaneous
communications, limits interference between nodehkilew allowing the
coexistence of multiple wireless networks on défarchannels.

4. The research proposes an original model that asleeshortage of spectrum

which limits current capability to introduce newreless services and improve
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existing ones. This research introduces a model ahaws different wireless
systems to share multiple channels and switch aHanwithout causing
excessive harmful interference to other neighbdLings system will increase the
amount of communications that can take place iivangnetwork, which would
defiantly lead to a revolution in the world of wiges services and applications,
resulting in less expensive networks transmittirghér data rate than currently

exist.

1.2 Aims and Objectives

The aims and objectives of the research presemtethis thesis are to introduce

multichannel and channel switching assignment & IEEE 802.11 DCF contention-

based MAC protocol. The research aims and objectimee summarised by the

following points:

1.

To review the area of MAC protocols to identify ateld paradigms for
contention-based MAC protocols.

To compare IEEE 802.11 and IEEE 802.15.4 MAC pmltdc determine the
feasibility of IEEE 802.11 being utilised in thetdve as a medium for wireless
sensor networks operating in a high data rate omatinel environment with
streaming data.

To use the backoff algorithm of the 802.11 DCF raultichannel assignment
and channel switching when a set criterion is moetetduce contention for a
single medium, collision and congestion.

To design an efficient and distributed algorithnattltovercomes the severe
degradation at the sink node when using singleoradi switch to multiple
channels.

To utilise simulation experiments in order to invgate and analyse the
performance of the proposed MC-DCF protocol of mahannel

communication in wireless sensor networks usindl&2 platform.
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1.3 Contribution to Knowledge

This thesis contributes to knowledge by designingoatention-based protocol for
multichannel WSN with the options to do channeltsiiing when a channel is busy.
This is aiming at reducing the unnecessary delgysdiles sending data to the sink
node over a single radio interface.

Furthermore, the thesis presented a round robite cg@lution to aid delivery from
sources to the sink node(s) when the radio interfaatching between receiving nodes
on the same channel to retrieve data packets.

The key contributions are summarised as follows:

1. Comparison of IEEE 802.11 and IEEE 802.15.4 fouFautGreen Multichannel
Multi-radio Wireless Sensor Networks. This comesis

a. Details of the IEEE 802.15.4 MAC protocol deternined aid an
understanding of CSMA/CA and PAN coordinator.

b. Details of the IEEE 802.11 MAC protocol aimed atvigg an
understanding of CSMA/CA and DCF.

c. Investigating and evaluating the performance ohdBEE 802.15.4 and
IEEE 802.11 MAC protocol through simulation resutsducted in NS2
to make a rational decision which protocol is fbkesifor future WSN
operating with multimedia or surveillance system anmultichannel
multi-radio environment.

d. The simulation is based on CBR streaming data WidBkbps and
2Mbps at 10 and 50m range respectively.

2. Multi-channel Distributed Coordinated Function o&ngle Radio in Wireless
Sensor Networks, which aims at having the design nadlti-channel
communication based on the 802.11 DCF over a siagl® for WSNs in order
to improve its communication performance namelptighput, end-to-end delay
and channel access delay.

a. Multi-channel protocols utilise bandwidth betterdathus may perform
favorably in cases of applications demanding higta dates.

b. The 802.11 standards provide up to 12 non-overthppleannels,
respectively, in 2.4 GHz and 5 GHz spectrums.
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c. Nodes within the transmission range of each otler operate on
different non-overlapped channels so as to avdetference.

d. Node interface will be able to switch between cledsin

e. The approach will have all nodes aware of the ceknim use but each
node interface can only tune into one channelgaten time.

f. At initialisation, a random assigner that employsfarm distribution
will be applied to distribute node interfaces t@achels.

g. Channel switching among sending nodes will onlyuocafter a set
threshold has been reached during the backoff gherio

3. Multi-channel Multi-Radio using 802.11 based MeArxcess for Sink Nodes in
Wireless Sensor Networks as an extension to MbuHRkoel Distributed
Coordinated Function over Single Radio in Wirel8ssnisor Networks to study
the problem of designing an efficient and distrédgbalgorithm that overcomes
the severe degradation at the sink node when wsngle radio to switch to
multiple channels.

a. Multichannel Multi-Radio (MCMR) [13-14] problem hd®en modelled
as a unidirected graph where vertices represembsatbmprising the
wireless network and edges between vertices reptieganode links.

b. A binary vector defines where only one channel lmarassigned to each
logical link between the lists of elements.

c. The number of sink nodes increases to collect fdama receiving nodes.
The sink nodes will equip with a single radio andl toe required to do
channel switching in the same manner as in 2.

d. Multiple radio interface increases in the sink nddeeceive data from

each non-overlapping channel.
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1.4 Research Methodology

The initial phase of the research is focused cgrditire review; relevant research
articles, books, research papers which includedecence proceedings and journal
papers, IEEE standards, progress and proposaiE@f task groups, and different white
papers on Wireless Sensor Networks, heterogeneioeless networks, MAC protocols,

Transport protocols and Channel assignments andsClayered approaches were
studied. During this stage, basic definitions,etymnd classifications of MAC and
transport protocols were examined and issues tketatsensor networks and its recent
extinctions, resource allocations in Ad-Hoc netvgorknd multichannel multi-radio

assignment were identified.

Literature review was followed by comparison stufylEEE 802.15.4 [15,16] and
IEEE 802.11 MAC sub layer [17] controls accesshradio channel by using a Carrier
Sense Multiple Access with Collision Avoidance (C&M@A) mechanism. The main
differences involve the time slotted behaviour, treekoff algorithm, and the clear
channel assessment (CCA) procedure used to sensthewhthe channel is idle.
Different parameters and scenarios for each case warried out using different
performance metrics: aggregate throughput, delivatip and access delay. Not only
the performance of each was tested but it alsoeldelip developing a different
perspective, such as, looking at the issues of tange transmission, data rate and the
effect when the same channels are used by botteisame frequency band. An overlap

between them can adversely impact on the operafittfEE 802.15.4.

In the final stage, development of simulation medef different radio interface
selection mechanisms based on static or dynamiorfatave been implemented in
order to compare them with the solutions introdugedhis research. Apart from
implementing the proposed protocols, Multichanneltiradio assignments were also
implemented at the sink node(s) to improve thegoerance. The proposed models and
various components were designed and tested in NS2. [18] is an open source
simulator and new models can be easily implemenigidg either C++ or Tool

Command Language (TCL). However, NS2 creates fieeseand NAM screen shots to
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visualise node movement in wireless networks, ttecbthe simulation results from
NS2 a number of Perl scripts were written for fhispose. On the other hand, the work
done for cognitive radio cognitive network (CRCNP[ GUI provides easy, interactive

environment in using NS2.

1.5 Thesis Structure

This thesis comprises six chapters. Chapter twonened various MAC and transport
protocols and the need for cross-layer MAC-Transgoheme for WSN, in order to
obtain a vivid perspective for future trend in M&SN arena and to shape the research

objective for multichannel MAC protocol.

Chapter three outlined a comparative study of IEHBPE.15.4 and IEEE 802.11 MAC
sub layer controls access to the radio channekingua Carrier Sense Multiple Access
with Collision Avoidance (CSMA-CA) mechanism. Théferences detected from the

comparison, greatly determined the design for tl@& MCF protocol.

Chapter four focused on the design of a new approBtulti-channel Distributed
Coordinated Function (MC-DCF) which takes advantagenulti-channel assignment.
The backoff algorithm of the IEEE 802.11 distribitmoordination function (DCF) was
modified to invoke channel switching, based ondhodd criteria in order to improve

the overall throughput for wireless sensor netw@WWSNs) over 802.11 networks.

Chapter five addressed the severe degradatiore atitk node when using single radio
to switch to multiple channel¢dowever due to limited non-overlapping channel$ayle
and congestion, the problems at the sink node detdbe improved for MC-DCF to
work efficiently with future networks and to consréd for cross layered design.

The chapter provided necessary steps to verifyaasibility of round robin technique
in these networks at the sink node by using thénigoe to regulate multi-radio
multichannel assignment. Simulation results indidahat dynamic channel assignment

scheme using the multi-radio, multichannel at gleirsink node can perform close to
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optimal on the average while multiple sink nodeigasaent also performed well. The
methods proposed in the chapter can be a valualblefor network designers in

planning network deployment and for optimising eliéint performance objectives.

Finally, the thesis summary conclusions are preskemt chapter six along with some
seminal ideas for future proposals based on thearel carried out in this work.
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Chapter 2

LITERATURE REVIEW

2.1 Introduction

Wireless communication is the most vibrant arenéncommunication field of research
today. It has been a topic of research since th&9'$%ut with the paradigm shift
experienced through the transition from wired taeldss networks, new research
advances have been created in the wireless areich s seen a massive growth both
in terms of services provided and the type of tetdgy that have become available.
These have revolutionised the entire wireless ntsvand will play an important role
in future generation wireless sensor network fottimedia applications such as video
surveillance systems.

Wireless Sensor Networks (WSNs) [1-2,4,10] are arerging technology that has
become one of the fastest growing areas in the eorimation industry. They consist of
sensor nodes that use low power consumption whielpawered by small replaceable
batteries that collect real-world data, processaid transmit the data by radio
frequencies to their destination. WSNs are usigtdlfic nodes that send data to a server
or a sink node for processing.

WSN based applications usually have relaxed barttiwihjuirement, the demand for
using this medium is increasing with wide rangedeployment for monitoring and
surveillance systems as well as for military, Inetrand scientific purposes. WSNSs can
be classified under a number of areas includingirtgcand military sensing, home
automation, consumer electronics, agriculture amdrenmental purposes, industrial
control and monitoring.

Security and Military sensing applications are liguased for magnetic door opening,
smoke detection, to locate and identify targetspiotential attack. Home automation
and consumer electronics include universal remotgral; a personal digital assistant

type of device, wireless keyboards, toys, light tomnand remote keyless entry.
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Industrial control and monitoring sensors may ideluheating, ventilating and air
conditioning unit of buildings that can regulatee ttemperature, the monitoring and
controlling of moving machinery and detection ofe tipresence of poisonous or

dangerous material.

B @ o oz

. (v Ve

Figure 2-1: Wireless Sensor network architecture

Other applications such as environmental monitorivgr large areas may require
frequent battery replacement as such network nwd#ss kind of WSN must employ
other means of energy or obtain their energy fraimero sources such as energy
scavenging [2] (photovoltaic cell, mechanical vila). With the rapid development
and fast growth of new technologies such as muttimestreaming over wireless
medium arise the need for improved or new MAC aaddport protocols in the WSN.
However, these networks suffer from severe congiestiacket loss, unfair utilisation of
bandwidth and unreliable data delivery to destorati Owing to the revolution of new
technology, wireless sensor networks should betalbtepe with multimedia traffic and
delivery of data by a specific time [1].

In this chapter an overview of medium access coatrd transport layer protocols have
been examined; as well as the need for cross-#sggn among two layers, MAC and
Transport for WSN. These will give a vivid perspeetfor future trend in the WSN

arena and to aid the focus of the research obgtivmultichannel MAC protocol.
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2.2 Medium Access Control (MAC) Overview

MAC protocol [1,4,10,11] is responsible for reliaplerror free data transfer with
minimum retransmissions; in order to meet perforcearequirements such as
controlling bandwidth, power awareness, contentesolution, minimise interference
and collision avoidance.

Data collection in WSN tends to suffer from heaweygestion especially nodes nearer
to the sink node — which gather, control and sttata collected by other sensor nodes.
MAC protocols, proposed in literature, to combadst problems can be categorised as
contention free or contention based while in [1@f Itlassified these protocols as

scheduled and unscheduled or random protocols.

2.2.1 MAC Protocols

MAC protocols can be categorised as ContentiondreeContention-based, as shown

in Figure 2-2.

MAC Categories

Contention-free Contention-based

Figure 2-2: MAC protocaols.

2.2.1.1 Contention Free Protocols

The contention free [1,4,10,11] protocols are nedfieient than those of the contention
based, they do not make the assumption that nettvaffic is intrinsically random,
instead traffic is ordered in a bounded channayassent. These schemes are generally
based on TDMA, FDMA or CDMA that utilises the synghisation technique and the
channel access mechanism of the physical layerrente structure of the network is
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spatially divided into slots or cells [4]. Theseofarcols works well for multimedia

traffic and are more applicable for static netwovkigh centralise control. However,

these schemes are more complex, require centratisrol, use multiple channels

simultaneously, specialised sensor hardware arreé thea dependency on the physical
layer. Therefore the focus is mainly on the contentbased and transport layer
schemes, where WSN need to cope with congestione&s and packet loss.

2.2.1.2 Contention Based Protocols

Most of the proposed contention based protocolsCGeeier Sense Multiple Access
(CSMA) [2,20] scheme, where for a station (STAjramsmit, it must sense the medium
to determine if another station is transmitting. the medium is busy, the STA will

defer until the end of the current transmissiorteAtleferral or just before attempting to
transmit again, the STA shall select a random hmdtiaterval and shall decrement the
back-off interval counter while the medium is idle.

The transmitting and receiving STA exchange shoritrol frames (RTS and CTS

frames) after determining that the medium is idid after any deferrals or back-offs,
prior to data transmission.

The CSMA/CA protocol is designed to reduce collisibetween multiple stations

accessing the medium. However CSAM/CA tends téesdfom hidden and exposed

NN

node problems.

NN

Figure 2-3: Hidden and Exposed node
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2.2.1.2.1 Hidden Node

In Figure 2-3, nodes A and C are in the range deri®, but they are not in the range of
each other. If node A is transmitting to node Bj &lode C wishes to transit to node B,
node C may sense the channel and find it idle smusinit causing collision at the

receiving node, B with node A’s transmission.

2.2.1.2.2 Exposed Node

In Figure 2-3 if node B is transmitting to node axd node C wishes to transmit to D,
node C may sense the channel, find it busy by mbdmd refrain from transmitting
even though a transmission by node C to node D dvoaot cause an interference at
Node A.

To combat the problems encountered by CSMA a nunolbeprotocols have been
developed to improve upon CSMA deficiencies such as

* Multiple Access Collision Avoidance (MACA)

* Floor Acquisition Multiple Access (FAMA)

* Power Aware Multi Access with Signalling (PAMAS)

* 802.11 Distributed coordination function (DCF)

The MACA [10-11] protocols are an improvement ofN\DA&CA that eliminates some

of the inefficiencies. It does not use carriersseq instead it uses the Request-To-
Send/Clear-To-Send (RTS/CTS) control to avoid smhs. The main idea of MACA
[10] is that any neighbouring node which overheaRTS packet has to refrain from
sending for some time. The RTS/CTS packets are rsbohter than the data packets
and as such collisions are much inexpensive angéssdnsing these messages can
determine how long to delay before attempting emgmit. MACA has made an
improvement over CSMA/CA in that the RTS/CTS paskate much shorter than the
data packets. However, the hidden node problerotisompletely solved and therefore
collisions can occur when different nodes send Bi& CTS packets. In addition when

a node receive a RTS that is destined for anotbde nbut do not receive the CTS to
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begin data exchange, this can lead to exposedinetfeeiencies. MACA also does not
provide any acknowledgement of data transmissiod #na transmission fails,

retransmission has to be initiated by the trandpgdr [11].

The FAMA [11-12] is a MACA based scheme that allesvery transmitting station to
have control of the medium before sending data gtack It requires that collision
avoidance be performed at the sender and at tleéveec FAMA uses non-persistent
packet (NPP) sensing or non-persistent carrierisgr{dlCS) RTS with response with
CTS that plays the role of a busy signal and cost#ie address of the sending node.
The packets repeat long enough so that hidden nmatesverhear it and refrain from
sending. The objective of FAMA-NCS is for a statithhat has data to send to acquire
control of the channel in the vicinity of the recsi before sending any data packet and
to ensure that no data collides with any other paek the receiver. The medium (the
floor) is acquired using non-persistent carriersgay with the RTS-CTS exchange. The
length of CTS in FAMA-NCS is larger than the aggteglength of an RTS plus one
maximum roundtrip time across the channel, thestratter receives turnaround time,
and any processing time. The length of the RT&iger than the maximum channel
propagation delay plus the transmit-to-receive -anound time and any processing
time. This is required to avoid one station heaangomplete RTS before another has
started to receive it. The CTS is given dominanger the RTS based on its size. Once
a station has begun transmission of a CTS, any affagion within range of it that
transmits an RTS simultaneously will hear at leagtortion of the dominating CTS,
which acts as a jamming signal and back off, therdétting the next data packet to

arrive free from collision.

FAMA-Non-persistent Packet Sensing (NPS) [12] doet use carrier sensing, for a
packet with sensing to work with hidden terminag €TS must be transmitted multiple
time. FAMA-NPS assumes that it is used in a fubnnected network and CTS is
transmitted only once. A station defers its traission only after it has received and
understood a complete RTS or CTS. FAMA-NPS doesenfiirce any waiting times
after transmission periods, the RTS and CTS spdwiy long stations should defer.

Following the deferment, there is a random waithegiod before transmission begins.
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The random waiting time enforces an idle perioéradt successful transmission and an
unsuccessful period is also followed by an idleqeerbecause any transmission attempt
during (or adjacent to) the failed period wouldibeluded as part of the unsuccessful
period. Therefore, FAMA-NPS busy period is limitéal either a single successful

transmission period or a failed transmission perioHowever the exposed nodes

problem still exists with this technique [11].

PAMAS [11,21] was developed mainly for energy comagon, nodes would listen on
the signalling channel to determine when to poweétreeir transceivers. Similarly to
MACA, PAMAS uses RTS/CTS packets and data packeishware sent over different
channels utilising two transceivers in order toverd collision and save power.

PAMAS devices power down under two conditions: dezice has no data to transmit
and a neighbour device begins transmitting to aradlevice, or when the sender node
has two neighbours involved in communication. Tingt fcase saves energy since the
device cannot receive a data message without d@mmn)so the node may power down
the transceivers. The second condition saves gsange the device cannot transmit or
receive without a collision resulting at itselfite receiving neighbour. To determine the
length of time to sleep, each data message incltldedransmission duration so a
device that overhears the start of the messageatanlate the length of time to sleep.
PAMAS [21] also uses a busy tone signal on the RTS/ signalling channel such
nodes that did not overhear the RTS and CTS woubadvithat the data channel is busy.
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Receive CTS/
Send CTS**

Receive RTS/
Send CTS**

No CTS or busy
Tone or unrelated
RTS

Queue>0,Send RT
to destination if it is
not transmitting

No Packet or

New RTS/ Noise

Send
CcTS*

Await Packet
(1 time step)

Await CTS
(1 time step)

Receive RTS/

Send CTS Time expired and

destination is not
transmitting/Send RTS

Packet Transmission
received ends Receive CTS

Receive
Packet

Transmit
Packet

** If data channel is idle
and no noise over control
channel

Receive otherRTS/Transmit Ignore RTS/CTS
Busy Tone. Ignore all CTS’s transmission
received

Figure 2-4: The PAMAS protocol [21]

Figure 2-4 outlines the behaviour of the PAMAS poal. A node may be in any one of
six states as outline in the figure:

* lIdle

*  AwaitCTS,

* BEB (Binary Exponential Backoff),

* Await Packet

* ReceivePacket

* Transmit Packet
When a node is not transmitting or receiving a pgcr does not have any packets to
transmit, or does have packets to transmit but aatrtansmit, because a neighbour is
receiving a transmission it is in the Idle statehefV it gets a packet to transmit, it
transmits an RTS and enters the AwaitCTS stateelbwaited CTS does not arrive, the
node goes into binary exponential backoff. If Cld@slarrive, it begins transmitting the
packet and enters the Transmit Packet state. Tteaded receiver, upon transmitting
the CTS, enters the Await Packet state. If the giadkes not begin arriving within one
roundtrip time (plus processing time), it returoghe Idle state. If the packet does begin

arriving, it transmits a busy tone over the signglichannel and enters the Receive
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Packet state. When a node is in the idle statevesa RTS, it responds with CTS, if no
neighbour is in the Transmit Packet state or inAh&itCTS state. It is easy for a node
to determine if any neighbour is in the Transmitkea state, by sensing the data
channel. However, it is not always possible forodento know if a neighbour is in the
AwaitCTS state because the transmission of the By¥Shat neighbour may have
collided with another transmission over the conttwhnnel. If a node that is in the idle
state and has a packet to transmit, it will transsni RTS and enters the AwaitCTS
state. If, however, a neighbour is receiving a pathat neighbour responds with a busy
tone (twice as long as a RTS/CTS) that will colldi¢h the reception of the CTS. This
will force the node to enter the BEB state and tnatsmit a packet. If no neighbour
transmits a busy tone and the CTS arrives corretcdpsmission begins and the node
enters the Transmit Packet state. Any node thasinitted an RTS but did not receive
a CTS message, will enter the BEB state and waitetransmit a RTS. If, however,
some other neighbour transmits a RTS to this nitdeaves the BEB state, transmits
CTS, if no neighbour is transmitting a packet oinisthe AwaitCTS state and enters the
Await Packet state (waits for a packet to arrivéhen the packet begins arriving, it
enters the Receive Packet state. If it does not tieapacket in the expected time
(round trip time to the transmitter plus some srpaticessing delay at the receiver), it
goes back to the Idle state [21].

When a node begins receiving a packet, it entees Rleceive Packet state and
immediately transmits a busy tone (whose lengthgresater than twice the length of
CTS). If the node hears a RTS transmission (dicettiesome other node) or noise over
the control channel at any time during the peribdt tit is receiving a packet, it
transmits a busy tone. This ensures that the neightsransmitting the RTS will not
receive the expected CTS. Thus, the neighbour rressgon which would have
interfered with the node receiving a packet is kéut

This scheme would be beneficial for large dataastresuch as multimedia data,

however for small size data, utilising two transees would not be energy efficient.

IEEE 802.11 DCF [10,20] is based on CSMA with @iin avoidance (CSMA/CA), it
is mostly used for wireless LANs. It is a combioatof CSMA and MACA schemes.
This protocol uses RTS-CTS-DATA -ACK sequence fatad transmission. This
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scheme uses a virtual carrier sense mechanism kaswsetwork Allocation Vector
(NAV) that predict the future traffic on the medidmased on duration information that
is announced in RTS/CTS frame. The RTS/CTS fracwmegain a duration field that
defines the period of time that the medium is tadserved to transmit the actual data
from the returning ACK frame. Each device maintaihe NAV, that indicates the
channel activity whether it has a non-zero valkach device update the NAV based on
the length present in the control message theyiveceEach device also periodically
decrement its NAV so the current transmission emviusn the NAV reaches zero. Using
the NAV allows a device to quickly check for podsibhannel activity without having
to activate the device transceiver. DCF also adeack-off procedure that sets a back-
off timer to a random time, all back-off slots ocdallowing a DCF inter-frame space
(DIFS) period during which the medium is determinede idle for the duration of the
DIFS period. All STA using DCF is allowed to trams if its carrier sense (CS)
mechanism determines that the medium is idle andatkoff time has expired. When
a node successfully receives a data message it seslort inter-frame space (SIFS).
The SIF is the time from the end to the last symiiothe previous frame to the
beginning of the first symbol of the preamble of $ubsequent frame as seen at the
wireless interface[10].

Figure 2-5 illustrates the DIFS backoff procedusedito invoke a station to transfer
when finds the medium busy by the CS mechanism et ag to invoke when a

transmitting STA infers a failed transmission.

DIFS
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Figure 2-5: Back-off procedure [20].

39



Chapter 2: Literature Review

This scheme will work well in WSN that have shaognsmission range. Collision can
still occur based on the transmission range ofitrstination node that the packet is sent

to.

The Contention-based protocols discussed in thpempdemonstrate their improvement
over the CSMA scheme that senses the medium betoremitting, to determine if the
medium is free. Each attempt to resolve problensedan the hidden or exposed node

and to save energy as in the case of PAMAS.

The MACA [10] technique improvement relates to RTBS packets that are
substantially shorter than data packets, howeve8/RTS enable nearby nodes to
reduce collisions at the receiver but not at thelee Collision can also occur between
different RTS and even though each sending nod&svi@ a random chosen interval
time to attempt sending again, if constant collisikkeep occurring the system will
degrade significantly as well as increase in ovadhdt should be noted that while the
MACA technique partially overcomes the hidden nopeblem; if there is a
transmission failure it does not send ACK. The seriderefore will have no clue that
the packet was not transmitted successfully untestffication is received by the
transport layer. The MACA technique may not woffeetively in WSNs based on the
deficiencies highlighted - collision occurrencegdaof ACK, and the requirement for

node to incessantly sense the medium.

FAMA [12], an improvement of MACA [10] was designéd solve the short fall of
MACA, by addressing the hidden node problem, in olvhthe sender uses non-
persistent carrier sensing to transmit a RTS. THsits much longer than an RTS to force
all hidden nodes to hear or sense that the meditbungy. This technique works well in
addressing the hidden node problem, but the exposeéés still exist even though RTS
lasts longer than the maximum propagation delay@n8 last longer than the time it
takes to transmit an RTS. Having RTS utilising theximum propagation delay time
and RTS taking a longer time on the medium, nodsking to transmit may experience
a long wait time, causing packets to drop basetino@-out issues, which is a drawback
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of this technique as well as collision of nodesrayio the fact that most features used
utilises CSMA, where nodes wait a random time keefonsmitting.

PAMAS [21] main purpose was to save energy by lpaihRTS and CTS transmitting
over a separate channel from the data packet. PA&&ally uses a mix of MACA
along with the idea of separating signal channeéh a sensing network packet
transmitting will be overheard by all nodes in rarend thus every node hearing the
transmission will consume power regardless thay @re not transmitting. However
PAMAS implements control where nodes are turnedfdfiey are not transmitting or
required to transmit. In utilises more than orengceivers on the contrary utilises
energy, even if the turnaround time is minimal.isSTlwas not considered in the PAMAS
scheme, utilising two transceivers is not energigieht for small packets; however this

scheme would be advantageous for multimedia data.

The 802.11 DCF [20] was designed mainly for wirglestworks, this scheme known to
work well in WSNs that has a power saving mechanignth are used to synchronise
nodes. However it uses a random back off mechattatrcannot provide deterministic
upper bounds on channel access delay and as suobt Gpport real-time traffic. The
contention and back off strategy is unfair to thready existing nodes that are backing

off due to collisions, especially under heavy iaffonditions [10].

2.3 Transport layer overview

A transport layer is used to mitigate congesti@duce packet loss, provide fairness in
bandwidth allocation and guarantee reliable enelrisb delivery. TCP and UDP [22] are
two traditional transport protocols used in promglitransportation within the Internet
and cannot directly implement for WSN. TCP, a @mtion-oriented protocol, assumes
that all packet losses are due to network congests well both congestion and
reliability are coupled with receipt of an acknoddgement (ACK) where as wireless
networks packet losses are mainly due to highrhitr eate.

UDP does not provide reliable delivery, no flow toh and congestion control

mechanism [22].
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WSNSs transport protocols should be designed to aippnd cope with multiple
applications, variable reliability, packet-loss aeery and congestion control owing to
the fact that WSNs do not only facilitate existisigpall sensor network with limited
processing and computing resources, but take aligansshift in supporting multimedia
traffic and applications. A number of studies [Z3-Bave proposed various techniques
that can handle the congestion control and reliablesport.

2.3.1 Transport Protocols

A number of protocols have been proposed whichbaiseed on one or more of the
following transport protocols [22] mechanism:

e Congestion Control [23,24, 25]

* Reliable Transport [26,27]

* Energy conservation [28,29]

2.3.1.1Congestion Control Mechanism

Accurate and efficient congestion detection plays important role in congestion
control for sensor networks. A number of proposedgestion detection protocols have
been designed such as:

» Congestion Detection and Avoidance (CODA)

 FUSION

* Priority-based Congestion Control Protocol (PCCP)

Congestion Detection and Avoidance (CODA) [23] isomgestion protocol that based
on queue length at intermediate nodes and charatlsson the basis of channel
sampling and monitoring the current buffer occuganthe authors propose the CODA
energy efficient congestion control schetinat comprises three mechanisms namely:
» Congestion detection — this technique uses a catibmof the present and past
channel loading conditions and the current buffecupancy to infer accurate

detection at each receiver with low cost. CODA usesampling scheme that
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activates the local channel monitoring at the appate time to minimise cost
while forming an accurate estimation. Nodes infdhmir upstream neighbours
via a backpressure mechanism once congestionastddt

e Open-loop, hop-by-hop backpressure — this techniqoadcasts backpressure
messages as long as it detects congestion. Baskye signals are propagated
upstream toward the source. When there is an irapdé&a event in dense
networks the backpressure will propagate directlythe source. When an
upstream node receives a backpressure messageideslevhether or not to
further send the message upstream, based on itfooalmetwork conditions.

* Closed-loop, multi-source regulation — this tecleicpperates over a slower
time scale and is capable of asserting congestotral over multiple sources
from a single sink in the event of persistent catiga. When the source event
rate is less than some fraction of the maximumrtesal throughput, the source
regulates it. When the rate exceeds the maximumugfmput a congestion
control is triggered. At this point the source neesi a constant, slow time-scale
feedback from the sink to maintain its rate. Kriis a failure from source in
receiving acknowledgment in maintaining rates eadues are forced to
maintain their own rates.

In designing the CODA scheme two metrics were @efito analyse the performance of
the system: namely the Average Energy Tax — whalbutates the ratio between the
total number of packets dropped and the total nurob@ackets received at the sink
node; and the Average Fidelity Penalty — which mess the difference between the
average numbers of data packets received at tkeising CODA against other scheme.
CODA provides congestion control as well as corsgmnergy; however, it does not

provide reliability in scenarios with sparse souaoéd high data rate.

FUSION [24] is similar to CODA and suffers from trsemilar deficiencies. This
protocol uses a combination of three techniquesidrol congestion:

* Hop-by-hop flow control — nodes signal local coriges to each other via

backpressure, reducing packet loss rates and pnmegerthe wasteful

transmission of packets that are only destinecetdrbpped at the downstream.
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* Source rate limiting — this alleviate the seriougairness towards sources that
have to traverse a larger number hops. The rateataused is similar to the
token bucket mechanism. This mechanism assumeghbadata rate of each
sensor nodes is the same.

e Prioritised MAC layer — this gives a backlogged @ogriority over non-
backlogged nodes for access to the shared medemaetavoiding buffer drops.

Although this scheme uses a combination of threbnigues to control congestion, a
performance comparison need to be evaluated s &imitation algorithm need to be
design to correctly handles node failures.

PCCP [25] uses packet inter-arrival time and paclevice to measure congestion.
Congestion level is captured at the node or alinkethrough a parameter referred to as
congestion degree which is the ratio of servicer améer-arrival time. It employs
weighted fairness to allow nodes to receive pied¢pendent throughput. PCCP results
in low buffer occupancy and as a result, it canicheo reduce packet loss and therefore
improve energy-efficiency as well as achieves Highk utilisation and low packet
delay. PCCP is made up of three main:

* Intelligent congestion detection (ICD), which désecongestion based on packet
inter-arrival time and packet service time. Theajgarticipation of inter-arrival
and service times reflects the current congestemel$ that provide relevant
congestion information.

* Implicit congestion notification (ICN), this allowsongestion information to be
piggybacked in the header of data packets. Takth@rtage of the broadcast
nature of wireless channel, child nodes can capsweh information when
packets are forwarded by their parent nodes towtaegdsink.

* Priority-based Rate Adjustment (PRA), this rateuatipent is implemented in
each sensor node in order to guarantee fairnesthesubhput, where each
sensor node is given a priority index.

PCCP also uses implicit congestion notificationaimid transmission of additional
control messages and therefore help improve ereffiyency. This scheme suffers
from the same drawback as CODA and FUSION.
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2.3.1.2 Reliable Transport mechanism

Reliable Multi-Segment Transport (RMST) [26] andliB&e Bursty Convergecast
(RBC) [27] are reliable transport protocols thatypde reliability through a hop by hop

loss recovery.

RMST is designed to rum conjunction with directed diffusion. In diffusip a sink
subscribes to an interebtat names a particular type and source of data.nBiming of
data isaccomplished via attribute-value pairs. It usedtarfthat could be attached to
any diffusion node on an as needed basis with@aimeilation of the diffusion core or
gradient filter. Figure 2-6 demonstrates the retethip of RMST to a basic diffusion

node.
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Figure 2-6: Relation of RMST to a Basic Diffusion de [26].

RMST provides segmentation and reassembly of datkgps and also guarantees
delivery of all packets from each source to siReceivers are responsible for detecting
whether or not a fragment needs to be resent.hdnnbn-caching mode, only sinks

monitor the integrity of an RMST entity in termsfadigment received and in a caching
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mode, an RMST node collects fragments which areldapof initiating recovery for
missing fragments to the next node along the patlatd the source. Reliability for all
packets is inherently wasteful in many to one di@asmission environment and it does
not exploit the redundancy of traffic. Therefor®&T mechanism is not suitable of
WSNSs.

RBC design a window-less block acknowledgment sehewhich guarantees
continuous packet forwarding irrespective of thdenying link unreliability as well as
the resulting packet- and ack-loss. It was shawimdrease channel utilisation, reduce
the probability of loss in acknowledgment for a eeed packet. To improve
retransmission incurred channel contention diffecamtention control was introduced
which rank nodes by their queuing conditions ad aglthe number of times that the
gueued packets have been transmitted. In additiimer-based retransmission control
was designed to rectify the following:

e Continuous changing ACK delay by using an adaptieansmission timer
which adjust itself as network state changes.

* Reduce delay in timer-based retransmission anddeepeetransmission of lost
packets. RBC uses block-NACK, retransmission timeset and channel
utilisation protection in this regards.

In RBC a receiver switches to transmit mode immtetitaafter receiving a packet and
sends back the acknowledgement without going throtngg procedure of channel
access control. It also takes advantage of thetfat every node except the base
station, forward the packet it receives and thevéod packet can act as the ACK to the
sender of the previous hop. RBC therefore resolyexl problems of hop by hop
recovery mechanism. The scheme appears to beieffdot burst traffic consisting of
simple sensor data, but would require more bandwhoit multimedia traffic that may

have more intense traffic burst and is jitter pr{2@.
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2.3.1.3 Congestion/Reliable/energy efficient mechan  ism

Sensor Transmission Control Protocol (STCP) [28 &vent to Sink Reliability
Transport (ESRT) [29] are transport protocols titéémpt to resolve more than one of

the transport protocol mechanisms.

STCP implements both congestion control and rditgbn a single protocol, it offers
different control policies to both guarantee apgimn requirements and improve
energy efficiency. Before STCP transmit packetsnssers node establishes an
association with the base station by a sessioratioih packet. The session initiation
packet informs the base station of the numberavidl coming from the node, the type
of data flow, transmission rate and required rdiigb For continuous flow the base
station calculates the running average for theabdity; reliability is measured as a
fraction of successfully received packets. If thare multiple nodes transmitting, a
single initiation packet is send with each packetadh. STCP uses ACK/NACK
mechanism. Sensor nodes retransmit packets onlyeoaiving a NACK. The
transmitted packets are buffered but a timer isntaaed to prevent buffer overflow,
once the threshold is reached the buffer is cleared

For event driven flows, the base station cannotmasé arrival times of data thus ACK
are used by source to know if a packet has reattteettase station. The source node
buffers each transmitted packets until an ACK isereed, then the corresponding
packet is deleted from the buffer.

STCP only send NACK when reliability goes below teguired level, even if base
station does not receive a packet within the exgoktiine interval.

ESRT is a novel transport solution that seeks toeae reliable event detection with
minimum energy expenditure and congestion resolufi@ achieve the desired event
detection accuracy with minimum energy expenditB8RT uses a control mechanism
that serves dual purposes of reliable detectioneswetdgy conservation. To also achieve
reliability, the reporting frequency rate is aggiesly increased to attain the required
reliability as soon as possible. Only the sink antlithe sensor nodes can determine the
reliability and act accordingly. The authors thitilat end-to-end transmissions and
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ACK/NACK overheads are a waste of limited sens@oueces, hence the congestion
detection mechanism is based on local buffer lemehitoring in the sensor nodes.
ESRT also address multiple event detection and aisesvent ID field to determine if
there is a single event or multiple events. Thidase by checking the event ID when
data packets are received at the sink; if the eN@ntare the same it is assume to be a
single event otherwise it is a multiple event.

ESRT implicitly assumed that the Event IDs can b&imed or distributed by using any
existing high level network information collectiomechanisms such as the existing in-
network data aggregation method or location-awarging for data aggregation or
using the cluster-based event identification mett@de simple conceivable Event ID
assignment methodology is the dynamically randoranEVD assignment strategy that
is initiated at the time when the event is firstedéed. In such case, the sensor node that
is the first in detecting the event chooses a ranéwent ID with a length of 16 bits.
Since it first detects the event, generates the gmicket conveying the event
information and captures the wireless communicatioannel; it sends its data packet
with the randomly selected Event ID. Any neighbogrinode hearing the local
broadcast uses the Event ID to stamp its packetenseaThe randomly selected Event
ID is dynamically propagated within the event caxgr area.

Note that this dynamic event ID distribution terates at the boundary of the event
coverage area. Thus, the forwarding sensor nodesxaloneed to perform any
modification on the Event ID field of the data patkbeing routed. On the other hand,
when the event is first sensed by a sensor nodehwhndomly assigns an Event ID and
broadcasts its packets with it, the other sensalesanay also sense the event and
attempt to assign an ID to the same event. Howsugre the medium is not idle due to
the local broadcast of the sensor node which waditht in sensing the event, they
defer their broadcast at the MAC level. Hence, dlieer sensor nodes hear this first
broadcast, and use this ID in the Event ID fieldhsir packet headers. Therefore, it is
also highly unlikely to generate two different EvelDs for the same event.
Consequently, this dynamic random Event ID assigrirsgategy does not lead to ID
conflict problem and can be used for this objective

However, it should be noted that the ESRT operatavnmultiple event occurrence

scenarios do not depend on a specific event IDgas®nt strategy, and hence other
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possible approaches for distributed ID assignmant lle easily incorporated into the
ESRT protocol operation.

The handling of large packets were not addressddaarsuch not guaranteed network

scalability. Also data segmentation and accurdssembly have not been addressed. It

does not support end-to-end delivery and the sogercontrols congestion.

Mechanism
Protocols Congestion Reliable Energy
control conservation
CODA Yes No Yes
FUSION Yes No No
PCCP Yes No No
RMST No Yes No
RBC No Yes No
STCP Yes Yes No
ESRT Yes Yes Yes (minimum)

Table 2-1: Summary of Transport Protocols Mechanism

Table 2-1 summarily highlights the various transpgmotocol measured against three
critical transport protocol mechanisms. In this ptiea three mechanism discussed
(congestion control, reliability and energy effidipthat are used to obtain an efficient
and effective transportation of packets within tredium for WSNs. Congestion is the
key problem, it not only waste energy due to langeber of retransmissions and drop
packets, but has a direct impact on reliability andrgy efficiency. Congestion is very

much a realistic problem in WSNs as nodes use reldannel to transmit their data

toward the sink node, which is not a guided medamd as such suffers enormously

from noise, interference and other external forces.

CODA [23] which attempts to solve the congestioabpem allows a sink to regulate
multiple sources associate with a single eventijusaise of persistent congestion. The

open-loop back pressure cannot deal with persisteongestion and will drop data
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packets upon receiving them. More so, congestiterference in CODA is based on
gueue length at intermediate nodes.

CODA only regulates the source relates to a dagatethat contributed to congestion or
impeded by hotspots between sources and sinkoek dot use a single high powered
control message but hop-by-hop signalling betwéenrsink and sources. Also the cost
of closed-loop flow control is typically high conmpag to simple loop control because
of the required feedback signalling.

CODA looks promising for future WSNs, since it che integrated to support data
dissemination schemes and can be responsive tomdpemnuof different congestion
control scenarios. However, CODA needs to be deste large scale WSNs to

determine its future.

The mechanism used by FUSION is similar to CODAusks hob by hop flow control
to prevent nodes from transmitting if their packate destined to be dropped due to
insufficient space in output queues at downstreantes. Nodes are only allowed to
send when its token count is above zero and tles tahits approach only allow nodes
to send at the same rate of each of its descendants

In FUSION it is difficult to adequately make prowis for varied link capacity of large
scale deployment as the nature of its techniqueem#tansit node particularly prone to
buffer drops and the correlated event workload nemthestion control to handle the
sudden burst of traffic that spatially correlateers generated.

For future FUSION would require a more robust rhmeiting algorithm that can
handles node failures and an alternative congestooiirol scheme to handle heavy

traffic.

PCCP functionality and drawbacks are similar ta 6faCODA and FUSION. They all
used implicit notification to reduce congestiorieradjustment to apply channel fairness
and hop by hop upstream flow control. However PCsployed a priority index
where nodes with higher priority index get more dailth and node with sufficient
traffic gets more bandwidth than those that geedess traffic. Such technique shows
that PCCP provides good fairness within the medalthpugh the index declines when

traffic increases.

50



Chapter 2: Literature Review

RMST was implemented for reliable transport, usanfiiter without recompilation of
the diffusion core or gradient. It buffers packetthe intermediate node, in order to
have a packet loss retransmit much faster. How#ware is an overhead of using
limited buffer space at a given sensor node fohicacpackets destined for other nodes.
This can cause excessive NACK traffic by consthshing of the buffer or dropping of
packets. This problem can be address as futurk, WORMST will be considered for

multimedia applications.

RBC technique similarly to RMST was designed toueageliability by the transport
layer. RBC does cope well with retransmission #reddesign mechanism to alleviate
delay incurred by retransmission as well as redtlteeprobability of ACK-loss. It also
addresses the challenges of bursty convergecasimam-based transmission. RBC
design a window-less block ACK scheme, where pacleet continuously being
forwarded irrespective of the underlying link antaaknowledged packets are stored in
a virtual queue, in order for newly arrived packah be sent immediately. However,
packets being forwarded irrespective of the linkndb make the system energy efficient
and also unacknowledged packets are stored in HiEDin first out) order, therefore
preference is not placed on priority packets.

STCP and ESRT were both implemented to resolveesiiogn and reliability within the
transport layer. ESRT take in some consideratf@mergy efficiency within its design.
Most of the functionalities for these two technigw@e implemented at the base station
and as such before packets can be transmittedpthes have to establish an association
with the base station.

Having the base station performing all the criticedctions, nodes have to rely upon the
base station to inform them of any anomalies sischamgestion before each sending
node can refrain from sending packets. This isambptimal solution as congestion
within a WSN tends to be closer to the base stadimh as such there is no guarantee
that nodes further apart, especially when congessiintense will be able to receive the

message sent by the base station regarding conigesti
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2.4 Cross-layer design

Traditional layered approach was designed for wiredwork, the Open System
Interconnection (OSI) model [30], where all layexsed not communicate with each
other, as the architecture layout is built on téghe® one below. Neither was there
severe problems with sharing the medium as eadr #fers services to the respective

higher layer and provides an abstract interfacé$amervice.

In the wireless environments users communicate os@arce and changeable
transmission medium which are prone to interferemaak signal strength and other
channel conditions. With these challenges protbocah no more develop in isolations
and as such the invention of cross-layer approdbke. idea of cross-layer design is
where layers (example MAC and Transport), as showhkigure 2-7, can exchange
information between them in an intelligent way dgricommunication to improve the

performances of the system.

Application Layer
ATransport Layer A ~—
Cross Layer
Optimization
Network Layer (Congestion Control,
Power, Bandwidth,
v Channel Assignment)
MAC Layer >
Physical Layer \/ >

Figure 2-7: MAC and Transport Cross-Layer Optimisation.

In [31] discussed useful cross-layer informatiod differentiate the channel state as it
relates to signal strength, interference level, emahnel response estimate in time and
frequency domain. The layering approach to netvadasign does not fit in the wireless
network as mentioned by [32], in which an in dephalysis of cross-layering
approaches for wireless adhoc has been discussadever a number of issues should

be taken into consideration as it relates to clagsr design in wireless network using

52



Chapter 2: Literature Review

the IEEE 802.11 medium which is based on sharedareedl node contentions. These
include traffic flow(s) which will have impact orhé available bandwidth of all its
neighbouring nodes, nodes transmit and receiveatatasingle channel; the delivery of
a single traffic flow involved and the contentiohobannel resource within the node(s).
As a result, different nodes (i.e., the source, dbstination, intermediate nodes, and
neighbouring nodes along the end-to-end route) w@sume different amount of

bandwidth resource for the transmission of a spetffic flow.

In IEEE 802.11, the available bandwidth cannot st@reted directly from the overall
throughput being achieved, because of the follow&agons:

* The maximum throughput is not constant for a gigata rate, is affected by the

average packet length and the number of activeeodimg nodes.

e The data rates of links are not the same due tt-naité supports.
Therefore the cross-layer interactions is a teamitp boost the performance by
effectively adapt to the dynamic environment.
A number of cross layer approach have studied antengor more layers to find a
common communication among the layers and to efegtderive a workable solution.
In [33-36] have used the layered approach to stileecross-layered control problem,
they use a feasible rate region that is similatheowired network with simpler set of
constraints. In general network settings, it i possible to find such simple rate
region, the rate region will also reduces the $deasible rates that congestion control
can utilise. There are also a number of crossmlydesigns that have been developed
by researchers to jointly optimisation congestiamtml and scheduling [37-43].
Different layers, transport for congestion contneétwork for routing and MAC for
scheduling and power, has shown in [43] that thinoligited amount of information
being passed back and forth optimal performancebeaachieved through cross-layer
solution. Cross layer design aims at coupling thecfionality of network layers, with
the goal of boosting system-wide performance wisbbwed that the trend is more
evident at the interface between the physical aAdNayers was studied in [44]. More
studies in cross-layer design across various lagarde obtained at [45-49].
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Many research studies focus on the effect of layet on the congestion mechanism of
TCP. A solution to mitigate the problem with th€H congestion mechanism, where it
can not differentiate between congestion and pdokstdue to other reasons, has been
proposed in [50] where they have devised to “Sniotite channel by suitable coding
and link layer automatic repeat request (ARQ) &ster timescale than that of TCP
control. Additional reference relating to the @ss link delay is perceived as a

constant channel, but lower capacity can be obdeang51].

In [52] they consider a stationary, multi-hop was$ network using IEEE 802.11
distributed coordinated function (DCF). A singlereless channel is shared among all
nodes in the network. Only receivers within thensraission range of the sender can
receive the packets. In IEEE 802.11 DCF, each pac&esmission is preceded by a
control handshake of RTS/CTS messages. Upon ovangehe handshake, the nodes
in the neighbourhood of either the sender or tlceiver will defer their transmissions
and yield the channel for subsequent DATA-ACK traissions. Because they use
stationary network, they did not consider packessldue to routing breakage. They
assume that multi-hop contention, i.e., due to démdelxposed terminal problem, is the
main source for packet losses. Note that packetsisa get dropped due to out-of-band
channel errors. In IEEE 802.11 networks, the retraasion mechanism hides most
uncorrelated channel noises for non broadcastdraff

There are many studied TCP flavours such as Nevo &3], and SACK [54], which
differ in how they react to packet loss. There iempéntations differ by manipulating
the window size of the TCP by calculating the tlglgout, setting threshold and
checking packet drops.

Having examined cross-layer design in WSN netwatkdiives the sense of awareness
that in wireless network each layers are not isdldtom each other but communication
between them should be taken into consideratiomvaesigning or improving upon a
protocol at any of the layers. The intention ofstkiesis is to design a novel MAC
protocol for congestion control using multichanaskignment. As mentioned before,
the most popular contention based MAC is the CSMW¥@here a number of improved

techniques have derived such as 802.11 DCF. Thepoat layer, which provides the
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end to end communication service, mainly uses #e# datagram protocol (UDP) and
the transmission control protocol (TCP), that tm@rove techniques covered are based
on to support reliable flow and congestion as aslerror recovery.

The challenges to be overcome as it relates to \M8N

e Sensor nodes are more constrained in computati@rargy and storage
resources because of its limited energy which aeally batteries and are
difficult to replace when consumed.

» Interference among the transmission, since moresade deployed in a sensor
network, up to hundred or thousand nodes, thatheravireless networks.

* Redundant information since in most case neighbgurodes often sense the
same events from their environment thus forwardggsame data to the base
station.

e Topology changes due to node failure even thouglstsensor nodes are
usually stationary.

The transport layer using TCP for wireless transiois will create additional
challenges as TCP makes assumption that packetslem® due to congestion. In
wireless networks a number of issues may causeepargses such as:

* Bit Error Rate (BER), which is usually high base thie changes within the
environment.

* Bandwidth limitation

* Round Trip Time (RTT), the overall throughput amgrease in delay will be

affect because of longer latency within the wirslegedium.

2.5 Multichannel Multi-radio assignments

Multiple non-overlapping channels present in thEEB02.11 ISM free frequency band

have been exploited by mapping them to multipleasitb increase the overall capacity
and connectivity of the wireless mesh network’skbane. A centralised, graph based
approach has been proposed in [55], [56] and [3¥§re links and nodes are considered
as edges and vertices of a graph respectively @mnaufating radio/channel assignment

by assigning edges to vertices. The limitationheise methods is that it is very difficult
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to capture network load information with a graph delo Network flow based
centralised approaches can be found in [58],[59] E®], where multi radio multi-
channel (MRMC) is modelled based on network flowsl #herefore overcomes the
limitations associated with graph based approachesse approaches are not realistic
as constant traffic sources are assumed all the winle network traffic can be bursty
in nature. A distributed gateway centred multi-cadiulti-channel approach has been
developed by [13] and [14] where mesh gatewaysansidered as sink and source of

data.

Although the MRMC enormously increases network tigigout, connectivity,
robustness and resilience; it requires extra ressue.g. energy because addition of
extra radios consumes more power. Keeping in viesd constraints, applying MRMC
techniques directly to WSN's needs further investmn for optimisation. None of the
research work done in this area has consideregdher constraint as WSN’s nodes
have limited energy supplies. The use of multigiarmels with a single radio can also
be an interesting future study where the powertditian is kept in mind. Furthermore,
the effect of channel assignment on the transpayerl has been ignored by the
researchers. Since the channel condition at the N&&€r has a considerable effect on
the TCP congestion mechanism, it needs to be fumivestigated with a cross layer

optimisation.

2.6 Conclusion and Future MAC-Transport

This chapter has presented an overview of the ntotebased MAC protocols,
transport layer protocols, cross-layered design amdltichannel multi-radio
assignments. A number of existing protocols wemymed, each attempting to resolve
one or more problems faced by the current layerdddm and exposed nodes,
congestion, fair utilisation or reliable transptida within the medium while providing
energy conservation. The MAC protocols mentiomethis chapter mainly addressed
the hidden or exposed node problem in the CSMAmehieut not both simultaneously,
except for PAMAS which focused mainly on energyoiéhcy. The 802.11 DCF that
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was developed mainly for wireless networks schemk work well for short
transmission range, the back-off procedure useds dogt work well in noisy
environment, therefore the need for longer rangasinmission need to be explored in
WSNSs, as well as the consideration of the effectf@nnel errors.

The transport protocols for WSNs have implementedraber of techniques for energy
efficiency, reliability and congestion. However sketechniques mainly considered a
single or multiple solutions but not a completeusioh for the entire existing problem
except ERST and STCP, they both attempted to redmth congestion and reliability
problem. ERST also resolved energy consumption tesser extent. Overall, both
MAC and transport worked in isolation in resolvitige problems faced by both layers
and as such cross-layer design was discussed asrasto optimise both layer to have
them function as an entity to combat the probleams] to obtain an energy efficient
WSNSs.

For future work in this area, the implementatiomeal sensor network to realise the full
potential and integrity of most of the studied t@gues are recommended in a real
sensor environment. A cross layer design to oggmand confer both MAC and
transport is being recommended to maximise effyenallow both layers to
communicate simultaneously, reduce packet overhtegoovide reliable transmission
and to support multimedia traffic. To have crosglfacommunications takes place
effectively, the need to design a MAC or transgmutocol to effectively utilise the
single medium transmission for the contention-bgsetbcol is the next step to achieve
such efficiency.

This thesis focused on designing a multichanneigaseent MAC protocol for

contention-based wireless sensor networks in dalefficiently utilise the medium by
having nodes options to switch channels during estign. This research will aid
future work to address most of the major limitaian WSNs across the MAC and
transport protocol, with the use of the multichdnmessignment. Multichannel
assignment will create additional overhead in terra§ switching delays,

synchronisation among the nodes, extra control gtacland hence more energy.

However the research considered WSN for streamigd klata rate and not the
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traditional WSN that periodically send data togisk node. The researcher explored
multiple non overlapping channels with minimum dwsad for increased capacity and

minimum power usage
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Comparison of IEEE 802.11 and IEEE 802.15.4 for
Future Green Multichannel Multi-radio Wireless
Sensor Networks

3.1 Overview

Multi-channel MAC protocols have recently obtairemhsiderable attention in wireless
networking research because of their promise teease capacity of wireless networks
significantly by exploiting multiple frequency bandThis chapter compares IEEE
802.11 and IEEE 802.15.4 networks and investigtesperformance between both
using simulations conducted in NS2. This investaratims to determine the feasibility
of having IEEE 802.11 utilised as a future mediuon fireless sensor networks
operating in a multichannel environment at highadeite with streaming data that
would be a challenge for IEEE 802.15.4.

In IEEE 802.15.4, each operation can only begithatboundary of time slots. Only
when the backoff counter reaches zero does the sege the channel. The backoff
counter of a node decreases regardless of whéetaerthannel is idle or busy and the
contention window size is reset to its minimum alat the beginning of each
retransmission attempt. In IEEE 802.11, the notiéra slot exists only insofar as
backoff counting is concerned, nodes are constaahgsing while in backoff, thereby
incurring an additional consumption of energy. Taekoff counting pauses whenever
the channel becomes busy and the contention wirsiloavis reset to its minimum value
at the beginning of each retransmission attempt.

The demonstration through simulations showed th&H 802.11 perform better with
high data rate, streaming constant bit rate, andnger range comparing to 802.15.4
which operates better with small data size at nsindrter range.
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The outcome from this chapter will be valuable fature work in designing a

multichannel MAC protocol for contention-based 802WSN.

3.2 Introduction

Wireless technologies continue to be a popularestan the communication arena and
are increasingly replacing the wired technologg mumber of areas such as monitoring
and control applications. They have also becoméntgral part of the Internet. The
IEEE 802.11[15] and the IEEE 802.15.4 [16] standaley a vital role for contention
based networks and divide the wireless spectrum different spectral bands called
“channels”. This allows simultaneous communicasi@nd limits interference between
nodes. Also allowing the coexistence of multipleredss networks on different
channels, frequency division to increases capaoitythe wireless networks in
infrastructure mode by operating on different chedsin

IEEE 802.11 is concerned with features such asrbBgthanatching speed, long range
(100m), complexity to handle seamless roaming, agessforwarding, and data
throughput of 2-54Mbps, while IEEE 802.15.4 on acgparound a person or object that
typically extends up to 10m in all directions. TIEEE 802.15 working group is formed
to create WPAN standard. This group has currergfyndd three classes of WPANs
that are differentiated by data rates, batteryndaaid quality of service (Qo0S).

The study of wireless sensor networks (WSNs) [1h8F become a hot topic in
networking due to the convergence of data and deleaunication over IP based
networks that paved the way for communication tebigies innovation and security
provision that will see many systems such as clegedit TV (CCTV) rely on the
premises of WSN surveillance systems for trackimg) ereate alerts from sensors rather
than standalone video circuits. Current develognmedications, herald a future of
WSNSs operating at high data rate for streaming @& multichannel multi-radio
assignment over IEEE 802.11 networks. This chadteys a comparison of IEEE
802.15.4 and IEEE 802.11 to determine such feasilidr WSN in 2.4 GHz frequency
band as opposed to IEEE 802.15.4.

The feasibility for IEEE 802.15.4 to cope in thel ZzHz frequency band when the
IEEE 802.11n becomes popular will be problematcaiahigh traffic load 802.11n will
be able to use a total bandwidth of 40MHz leavingchannel for IEEE 802.15.4 and
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also will not be free from channel interferencd®EE 802.11n. The future of WSN -
which involve sending all data monitored to a sinkill be on channel assignment.

This thesis will focus on the popular 2.4 GHz miof operation and the MAC sublayer
to formulate the outcome for a future green muéiel multi-radio WSN. The chapter
is organised as follows: subsection 3.3 brieflyadetthe IEEE 802.15.4 MAC protocol
to convey an understanding of CSMA/CA and PAN cowatbr. Subsection 3.4 briefly
details the IEEE 802.11 MAC protocol highlightinggrments of CSMA/CA and DCF.
Subsection 3.5, deals with related work and in sciiens 3.6 and 3.7, the focus area

and the simulation results are discussed. Finslligsection 3.8 concludes the chapter.

3.3 [EEE 802.15.4

Wireless Personal Area Networks (WPANSs) [16] areedusto convey data
communication devices with low data rate, low pguew complexity and short range
Radio Frequency (RF) transmissions. Unlike Wirgllescal Area Networks (WLANS),
connections effected via WPANS involve little or imrastructure. This feature allows
small, power-efficient, inexpensive solutions to ibglemented for a wide range of
devices. The data rate is 250kbps at 2.4GHz, 40kp815MHz and 20kbps at
868MHz. IEEE and ZigBee Alliance [17] have beenrkimy closely to specify the
entire protocol stack. IEEE Std 802.15.4 defilesphysical layer (PHY) and medium
access control (MAC) sublayer specifications fow-data-rate wireless connectivity
with fixed, portable, and moving devices with nottbgy or very limited battery
consumption requirements typically operating in Begsonal Operating Space (POS) of
10 m. It is foreseen that, depending on the apydicaa longer range at a lower data
rate may be an acceptable trade-off. A centratrobber known as the personal area
network (PAN) coordinator is used to builds theawek in its personal operating space.
The MAC layer has two mode of operation: beacorbkenand beaconless. The beacon
enabled mode allows splitting of time into multigleisters where nodes have exclusive
access to the transmission channel during its ectiwation. In beaconless operation
there is no division of time and a nhode competeshannel access with other nodes in
its radio range using unslotted CSMA/CA algorithihis section will focus on the
beaconless operation of the IEEE 802.15.4 MAC layer

61



Chapter 3: Comparison of IEEE 802.11 and IEEE &Ra.1for Future Green
Multichannel Multi-radio WSNs

3.3.1 Medium Access Control (MAC) Sublayer

The IEEE 802.15.4 [16] MAC sub layer controls ascesthe radio channel by using a
Carrier Sense Multiple Access with Collision Avanta (CSMA-CA) mechanism. This
sub layer is responsible for transmitting beacamfs, synchronisation and providing a
reliable transmission mechanism. The MAC sublgyevrides two services: the MAC
data service and the MAC management service imiagato the MAC sublayer
management entity (MLME) service access point (SWA)JMESAP). The MAC data
service enables the transmission and reception A€ Ndrotocol data units (MPDU)
across the PHY data service. Fig. 3-1 depicts tingponents and interfaces of the MAC

sublayer.

— MU ES-GAY WILMIZ-ZAF

MAC Common I, MIME

Part Sublayer v "

— ?D.5AP PLME-3&F

Figure 3-1: The MAC Sublayer Components [16].

3.3.1.1 CSMA-CA Algorithm

In the slotted CSMA/CA channel access mechanisnh éawice will maintain three
variables for each transmission attempt: NumbeBaufkoff (NB), Contention Window
(CW) and Backoff Exponent (BE). NB is the numbetiofes the CSMA-CA algorithm

is required to backoff while attempting the currér@nsmission; this value shall be
initialised to zero before each new transmissitenapt.

CW is the contention window length, defining the numbkbackoff periods that need
to be cleared of channel activity before the trassion can commence. This value
shall be initialised to one before each transmissittempt and reset to one each time

the channel is assessed to be busy. Otherwiseahis shall be initialised to two before

each transmission attempt and reset to two ea@httimmchannel is assessed to be busy.
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The CWovariable is only used for slotted CSMA-CA. Inlateed CSMA-CA system
with the Battery Life Extension (BLE) subfield st zero, the MAC sublayer shall
ensure that, after the random backoff, the remgif@BSMA-CA operations can be
undertaken and the entire transaction can be titiesimbefore the end of the
Contention Access Period (CAP). If the number afkiodf periods is greater than the
remaining number of backoff periods in the CAP, MAC sublayer will pause the
backoff countdown at the end of the CAP and resitraéthe start of the CAP in the
next superframe. If the number of backoff pericgiess than or equal to the remaining
number of backoff periods in the CAP, the MAC syblawill apply its backoff delay
and then evaluate whether it can proceed. If theCVBublayer can proceed, it will
request that the PHY perform the CCA in the cursegerframe. If the MAC sublayer
cannot proceed, it will wait until the start of t&é\P in the next superframe and apply a

further random backoff delay before evaluating Wwkeit can proceed again.

In a slotted CSMA-CA system with the BLE subfielet $0 one, the MAC sublayer
shall ensure that, after the random backoff, tinearaing CSMA-CA operations can be
undertaken and the entire transaction can be tittiesihbefore the end of the CAP. The
backoff countdown shall only occur during the finsacBattLifeExtPeriodfull backoff
periods after the end of the interframe space (Ip€3)od following the beacon. If the
MAC sublayer can proceed, it shall request that R perform the CCA in the
current superframe. If the MAC sublayer cannot peat; it shall wait until the start of
the CAP in the next superframe and apply a furthedom backoff delay [step (2)]
before evaluating whether it can proceed again.

If superframe structure is used in the PAN, theatatl CSMA-CA shall be used. If
beacons are not being used in the PAN or a beaaonot be located in a beacon-
enabled network, unslotted CSMA-CA algorithm isdide both cases, the algorithm is
implemented using units of time called backoff pds, which is equal to
aUnitBackoffPeriodsymbols. In slotted CSMA-CA channel access medmanithe
backoff period boundaries of every device in theNPae aligned with the superframe
slot boundaries of the PAN coordinator. In slotte8MA-CA, each time a device
wishes to transmit data frames during the CAPhalldocate the boundary of the next
backoff period. The mechanism to be followed befaccessing the channel is depicted
in fig. 3-2 of the CSMA-CA flow chart.



Chapter 3: Comparison of IEEE 802.11 and IEEE &Ra.1for Future Green

Multichannel Multi-radio WSNs

(1

CSMA-CA

Slotted?

NB=0,CW=2

Battery life
extension?

BE = lesser of
(2, macMinBE)

BE = macMinBE

2

y

Locate backoff
period boundary

|

Y

(2)

(3)

Delay for
random(255 - 1) unit
backoff periods

Y

NB =1,
BE = macMinBE

-
Y

Perform CCA on
backoff period
houndary

Channel idle?

)

CW =2, NB=NB+1,
BE = min( BE+1, macMaxBE)

macMaxCSMABackoffs?

Failure

CW=CW-1

Success

Y
Delay for
(2)| random(2”* - 1) unit
backoff periods
Y
(3) Perform CCA

Channel idle?

4) NB = NB+1,
BE =min( BE+]1, mac MaxBE)

Y

Failure

Figure 3-2: CSMA-CA Flowchart [16].
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3.3.2 Channels

There are 16 channels between 2.4 and 2.4835GHKha®n in Fig. 3. The standard
also allows dynamic channel selection, a scan fomcthat steps through a list of
supported channels in search of beacon, receiverggndetection, link quality
indication, channel switching. The physical lagesvides the capability to perform the
Clear Channel Access (CCA) according to at leastadrthe following three methods:
e CCA Mode 1: CCA shall report a busy medium uporeditg any energy
threshold.
 CCA Mode 2: Carrier sense only. CCA shall repoliusy medium only upon
the detection of a signal compliant with this stadwith the same modulation
and spreading characteristics of the physical |#yatris currently in use by the
device. This signal may be above or below the gnéegection (ED) threshold.
e CCA Mode 3: Carrier sense with energy above thilesHoCA will report a
busy medium using a logical combination of:
« Detection of a signal with the modulation and sgieg characteristics
of this standard and

* Energy above the ED threshold, where the logicatapr may be AND

or OR.
24 GHz Channels 116 = Mz
24 GHz 24833 GHz

Figure 3-3: Channels for IEEE 802.15.4 [17].
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3.4 IEEE 802.11

3.4.1 MAC Sublayer

The MAC sublayer [15] of the IEEE 802.11, definé® tDistributed Coordination
Function (DCF), the Point Coordination Function ByCthe Hybrid Coordination

Function (HCF). The focus will be on the DCF talbws automatic medium sharing.

3.4.1.1 Basic Access

The basic access mechanism called DCF is a cagmses multiple access collision
avoidance (CSMA/CA) mechanism. The CSMA protodtives a station wishing to
transmit to sense the medium, if the medium is budgfer its transmission but if the
medium is free then the station is allowed to tnaihs CSMA is very effective when the
medium does not have high traffic, since all mediwamsmit with minimum delay.
Stations transmitting at the same time result iliston as the protocol initially are
designed for single channel transmission. CA alltvesmedium that is busy and defers
to wait and allow the medium to be free for a sfpetime called distributed interframe
space (DIFS) then the station is allowed to tratnsifaig. 3.4 illustrates the basic access

with immediate access when the medium is free.

Immediate access when medium

s free >= DIFS DIFS 1 Contention Window
DIFS PIFS
. SIFS | |y
| Busy Medium {«—> Backofi-Window / Next Frame
sl Slot time
 DeferAccess Select Backoff time and decrement
) as longas medium is idle

Figure 3-4: Basic Access Method [15].
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3.4.1.2 DCF

DCF [15] is the basic and mandatory MAC mechanistegacy IEEE 802.11 WLANSs
that allows for automatic medium sharing betweemmatible physical layers through
the use of CSMA/CA and a random backoff time foilagva busy medium condition.
In addition, all individually addressed traffic ssenmediate positive acknowledgment
(ACK frame) where retransmission is scheduled leysitnder if no ACK is received.
The CSMAJ/CA protocol is designed to reduce the isiolh probability between
multiple stations accessing the medium, at thetpalrere collisions would most likely
occur. Multiple collision occur more frequently exfta busy period when there are
multiple stations waiting on the medium to transrtieir data. This situation
necessitates a random backoff procedure to reswpiedium contention conflicts
through carrier sense (CS) functions. CS can bmmeed both through physical and
virtual mechanisms. The virtual CS mechanism lsea®d by distributing reservation
information announcing the impending use of the iomad It reduces the probability of

two stations colliding that cannot hear each other.

3.4.1.3 CS Mechanism

Both the physical and virtual CS functions are usedetermine whether the medium is
busy or idle. When either function indicates a busgdium, the medium will be
considered busy otherwise, it shall be considedésl | The virtual CS mechanism is
provided by the MAC referred to as the network @dlion vector (NAV) which
predicts the future traffic on the medium. The C&chanism combines the NAV state
and the station’s transmitter status with phys@€8lto determine the busy/idle state of
the medium. The NAV also act as a counter, whiant® down to zero at a uniform
rate. When the counter is zero, the virtual CSaaigis that the medium is idle and when

nonzero indicates busy.
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3.4.1.4 Random Backoff Time

In this procedure, a station with a packet to tnahsvaits until the medium becomes
idle, when it senses that the medium is busy. Wihenmedium is left idle for the
duration of Distributed Interframe Space (DIFS)ipér the station sets its Backoff
timer to random()*aSotTime. aSotTime is set at a time which is equal to the time
needed at any station to detect the transmissiopacket from any other station.
Random() = Pseudo-random integer drawn from a uniform ithistron over the interval
[0, CW], where CW is an integer within the rangewvaflues of the physical layer
characteristics of the minimum and maximum winda®\(Vmin and aCWmax),
aCWmin< CW < aCWmax. In 802.11 the default value aflotTime is 20 ps for
802.11b and 9 us for 802.11a/g, if no medium awgtigi indicated for the duration of a
particular backoff slot then the Backoff slot iscdsased bySotTime. If the medium
is sensed as busy during a backoff slot, the bétkoér is suspended until the medium
is idled for the duration of DIFS period, then thackoff timer will resume again.
When the backoff timer reaches zero, transmissitinstart and after the transmission
gives an acknowledgement indicating whether orthettransmission was successful.
If the transmission was successful, the statioh sat its backoff timer again before
transmitting the next packet. However, the Contbhdow (CW) will take the next
value in the series every time there is an unssbtaleattempt to transmit. This allows
either station retry counter to increment, untie tEW reaches the value of the
maximum window size (aCWmax). Once it reaches aCWrhee CW shall remain at
the value of aCWmax until the CW is reset; Fig. Btistrates the exponential increase
of CW. The CW will reset to aCWmin after every sessful attempt in transmitting

data or after a station long retry count.
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Figure 3-5: Exponential increase of CW [15].

The backoff procedure will be invoked when a stai® ready to transfer a frame and
finding the medium busy as by the indication of gingsical or virtual CS mechanism.
The backoff procedure will also be invoked whemamsmitting station infers a failed
transmission. The station will set its backoff ¢imo a random backoff following a
DIFS period during which the medium is determinedbé¢ idle. The station performing
the backoff procedure will use the CS mechanisihetermine any activities during the
backoff slot. If there is no activity indicatedettvackoff procedure will decrement it
backoff time by aSlotTime. Figure 3-6 illustratesbackoff procedure with multiple

stations deferring and go into random backoff.
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Figure 3-6: DCF Back-off Procedure [15].

3.4.2 Channels

In IEEE 802.11, there are 14 possible channel®iéen24 GHz frequency rani The
channel width is 22 MHz and each channel is sp&cédHz apart This creates an
overlap between channel§ professional will often use channels 1, 6, ardidnon-
overlappingto avoid using the overlapping channels. [3-7 illustrates he channel
centre frequency which is defined in sequentialMHz steps beginning with the fir
channel. Occupied channel bandwidth will meet aiblicable local geograph
regulationsfor 1 MHz channel spacing. The rate at which theDP#&htity will hop is
governed by the MAC. The hop rate is an attribuitd & maximum dwell time subje

to local geographic regulatic [15].
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Figure 3-7: Channel Centre Frequencyfor IEEE 802.11 in the 2.4 GHz Fange
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3.5 Related Work

A number of researchers [61-72] have used a cortibmaf both the IEEE 802.15.4

and the IEEE 802.11 networks within the WSN for pamson and evaluation in

different scenarios or 802.11 is use as AccesstiPAP) and at cluster heads to relay
802.15.4 sensor network data to sink and otheraorkteervers and applications. In [61]
they introduce distributed algorithms to optimidee t802.15.4 performance under
varying 802.11 interference pattern. Nakatsuka §86] adjust the 802.11 b/g protocol
to prevent inter-channel interference between &2.in order to have both protocols
operating in the same frequency channel, they adecthat inter-channel interference
between 802.14.5 and 802.11 b/g can be mitigateshbying time controlling traffic of

802.11 b/g but they have not considered the etie802.11n when it becomes popular
with the multiple input, multiple output (MIMO) edtt and significant increase in the
maximum raw data rate from 54 Mbps to 600 Mbps wh#huse of four spatial streams
at a channel width of 40 MHz. Bertocco et al [68kgented in their work a new
simulator allowing cross-layer analysis of integigte arising among 802.15.4 and
802.11 and predicts possible interference efféxis, is still a work in progress for the

researchers.

3.6 Formulation

Both IEEE 802.15.4 and IEEE 802.11 use the CSMA/@échanism for contention
based network. The slotted CSMA/CA mechanism abptith the PAN mode of
IEEE 802.15.4 is different from the well-known IEBB2.11 CSMA/CA scheme. The
main differences involve the time slotted behavjdloe backoff algorithm, and the clear
channel assessment (CCA) procedure used to sersthertthe channel is idle. The
differences are outline as follows:

* In IEEE 802.15.4, each operation (channel acceskdif count, CCA) can only

begin at the boundary of time slots, which recaltarmed backoff periods. In
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IEEE 802.11, the notion of a slot exists only irsohs backoff counting is
concerned.

* In IEEE 802.15.4, only when the backoff counterches zero does the node
sense the channel (CCA).

* In IEEE 802.11, nodes are constantly sensing whibackoff, thereby incurring
an additional consumption of energy.

« In IEEE 802.15.4, the backoff counter of a noderel@ses regardless of whether
the channel is idle or busy. In contrast, in IEBER2.81 the backoff counting
pauses whenever the channel becomes busy.

* In IEEE 802.15.4, unlike in IEEE 802.11, the comitamwindow size is reset to
its minimum value at the beginning of each retrassion attempt.

When IEEE 802.15.4 and IEEE 802.11 use the samenels their CSMA/CA
functions enable them to share the same time\dlben the same channels are used by
both it cause 802.15.4 to suffer long delays wiikving 802.11 with a higher
frequency range provides priority access of thenobhin most cases. An overlap
between them can adversely impact on the operafitiBEE 802.15.4, since it is a low
power protocol which uses a small channel width garad to the transmitted power
levels and channel width used by IEEE 802.11. Tequency bands in which these
interference issues are more critical for wirelessvork include the 2.4 GHz Industrial,
Scientifical and Medical (ISM) band. See Fig. 348wing 802.11 and 802.15.4
channels in the 2.4 GHz ISM band.

0211 £4136Hz

2.4 - 2 483 GHz
ISM Band

02154 240 GHz 5r|.'IHz‘ ZMHz

Figure 3-8: Channels Comparison of 802.11 and 80&4 [65].

In non-beacon enabled mode and under moderaterai@athe new IEEE 802.15.4
standard, compared with IEEE 802.11, is more eifficiin terms of overhead and

12



Chapter 3: Comparison of IEEE 802.11 and IEEE &R2.1for Future Green
Multichannel Multi-radio WSNs

resource consumption. It also enjoys a low hopydela average. However, 802.11n
can have a data rate as high as 248 Mbps in the $@mguency band as the other
standards. The major large in increase in data aatk range is achieved by using
technique called Multiple-Input Multiple-Output (MIO). MIMO uses more than one
sender and receiver antennas and combines thisspatial coding techniques in order
to squeeze even more data through the same fregaeRor example in Polepalli et al
[71] their test bed results showed that an ovew#p IEEE 802.11n control channel
causes severe deterioration in both loss rate ackeplatency for IEEE 802.15.4 traffic
and that the overlap is much more serious withetttension channel of 802.11n. IEEE
802.11 is better suited for high rate sensor andevapplications, while 802.15.4 is
better suited for low rate sensors and devices tmedontrol applications that do not
require high data rate but must have long batiéylbw user interventions and mobile
topology. The new short range, low power, low rafeeless networking protocol,
802.15.4, complements the high data rate techredoguch as WLAN and open the
door for many new applications when using a cominaof both because the
predicted environment of these devices demands misaiion of battery life. The
protocols tend to favour the methods which lead, tonplementing periodic checks for
pending messages, the frequency of which dependapphcation needs. However
when the environment intends to focus purely orhhdgta rate with streaming data
such as multimedia systems and sensor surveillsystem that rely on their image and
data over wireless networks, the considerationQ#.Bl need to be the focus as such
systems will not be able to cope with periodic srarssion.

3.7 Simulation Results and Discussions

The simulation model used is based on NS2 [18]qusiire existing MACs protocol
stack and the work done for cognitive radio cogeithetwork (CRCN) [73] GUI, SNR
lab/Michigan Technological University and the Hyabi model [19] for multi-channel,
single-radio. This model already provided many saniodels including 802.11 and
802.15.4, this NS2 also incorporates different togp and traffic generator which

enable the creation of different simulation scevariDifferent simulation scenarios will
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be studied according to three different performanestrics: aggregate throughput,
delivery ratio and access delay. The sensor natesrandomly placed in a
1000x1000rh area. The number of nodes is 50 and simulatioiau800s. Data will be
sending to a sink node. The distributed coordimatimction of IEEE 802.11 and IEEE
802.15.4 is used as the MAC layer. The researabes dot assume large networks that
are densely deployed; but considered a sensor rletmith continuous streaming data
that could be deployed for organisation, parks &edicular traffic not for remote
monitoring. In this instance nodes will always diatic and powered and as such the
depletion of battery life is not considered. Timawdation of CBR traffic is to be sent
every 2 seconds to prevent buffer overflow and éplicate streaming data and
investigated the effect of both 802.11 and 802.156.4nalyse the effect with different

data rates at different ranges.

Figure 3-9 represents an access delay comparisoedre the 802.11 and the 802.15.4
networks. The access delay is the backoff time usdobth networks. Nodes only
transmit to neighboring nodes within range. In thienario nodes were placed at an
interval of 10m and the data rate set at 100kbpsess delay was measured in units of
seconds. This comparison aimed to determine theiegicy of either network in

relation to access delay based on distance beta@ds and varying data rates.
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Figure 3-9: Delay comparison for 802.11 and 802.%bat 10m range and data of 100kbps.

Both networks performed virtually similar whenrtsaitting data in this scenario up to
20 nodes. However, after 20 nodes both protocas sixperiencing high delay in
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transmitting data packets. The comparatively higteday experienced after 30 nodes at
low data rate resulted from streaming data whidatad buffer overflow and constant
backing off as all nodes are contending for theiomadand the succession of the data is
not periodic. Even though 802.11 was designed igh kata rate [15] the simulation
result indicated that it can perform at lower dati®s and short ranges. Both networks
utilises the CSMA/CA scheme when sending data. Pphatocol overheads that
associate with this scheme such as the contentaesgs, interframe spacing, physical
layer level headers (Preamble + PLCP) and ackn@niedt frames, impact negatively

on small data size, consequently rendering 802 feasible to operate at low data rate.

Figure 3-10 compares the Access Delay performafd®ih networks in a scenario

where the interval between nodes is increased ft6bm to 50m range and data rate
increased from 100kbps to 2Mbps. When the distbeteeen nodes and the data rates
Is increased a significant difference in accessydd&letween networks resulted. The
result showed that 802.11 out-performed 802.15.4V&y 65% and that the 802.11 had
a significantly lower delay in packet transmissibat gradually access delay increased

after 30 nodes. This is normal as all nodes aréeooimg for the same medium.
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Figure 3-10: Delay comparison for 802.11 and 802.Xbat 50m range and data of 2Mbps.

The comparatively poor performance of 802.15.4 oeclbecause of the high data rate,
streaming data and the distance to transmit dateset effect have caused buffer
overflow, data loss, constant backing off of thedmen which does not allow the

capability of 802.15.4 to operate effectively undach severe constraint. The result is
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consistent with 802.15.4 network which perform meaféectively at short ranges
between nodes and with small data packet size [®2}efore it is inconsistent for
802.15.4 network to operate efficiently with stréagndata — which require high data

rate.

Figure 3-11 represents a Packet Delivery ratio @mpn between 802.11 and the
802.15.4 networks, based on distance between naddsvarying data rates. The
delivery ratio is the ratio of total number of patkreceived by the nodes to the total

number of packets transmitted multiplied by thealtatumber of receivers. In this

scenario the nodes were placed at an interval rahfj@m, and data rate set at 100kbps.

The performance of both networks followed the sdmasic pattern, that is, packet
delivery ratio decreased progressively as the nundfenodes increased. 802.11

perform slightly better after 20 nodes than 802115.
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Figure 3-11: Delivery ratio comparison for 802.11 ad 802.15.4 at 10m range and data of 100kbps.

Figure 3-12 represents the Packet Delivery ratimgarison between both networks
when the interval between nodes is increased frdbm fio 50m range and data rates
increased from 100kbps to 2Mbps. Similar to theeas delay scenario, when the
distance between nodes and the data rates arasecréhe 802.11 network significantly
outperformed the 802.15.4 network. This resulteatis that 802.15.4 cannot perform

well with streaming data even if operating at lomtadrate and would not be feasible for
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sensor network with multimedia or surveillance sgsthat rely on image and data over

the wireless medium.
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Figure 3-12: Delivery ratio comparison for 802.11 ad 802.15.4 at 50m range and data of 2Mbps

Figure 3-13 represents the Aggregate MAC througbpuatparison between the 802.11
and the 802.15.4 networKehe Aggregate MAC throughput is denoted by the tt@ount of
data delivered to the sink per unit time by the M@iGtocol, and is measured kibps In this
scenario the distance between nodes is 10m andidtze rate set at 100kbps. The result
indicated that has the number of nodes increasgdegate throughput declined over both
networks. This decline was greater in the 802.h&tvork as compared to the 802.11 network.
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Figure 3-13: Throughput comparison for 802.11 and @.15.4 at 10m range and data of 100kbps
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Figure 3-14 represents the Aggregate MAC throughmrhparison between both
networks when both distance between nodes and dtee rdte are increased. The
interval between nodes was increased from 10m o &@d the data rate from 100kbps
to 2Mbps.

As was evident from the Access Delay and Delivergtidr tests; a significance
difference in performance resulted in both netwaxken distance between nodes and

data rate were increased.
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Figure 3-14: Throughput comparison for 802.11 and @.15.4 at 50m range and data of 2Mbps

The 802.11 networks exhibited comparatively highggregate throughput when
compared to the 802.15.4 indicating its superiorfgpmance in a high data rate
environment. On the other hand the significanthpmpperformance of the 802.15.4
network in a high data rate and wide node rangeér@mwent make it unsuitable for
streaming data in a WSN.
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3.8 Conclusion

In this Chapter the MAC sublayers for IEEE 802.1&n4 IEEE 802.11 MAC protocol
were studied to aid the understanding of 802.1180#115.4 CSMA/CA scheme. The
performance of both have been investigated anduated through simulation results
conducted in NS2 to make a rational decision wpidtocol is feasible for future WSN
operating with multimedia or surveillance system an multichannel multi-radio
environment. The result obtained from simulatiotcome through streaming data with
100kbps and 2Mbps at 10 and 50m range respectigblyws that 802.15.4 is at a
disadvantage performing at long range with higladate streaming and or at low data
rate with streaming data. The aggregate throughgrlivery ratio and access delay
performance metrics were used, where 802.15.4 yeeit very poorly at high data rate
and having 802.11 perform slightly better afterrzfales at low streaming data rate. It
was concluded that 802.15.4 is not feasible forssemmultimedia or surveillance
system with streaming data for future multicharmalti-radio systems.

Having investigating the performance between IEER.B1 and IEEE 802.15.4 it
became feasible to design the 802.11 contentioeebgsotocols for multichannel
assignment. The proposed design is a multichanseildited coordinate function over
single radio for WSNs. The designed protocol wested with simulation scenarios
from NS2. The overall goal for such design proposak to utilise multichannel
transmission for future 802.11 wireless sensor allance systems to process video
data for automated real-time alerts and also tsiden a more cost effective solution
for WSN.

79



Chapter 4: Multi-channel Distributed Coordinated&tion over Single Radio in WSNs

Chapter 4

Multi-channel Distributed Coordinated Function over
Single Radio in Wireless Sensor Networks

4.1 Overview

Multi-channel assignments are becoming the solubioohoice to improve performance
in single radio for wireless networks. Multi-ch&hrallows wireless networks to assign
different channels to different nodes in real-titnensmission. In this chapter, a new
approach, Multi-channel Distributed Coordinated ¢ion (MC-DCF) which takes
advantage of multi-channel assignment is examingtie backoff algorithm of the IEEE
802.11 DCF was modified to invoke channel switchihgsed on threshold criteria in
order to improve the overall throughput for wiralegnsor networks (WSNs) over 802.11
networks.

Simulation experiments were conducted in ordeinteestigate the characteristics of
multi-channel communication in wireless sensor eks using an NS2 platform. Nodes
only use a single radio and perform channel swighonly after specified threshold is
reached. Single radio can only work on one chaahahy given time. All nodes initiate
constant bit rate streams towards the receivingesioth this work, the impact of non-
overlapping channels in the 2.4 frequency band stiadied based on: Constant Bit Rate
(CBR) streams, node density, source nodes sendatey directly to sink and signal
strength by varying distances between the sensdesand operating frequencies of the
radios with different data rates.

Results showed that multi-channel enhancement ubagroposed algorithm provides
significant improvement in terms of throughput, ketcdelivery ratio and delay. This

technique can be considered for WSNs future u8®11 networks.
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4.2 Introduction

Wireless Sensor Networks (WSNs) [1-4] are used aweide range and in varying fields
such as military application, environmental monitgr medical care, smart buildings and
other industries. WSNs sensors are generally gedloandomly in the field of interest,
delivering myriad types of events from simple pditoreports to unpredictable bursts of
messages triggered by external events that are lsmnsed. These sensor nodes will
work collaboratively to sense a given environmeetform in-network computations and
communicate with a base station when a targetedt eaeurs. A large number of WSN
based applications are emerging when compared auittventional wireless networks.
WSNs also have several defined characteristicsidivady limited transmission bandwidth,
limited computation capability of individual nodasd limited energy supply. The current
WSNs paradigm also has some interesting featurdsdimg self-organisation, dynamic
network topology and multi-hop routing. These amgortant features for many real

world applications nowadays.

The 802.15.4 standard defines a protocol for LoweR#ireless Personal Area Networks
(LR-WPAN). This allows for low cost of componentduced coverage area, low
transmission power, low bit rate and energy congiomd64]. The 802.15.4 PHY layer

can operate at 868MHz, 915MHz and 2.4GHz bands. fdteork bandwidth is very

limited and the MAC layer packet is very small wahtypical size of 30 — 50 bytes
compared to 512 bytes in the 802.11 networks. T2e1%.4 networks typically operate at
2.4GHz Industrial, Scientific and Medical (ISM) lshrwhich is used by popular 802.11

networks as well.

A number of researchers [66-72] have used a cortibmaf both the 802.15.4 and the
802.11 networks within WSNs for comparison and eatn purposes considering
different scenarios, or 802.11 is used as an aquass (AP) and at cluster heads to relay
802.15.4 sensor network data to sinks and othevamktservers and applications. When
802.15.4 and 802.11 are using the same channels GBMA/CA functions enable them
to share time slots. However, using the same chanvikt cause 802.15.4 to suffer long
delays while having 802.11 with a higher frequerayge provides priority access of the

channel in most cases. An overlap between themadeagrsely impact on the operation
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of 802.15.4, since it is a low power protocol whicdes a small channel width compared
to the transmitted power levels and channel widiiduby 802.11. The frequency band in

which such interference issues are nowadays miuaieatfor wireless networks.

The 802.11 standard [15] defines a communicatiastoppl for wireless local area
networks (WLANS), providing a total of 14 frequenchannels, each of which is
characterised by 22 MHz bandwidth. The fundamentallia access method of the
802.11 is a DCF known as Carrier Sense Multiple esscwith collision avoidance
(CSMAI/CA). It is a contention-based protocol thancentrates on the collisions of
transmitted data and was developed mainly for es®lnetworks. Applying a multi-
channel assignment to this scheme would help toceedontention for a single medium,

collision and congestion.

Multi-channel as it relates to wireless networksuged to assign different nodes to
different channels in real-time transmission. Tdiiges rise to having communications on
different frequency bands. When sensor nodes argetiedeployed, single channel MAC
protocols may be inadequate due to a higher derf@anthe limited bandwidth. There
have been a number of proposed MAC protocols laialyorder to improve network

performance in WSNs using multi-channel assignmig&s60, 74-85].

The research focused on the design of multi-chacoimunication based on the 802.11
DCF over a single radio for WSNs in order to imprais communication performance
namely throughput, end-to-end delay and channedsscdelay. Multi-channel protocols
utilise bandwidth better and thus may perform fabdy in cases of applications
demanding high data rates. The 802.11 standardadpraup to 12 non-overlapped
channels, respectively, in 2.4 GHz and 5 GHz spewr Nodes within the transmission
range of each other can operate on different namlapped channels so as to avoid
interference. The following factors are considevdien focusing on using 802.11 for
WSNs:
o Like 802.15.4, the 802.11 DCF operations are aBseth on the CSMA/CA
algorithm. It can be used for a wireless sensoresilnce system that is low-
cost, reliable, easy to manage, easy to deploycandprocess video data for

automated real-time alerts. Despite much attenhamcent years, researchers
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have yet to achieve the goal of long term, indepahaperations of sensor
network deployments under this constraint.

» 802.15.4 is applied to low data rate and shoriadist communication sensor
networks where topology of a sensor network charngeg frequently. Having
802.15.4 and 802.11 operating within the same #rqu band may become
problematic when 802.11n networks are in use. 80P.has several new
features such as the use of multiple input and uustreams (MIMO) and
channel bonding that would allow the data ratestap450 Mbps to be
achieved. In particular, channel bonding referght® use of a 20MHz wide
extension channel in addition to the control chhmised by 802.11 networks.
At high traffic loads, an 802.11n network would useotal bandwidth of
40MHz when operating in 2.4GHz band. Two or more.80n networks
operating in the same location with an 802.15.4vast would leave no
802.15.4 channel free from 802.11n interference.

The rest of this chapter presents related workptbposed system model and how nodes
are assigned to channels, simulation results, hadperformance analysis. Finally the

conclusion is presented.

4.3 Related Work

Multi-channel assignment for WSNs has been stutlie@ number of researchers. The
hybrid approach studied in [74] are similar whereath node has a fixed interface on a
common channel which is used for package contral earchange while the other

interfaces are switched among the remaining charfoebata transmission.

Other hybrid multi-channel protocols in [58] cons two parts wherein one part
handles MAC issues such as queuing, switching anddoast and the second part is a
distributed assignment algorithm. These models tamna table which records the
channels being used by its neighbors. In thisrtiegke, nodes constantly check the table

in order to determine the number of nodes assigoea channel. In [75], they also
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proposed a hybrid approach for each semi-fixed mblasssignment, a heuristic algorithm

used based on transferring from a coloring basebl@m.

In [58, 60, 75-76] static and dynamic strategiesewesed to assign channels. In [74], a
load-aware channel assignment was proposed. In7{780], multi-channel MAC
protocols were proposed; these protocols eithariregnultiple radio transceivers at each
node or certain kind of messages for channel natymti. However, using multiple
transceivers require the use of energy which igrstraint in WSNs. In this case channel
negotiation packets are not seen as a small owtriizzgth TMMAC [81] and MMSN
[82] are multi-channel MAC protocols designed foEWs. They are protocols that were
designed to assign different channels to nodestimoahop neighborhood so as to avoid
potential interferences.

Simulation results show that they improve perfamoe compared to single channel
protocols. The downside is that a node has a diftechannel from its downstream and
upstream nodes. In the multi-hop flow, nodes havewitch channels in order to receive
and forward packets. This causes frequent chanvigdreng and potential packet losses.
In order to prevent packet loss these protocols s@ee negotiation or scheduling
schemes to coordinate channel switching and traassom among nodes with different
channels. The challenges they face are that tleeg many orthogonal channels for
channel assignment in dense networks; they alsareegrecise time synchronisation at
nodes with frequent channel switching delays artedgling overheads especially for
high data traffic. In [80], empirical experimentglwMicaz motes were done to show that

node-based protocols may not be suitable for W8Nsactice.

In [83], a channel scheduling mechanism is usethéamage and decide when a node
should switch channel to support the current comoation requirements. They also

adopt the graph base approach.

Ozlem et al. [84] proposed a multi-channel schemsed on LMAC which allows the
node to utilise new frequency channels on-demdrnbeinetwork reaches a density limit.
This method is composed of two phases, one wherentiies try to select timeslots

according to the single channel in LMAC rule and #fecond involves nodes which are
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unable to grab a timeslot in the first phase intite neighbor nodes which are free to

listen to them on an agreed channel or time slot.

Nasipuri’'s scheme [85] was one of the first mutiaonel CSMA protocols that used

channel reservation. If there akechannels, the protocol assumes that each node can

monitor all N channels simultaneously witkl transceivers. This multi-channel scheme
was just a simple extension from the single cha®d@.11 MAC, which requires each
node to havéN transceivers with one for each channel; this wadeasible for a practical

system.

4.4 Proposal for MC-DCF

This approach will use multi-channel assignment80@.11 DCF over a single radio for
WSNs known as MC-DCF. Node interface will be aoleswitch between channels. The
approach will have all nodes aware of the chanmelsse but each node interface can
only tune into one channel at a given time. Atiatigation, a random assigner that
employs uniform distribution will be applied to tibute node interfaces to channels.
This ensures that each channel will have abouts#mee number of neighboring nodes
assigned to it at start up. A number of approathasshave been used are highlighted in
the related work. This will increase the numbEnades that are granted access to the
wireless medium.

In this approach nodes will switch channel when ¢batention window of DCF has
reach an assign threshold. The sink node will perfinterface switching in order to
receive data from channels coming from source nodiékere is a collision, the MAC
method will invoke the backoff procedure implemehtathin the MAC protocol. Nodes
will only monitor activities on the current chantleéy are assigned to and when switched
to another channel it will listen to the signal it range and update itself. If all the

channels are busy they will revert to backoff state
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4.4.1 Existing Challenges

There were existing challenges in WSN that needdaetconsidered when operating in
the 802.11 network, which were considered in oomugation set-up. These issues which
included interferences among neighboring nodes \wddressed using non-overlapping
channels. Bandwidth limitation, hidden terminal esdand single channel architecture
were addressed with the use of multichannel. Thasiderable decrease in the
performance of 802.11 DCF in multi-hop network doieollision, and Contention for the

medium was addressed by utilising channel switchaopnique. The topology of sensor
network which changes very frequently, as wellbas limitation in energy consumption

was addressed by the use of static nodes.

4.4.2 |IEEE 802.11 DCF Backoff Procedure

The original random backoff timer is invoked whamdfng a medium busy by the carrier
sense (CS) mechanism of the DCF. This will be medito invoke channel switching
based on a set threshold criteria. The implememtatiill be done in NS2 for multi-
channel, single-radio by using the existing MACstpcol stack and the work done by for
cognitive radio cognitive network (CRCN) GUI, SNRbIMichigan Technological
University and the Hyacinth model. In the desigmsiltiple channel objects have been
created through the TCL library. Nodes will be shihg to different channel objects
during the simulation process. During network aliation all nodes will be made known
of the channels by a channel notifier. The chamseelsor invokes the random assigner
after the channel notifier updates node of all dedsion the network and will uniformly
distribute radios of nodes to a channel in a loaldricing format. When a node intends
to transmit and senses that the medium busy, litbaidk-off and re-try. If the contention
window threshold is reached the sensor will invakd initiate channel switching. Nodes
will switch to other channels in order to checkhiéy are busy. If another channel is free,
a node will update itself off its neighboring noole the same channel and will transmit
based on the MC-DCF procedure in Figure 4-1.
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MC-DCF Procedure

Channel is free DIFS Data

Immediate Access

Busy Channel Back-off timer Contention window
Differ Access Threshold | Channel switching

Figure 4- 1: MC-DCF procedure.

4.4.3 Multi-Channel

In the design approach, dynamic assignments hase tdised. As regards the dynamic
assignment, each node is assigned a channel @aitrdasmission, once sending data the
node will not be able to switch channel. It will &ble to switch channel if searching for
an available channel to transmit and update itsrin&tion about neighboring nodes on
the same channel. Each node will know the numbehannel available for switching at
initialisation. Having a dynamic assignment utiiigi a single interface can provide
significant performance benefits over a static apph - as it can potentially utilise
instantaneous traffic or interference informatiomd areduce wastage of the precious
already limited bandwidth. This is due to the fdet WSN cannot provide reliable and
timely communication with high data rate requiretseover single channel because of
interference, radio collision and limited bandwidgince they are mainly for nodes

placed in a remote area that periodically send tetiae host.

Why multi-channel over 802.11 DCF which uses higitadrate? As previously
mentioned in this work WSN is an emerging techngltigat has become one of the
fastest growing areas in the communication indusirige demand for using this medium
is increasing with a wide range of deployment farmnitoring, surveillance systems and
other multimedia systems such as streaming ortireal data. With this in mind, 802.11

standard has been utilised which uses a rangetafaie.
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4.4.4 Channel Switching

Nodes are not bound to a particular channel ane liae option of switching between
channels. Channel switching among sending nodéomy occur after a set threshold
has been reached during the backoff period. Theo radll not switch during
transmission, as this can cause data packet téogebr corrupted. Therefore, during
transmission the radio will remain on the channetilucompletion of transmission.
However, at the receiving/sink node channel switghwill be more intense as the sink
node will be receiving data from more than one seunodes. The switching delay
incurred will depend on the packet size being rexkiat each interface. Consider for
example a data packet of 1kb being accepted. Ormprimise that the maximum data
capacity for the medium is 54Mbps, the time taken tfansmission of 54x£0bits -
representing the link capacity - is equal to 1 sdcd’ime required to transmit one bit
(54*10°) = packet size (1kb or 8000 bits) divided by data.

Hence:

8000 b
54%10° bps

Time taken by 1 bi
The radio will take 160us to switch to the nextroial.
The impact of channel switching will be studiednfr@imulation scenarios between the

sources that are sending data directly to the sink.

4.4.5 System Modeling

In order to develop sensor algorithms for assigratigchannels to node interfaces,
channel checking and switching, this proposal h#dsed the 802.11 DCF contention
based protocol where decisions are made base omitdew size and backoff algorithm
on multiple non-overlapping channels over singléica The problem in a contention
based network is that all nodes contend for theesaradium. Multi-channel will have
nodes contending for greater than one channeladsté a single channel. The backoff
mechanism of DCF cannot provide deterministic ugpaund channel access delay for

sensor networks. The contention and backoff gyate unfair to the already existing
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nodes that are backing off. Implementing chanmgiser and switching within the
backoff mechanism will eliminate the unfair stratemn the backing off for all nodes and
a node will only keep updated with its neighbonrggles with range on the same channel.
This approach is a novel one that has not been dgnany other research to the
knowledge of this author. The overall goal fostbesign is to have multi-channel sensor
network with 802.11 so that nodes can switch chianaed prevent severe delay, packet
losses, increased throughput and having nodesnsptb channel to transmit, with no
central scheduler to assign channels. As congtaffictsources cannot be assumed at all

times and traffic can be bursty in nature.

4.4.6 Design Approach

NS-2 is used as the simulation platform. At inigation, all nodes are made aware of the
number of channels available through a channelfieoti When a node requires
transferring data, the Carrier Sense (CS) mechargsnvoked in order to determine if
the channel is busy or idle. If the CS is zeras ihdicates that the channel is idle;
otherwise the channel is busy and will be deterthiag transmitting data. During the
backoff period of the original DCF, the contentmdow (CW) parameter will take an
initial value of the control window (CWmin). The/Cwill take the next value in series
every time an unsuccessful attempt to transmit esdle retry counter to increment.
When the CW reaches maximum (CWmax), it will remairil the window is reset. In
the proposal model the retry counter will reachtieshold after the third attempt and
switch channel based on the design parameters.SNeitleenter wait state if all channels

are busy.

In Figure 4-2 during initialisation of the networthe channel notifier uses combined
functions from the management system in order tmiobinformation regarding the
number of interfaces at the upper layer by invokintpgical communication with the
Distribution System Medium (DSM) [15] at the MACkslayer. The channel notifier
will assume that all nodes are in the same basiwicgeset (BSS) and broadcast all the
available channels within the BSS. The randomgassiand channel switching is under
control of the channel sensor that references lbarel notifier. The sensor invokes the

random assigner after the channel notifier updatekes of all channels on the network.
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The assigner keeps a count of interfaces from whiamiform distribution algorithm
mandates the proportionality for each channelhiosv many interfaces to a channel. The
random assigner randomly assigns interfaces tongtsudluring the initialisation process.
Each node keeps updated information of its neighbarthe same channel within range
by sensing the medium periodically and learningualibe medium through the virtual

carrier sense mechanism [15]. The CS also detesrtlre busy/idle state of the medium

as outlined in [15].

x > Channel sensor

A 4 A

Random Channel
assigner switching

Busy

A 4

Channel notifier

Interface

A A

\ 4 v \ 4
1 2 3

Non-overlapping Channels

Figure 4-2: MC-DCF Design Model

The MC-DCF model proposed for WSN in Figure 4-aimulti-channel model using a
contention based technique in a carrier sensedoommated function process. This
multi-channel backoff model brings added qualit@fsthe diverse MAC resolution
mechanisms of WSN. It is made up of three differB@-DCF techniques: channel
notifier, channel sensor and the non-overlappirenokls. These techniques allow nodes
to be aware of the available channels, switch mther channel and to enter wait state

when no channel is available.

During channel assignment whetds the number of non-overlapping channels avaslabl

andN; is the number of nodes interfaces to be assignetiannels within the IBSS (B).
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C = (Cy, Cy, C5,...Cy,), wheren is the channel number = (1, 2, 3,.i) wherei is the total
number of node interfaces. The calculated unifoistribution equation is:

(o4

C (4.2)

CWmin CWmax——

7 15 31 63 127, 255

!

Third retransmission (28-1)

Secondretransmission (25-1)
Firstretransmission (24-1)
Initial attempt (28-1)

Figure 4-3: Contention window with defined threshotl 2°-1.

When a station (STA) wishing to transmit and selmggy, the CW shall take the next
value in series every time an unsuccessful attemgransmit causes the STA retry
counter to increment. The channel sensor shalhtaiai a retry counter and after the
define threshold is reached; it will invoke the mhal switching parameter. Figure 4-3
shows the contention window with the define thrés23-1.

Device A Data Packet
Time
i f i ]
‘ Medium busy ‘ ‘ Medium free ‘ ‘ Medium free ‘
Device B car
Attempts to send arrier Random
sensin
g DIFS backoff Data packet
A
1 1
‘Medium Busy‘ ‘ Medium busy ‘Medium busy‘ ‘ Medium busy ‘
Device C ch | Switchi
Attempts to send ; Thres-hold annel Switching
s%irsr:ﬁr Random limit invokes
¢ backoff

Figure 4-4: Contention period and channel switching
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In Figure 4-4, if node A is transmitting a data ketcand node B senses that the medium

is busy and waits, after the initial attempt of tivey to transmit it senses the medium on
the channel being used, attempts on the first 1@ detects that the medium is free of
other transmissions. The node waits for a pregeted DIFS (distributed inter-frame
spacing) period [15]; once it senses no other tneswon before the end of the DIFS
period, it computes a random backoff time betwegnes of CWmin and CWmax then
commences its transmission. Node C senses the meitbe busy and makes three
repeated attempts, after the initial attempt todmait a packet; the computed backoff
period is doubled with each attempt until the sipettithreshold is reached. When the
threshold is reached the channel sensor invokeschia@nel switching. The node
interface will tune to another channel, senselsdfrhedium is busy. If busy, it will switch
otherwise it will proceed with transmission. If ehannels are busy the node will revert

to random backoff time and set its backoff timenggshe equation in [15].

Contention based techniques are best resolved é&yeptive methods but are most
difficult to predict due to all nodes contending #osingle channel. These clearly indicate
that multi-channel with switching control systensssiown in Figure 4-5 will provide the
needed best overall practice access control insastwe the medium while reducing
collision, delay and the hidden node problem inW@N. The idea is to achieve a multi-
access, simultaneous transmission and maintairod goality of communication which
can be obtained as long as the distance betweesetisor node and the sink node are

short enough and the adequate strength of thelsigreareceived.

The challenges in the MAC channel access contiglhlighted previously in this chapter,
and the DCF backoff algorithm coupled with the atela within the 2.4 GHz frequency
band can be mitigated by the combination and iatemgr of the MC-DCF Models as
shown in Figures 4-2 and 4-5 and further linkingnthto other application in 802.11
WLAN and ad hoc network systems.
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Figure 4-5: Flow chart for channel assignments.
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4.5 Results and Discussion

4.5.1. Simulation Procedure

MC-DCF being the proposed protocol for Multi-chahrgistributed Coordinated

Function will be studied using the NS-2 simulatiglatform. As mentioned before, at
initialisation all nodes will be made aware of thember of channels available. When a
node wants to transfer data the Carrier Sense (@fhanism is invoked in order to
determine if the channel is busy or idle. During backoff period the contention window
(CW) parameter will reach its threshold after thed attempt and switch channel. A

node will enter a wait state if all channels arsybu

In this chapter, the performance of the MC-DCF @rot by extensive simulations with
NS2 is analysed. The aim is to investigate muléirstel performance within a single-hop
(the link quality), i.e. the packet reception raiifferent simulation scenarios were
studied according to three different performancéricse aggregate throughput, delivery

ratio and access delay.

The sensor nodes were randomly placed in a 100@xi0area, the radio range is set to
50m, and the radio bandwidth at 2Mbps. The nurob@&odes is 100 and the simulation
time for each scenario is 500 seconds (s). Thebeurof channels ranges from 3 to 10
since the spectral mask only defines power outesirictions up to £11 MHz from the
centre frequency to be attenuated by 30 dB. Itftienoassumed that the energy of the
channel extends no further than these limits.

The 802.11 channels are effectively 22 MHz wide, tonsequence is that stations can
only use every fourth or fifth channel without ohegx, typically 1, 6 and 11 in the
Americas, and in theory, 1, 5, 9 and 13 in Eurdgeoagh 1, 6, and 11 are typical there
too. However if transmitters are closer togethgerlap between the channels may cause
unacceptable degradation of signal quality andutinput. The MAC protocols are
802.11 DCF and MC-DCF.
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The aggregate throughput is calculated as the #mtalunt of data delivered to the sink

per unit time by the MAC protocol and is computed a
Aggregate throughput}f=1 (Ri X %) , 4.2

where n is the number of receiver R, throughpuB/ts B is the bytes received by a

receiver i in some duration of time and i = {132.,.,n}.

The delivery ratio is the ratio of total numberpaickets received by the nodes to the total
number of packets transmitted times the numbeeadivers and is computed as:
II:1=1 Rl
Z?:]_ Sl ,

whereS; means total data size of CBR packet node i $gmheans total data size of CBR

(4.3)

packet node i received.

The access delay is the backoff time used in D3, [the access delay can also be
calculated as the packet size x 8 (1 byte) dividedhe link size plus the propagation
delay that is

packet size X8

+ Propagation delay. (4.4
link size pag y. (4.4)

Nodes only transmit to neighboring nodes withingentransmitting over a wider range
may consume more energy which is not desired by W& also to eliminate

communication interference and hidden node probl@ns

4.5.2 Performance Analysis of the Proposed MC-DCF P rotocol

In the simulation scenarios the network is congiddor sensor surveillance system with
continuous streaming data - large densely deployetivorks were not assumed.
Surveillance systems are mainly deployed for ogmtion, parks and vehicular traffic not
for remote monitoring. In this instance nodes \livays be static and powered and as
such the depletion of battery life is not consider€BR traffic will be simulated and sent
every 2 second to prevent buffer overflow and falicate streaming data. The default
data rate for MC-DCF will be 2Mbps.
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4.5.2.1 Performance Analysis: 802.11DCF, MC-DCF anfIMSN Protocols

Figures 4-6, 4-7, and 4-8, analysed the performanfc802.11 DCF, MC-DCF and

MMSN protocols based on number of channels, medsagainst the three mentioned
metrics — channel access delay, aggregate MAC ghput and packet delivery ratio.
Zhou et al [82] introduced the MMSN multi-frequen®AC protocol that was designed
for WSN. It is a slotted CSMA protocol which aketbeginning of each timeslot, nodes

needs to contend for the medium before they transmi

Figure 4-6 shows the comparative delay impact perdmce of each protocol as it relates
to multichannel. In this scenario both MMSN and M¥ACF followed the same
performance pattern. As the number of channeleased there is a downward trend in
channel access delay, although MMSN showed compelatower delays. The 802.11
DCF protocol performed the most stable of all thpgetocol showing virtually little
change in channel access delay across the muttialenels. The performance however
occurs with a significantly higher level of chamelccess delay when compared to
MMSN and MC-DCF. This performance of the 802.1koessistent with its design for
use over single channel. In essence it lacks tipaksity to perform efficiently in a

multichannel environment, due to its inability tetelct multichannel.

0.1
-8-802.11 DCF

__ 0.08 / —~MMSN
2
= —#—MC-DCF
S 0.06 L
)]
(%]
[}
[S]
Q
©
5 0.04
c
c
©
=
®]

0.02

1 3 5 7 9 11
Number of Channels

Figure 4-6: Impact of Multi-Channels on Channel Acess Delay
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Figure 4-7 shows the comparative aggregate MACutjitput performance of the three
protocols over multiple channels. In this scen&ath MMSN and MC-DCF performed
similarly. As the number of channels increase sesdaggregate MAC throughput of
these two protocols. The 802.11 DCF protocol andther hand showed significantly
lower level of aggregate MAC throughput of all #arprotocols. This comparatively

lower throughput remains virtually unchanged evetha number of channels increases.
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Figure 4-7: Impact of Mutli-Channels on Aggregate MAC Throughput

Figure 4-8 shows a packet delivery ratio comparigbthe three protocols performing
over multiple channels. In this scenario bothMidSN and the MC-DCF outperformed
the 802.11 DCF protocol over multichannel, as liatess to packet delivery ratio. While
the packet delivery ratio increased for the MMSNI @iC-DCF as the number of
channels increased, the performance of the 802CHA i@mains virtually unchanged with
a significantly lower packet delivery ratio. Ovierthe MC-DCF protocols had the

highest packet delivery ratio of all three prot@cover multiple channels.
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Figure 4-8: Impact of Multi-Channels on Packet Delery Ratio

The MC-DCF protocol yielded the highest packet\agly ratio of the three protocols,
however, MMSN performed slightly better than MC-D@¥Frelation to channel access
delay and aggregate throughput. However, MC-DCH wiitperform MMSN in the

802.11 network, should both protocols operate withe data rates ranging from 2Mbps
up to 54Mbps of the 802.11 networks. MMSN usesallspacket size of 30-50 bytes,

which contributed to the slightly better performanc

4.5.2.2 Performance Analysis: 802.11DCF and MC-DCF1-3 Channels)

Figures 4-9, 4-10 and 4-11 analysed the performan@&©02.11 DCF against MC-DCF
using one, two and three channels. This compa&ra@rformance was measured within

context of the three mention metrics using the GRBRx streams.

Figure 4-9 shows a comparison between the 802.1R jrGtocol and the proposed MC-
DCF protocol. In this analysis the channel accedaydof CBR data stream on each
protocol is measured. In this scenario MC-DCF dheee channels recorded the lowest
level of channel access delay even as the CBRnstieareased. Conversely when

transmitting over one channel the MC-DCF protoeairded the highest level of channel
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access delay which is similar in performance to 832.11 DCF protocol — which is

designed to operate over a single channel.
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Figure 4-9: Impact of CBR Streams on Channel Acced3elay

Increasing the CBR stream using a single chanmabdstrate that 802.11 DCF and MC-
DCF with one channel become saturated from bacloffgand buffer overflow.

However, having multiple channels resulted in reidmcof channel access delay.

Figure 4-10 shows that the delivery ratio whendlokannels are used have more packets
delivered compared to one and two channels. Hawimg channel as can be seen in
802.11 DCF and MC-DCF (1 Ch) resulted in constaedrddation as the CBR stream
increases. This degradation resulted in constackimg off where nodes are contending

for the same channel which gave rise to more pdokst
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Figure 4-10: Impact of CBR Stream on Packet Deliver Ratio

In Figure 4-11, a similar trend is seen where MCFDwith 3 channels has a better

aggregate throughput, where more data are deliveréue receiving node. This showed

that with the modification to the backoff algorithmodes have options to switch channels.

If this procedure remained while using a singlencieh, backing off becomes more
frequent as the threshold is reached much quisk€rDCF with single channel performs
worse with having more unsuccessful attempts vats Idata delivered to the receiving
node. In using a single channel the original 80 DCF performed better than the MC-
DCF single channel.
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Figure 4-11: Impact of CBR Streams on Aggregate MAQ hroughput
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4.5.2.3 Performance Analysis: Impact of Node Dengiton 802.11DCF and MC-DCF
(1-3 Channels)

Figures 4-12, 4-13 and 4-14 analysed the impactode density on the performance of
802.11DCF, and MC-DCF using one, two, and thre@icls - by varying the number of
nodes. This comparative performance was measuredinwcontext of the three
mentioned metrics by varying the number of nodesdisgg CBR streams every 2
seconds. MC-DCF performed better when nodes havehd@nels to transmit on

simultaneously.

Figure 4-12 shows 802.11 DCF and MC-DCF experiertbedhighest delays as more
nodes transmit more packets and the network becdemser. When two or more
channels are transmitting there is a relative imgneent in delay. The MC-DCF with
three channels recorded the lowest level of chaaocetss delays as the node density of

the network increases.
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Figure 4-12: Impact of Node Density on Channel Acas Delay

In Figures 4-13 and 4-14 the packet delivery radimd the aggregate throughput
respectively show a comparatively better perforreamtien two or more channels are
used. Although there is a comparatively bettefgoerance over two or more channels;
as the number of nodes transmitting packets throtilgh network increases, the
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performance of the network correspondingly degradibss is not unusual as nodes will
be switching channels, backing off and enteringtvetate which is the norm in a

contention based network.
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Figure 4-13: Impact of Node Density on Packet Delery Ratio

In Figure 4-13, the MC-DCF with three channels geel the highest level of packet
delivery ratio. However, as the density of the re&vincreased, packet delivery ratio
progressively declined — as was evident of all gools in this simulating scenario. The
single channel protocols [802.11 DCF and MC-DCF h}1Gecorded the lowest and
fastest declining packet delivery ratios of all tpamls tested. An average of
approximately 2.1% degradation of packet delivetyoroccurred compared with a total

of 97% delivery ratio for 3 channels.
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Figure 4-14: Impact of Node Density on Aggregate M& Throughput

In Figure 4-14 MC-DCF with three channels recordled highest level of aggregate
MAC throughput, of all the tested protocols eventlas node density of the network
increased. Similar to the packet delivery ratiof@enance, mentioned above, the
802.11DCF and MC-DCF (Ch1l), recorded declines irfigp@mance as the density of the
network increases. In addition all protocols reeorddeclines in aggregate MAC
throughput as the density of the network increa3ése aggregate throughput as a

function of the offered load for 3 channels showedtiroughput decrease of 14%.

4.5.2.4 Performance Analysis: Sink Node with SinglRadio

Figure 4-15 shows a sink node with a single radibching between channels in order to
receive data from more than one source nodes. @hawitching performance was
observed at the sink by varying the number of somades the sink received data from.
Access delay and packet delivery ratio was measatrtdte sink node.
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Sink
With single radio

Figure 4-15 Sink node with single radio doing channel switchrig

Figures 4-16 and 47, examined thperformance of the sink nodeceiving data directl
from source nodewithin its range that are sending data tcreceived From observatior
the more sources delivering to the sink the mdelays encounterednd the packet
delivery ratio decreases incarrespondin manner. This is due to the sink node havin
be constantly switching between channels in ordereteive data, which incur seve
switching delayn addition tcthe time taken to accept data before switching findings
indicated that 802.11 DCF and I-DCF with a single channel gave a better performi
than the multehannel protocols. This is due to the fact thatdimk node is operating
a single channemode with no extra overhead and switching delaguaing wher
receiving data.

The aggregatehroughput degradation that has been observedewiqus simulatior
within two or more channels can be accounted for mainly asitile node where seve
delay has been encounterddhis results in drop packets. More work will dane in this
area in order to improve delivery of packets frdra source to the sink inmulti-channel

environment.
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In Figure 4-16 as the number of source nodes witlmige of the sink increases, the level
of access delay at the sink correspondingly ine®aghis degradation of performance
holds consistently for all protocols - single or Imwchannels. The single channel
protocols (802.11 and MC-DCF(Chl), however, outmenied the multi-channel

protocols at the sink, due to the fact that thé siade is operating in a single channel

mode with no extra overhead and switching delayiooty when receiving data.
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Figure 4-16: Impact of Source Node Density on AccePelay at the Sink

In Figure 4-17 all protocols recorded decliningdisvof packet delivery ratio at the sink
as the number of source nodes within range of isicleased. The highest rate of decline

was evident in the protocols with at two or morarutels.
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Figure 4-17: Impact of Source Node Density on Pack®elivery Ratio at the Sink
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4.5.3. Performance Analysis of 802.11a/b/g Networks

Simulations were conducted to analyse the signahgth with different data rate over the
802.11a/b/g networks. The same metrics were usezksa delay, delivery ratio and
aggregate throughput to analyse the performandes p&rformance among the networks
will aid in determining the range, data rate andfgmable 802.11 networks to operate
WSN. The above simulations indicated that WSN oparate in 802.11 networks for

sensor surveillance system with continuous stregm@ta which is not densely deployed.
Nodes will always be static and powered and as suetdepletion of battery life is not

considered.

In the simulation scenarios, for analysing the qenance of 802.11a/b/g networks:
sensor nodes were placed in a 1000x1000m2 areaadie range and radio bandwidth
with each scenario in order to determine suitaijead strength when operating in the
802.11 network for WSN. The number of nodes wa@ &fAd the number of non-

overlapping channels was 4 - using the UK 2.40824GHz frequency band. The
proposed MC-DCF MAC protocol was configured to @perwith the 802.11a/b/g

network for channel assignment and switching théiomannel to analyse the impact on
802.11a/b/g and the radio range.

4.5.3.1 Packet Delay Analysis: 802.11a/b/g Networks

The experiment results in Figures 4-18 and 4-19vshthe delay that occurred when
transmitting 2Mbps over 50m and 100m ranges forBD#b/g. In Figure 4-18 nodes are
placed at 50m intervals with data transmitting atate of 2Mbps. In this simulation,
delays declined over all three networks as the rauwnalb channels increased. The most
significant decrease in delays occurred when tbhemnels were transmitting. When the
distance between nodes were increased from 50rtim XYange — depicted in Figure 4-
19 - access delays increased dramatically for laleet networks, as compared to
performance at the 50m node ranges. The incrieadelay that is experienced by all
networks indicates that 100m range among nodestsaauveak signal, which makes it
difficult for transmission and as such degradatbthe networks.
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Figure 4-19: Delay at 50m range and data rate at 2bps
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Figure 4-18: Delay at 100m range and data rate at\2bps

Figures 4-20 and 4-24how the delay that occurs when simulating at 108viijer 50m

and 100m node intervals. At the 50m range the lovesel of delays occurred, contrary

to the pattern in performance experienced at tf@mléange where degradation of the

networks is much higher. However, 802.11a also shaw improvement in delay, this

indicates that 802.11a operates better at 6Mbpsahode but 802.11b/g gives a better

performance which shows that if signal quality bees an issue 802.11b/g can scale

back to lower transfer data rate.
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Figure 4-22: Delay at 50m range and data rate at Mbps.

Figure 4-21: Delay at 100m range and data rate atOMbps.
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Figure 4-20 shows that a higher level of delay omxliin 802.11a network compared to
802.11b/g. When the range is increased from 50rh0@m, increases in packet delay
occurred among the tested networks - 802.11a/b/gith 802.11a experiencing the
highest delay. The high delay experienced by 8G2r&%ulted from it not being backward
compatible to 802.11b; in addition to the fact thiatvas designed to operate at a
minimum data rate of 6Mbps. Therefore operatinghvdt data rate of 2Mbps causes

possible frequent dropped connections and degoadafiservice.

Figures 4-22 and 4-23 show the delay that occuatesiMbps. Both 802.11a/g show a
better performance than 802.11b, which seems nshaav any improvement during the
simulation over all the channels. This clearlywbd that 802.11b cannot operate with
data rate higher than 11Mbps. Also from the simotatesults the data rate does not
make a positive impact regarding operating at 1@@nge. At 100m range the networks

experience high delay which degrades the systenifisantly.
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Figure 4-23: Delay at 50m range and data rate at 34bps .
9 Y 9 P Figure 4-24: Delay at 100m range and data rate at4®1bps

Throughout the group of simulations, the impact delay over different range and

channels show that a better performance is achiavéte 50m range to that at the 100m
range in delays. Also when 2 or more non-overlagnaels within the 2.4 frequency

band are used, there are even better performanhesvad, evident in Figures 4-18, 4-20
and 4-22.
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4.5.3.2 Aggregate Throughput Analysis: 802.11a/bMdetworks

The performance results on the aggregate througimeushown below. The results have
been simulated over the 50m and the 100m range diftbrent data rates, 2, 10 and
54Mbps for 802.11a/b/g on 4 non-overlapping chan&he results show a similar
pattern where the 50m range results in better paence having more data delivered at
the receiving nodes. Figures 4-24 and 4-25 show 802.11a performed worse at a

2Mbps data rate.

25 0.9
——3802.11a
@ @ 08 ——802.11a
e, -8-802.11b B o7
S =" —£-802.11b
= ——802.11g 8
H g 06 ——802.11g
o 15 =
3 3 05
< s
o 0 04
g 1 s
=
Q L 03
[ S
jo2]
@ o 0.2
‘g 0.5 = 2
< < 01
0 0
1 3 4 ' 2Number of Channels3 N
Number of Channels
Figure 4-25: Aggregate throughput: 50m range and da rate of 2Mbps Figure 4-26: Aggregate throughput: 100m range and ata rate of 2Mbps

Figure 4-26 shows that all network performanceQillips have slight variations with a
maximum throughput of 8.8Mbps when operating oveiod-overlapping channels. The
results showed that with streaming data every @rscwith more than 1 channel at data
rate of 10Mbps with the option to switch channel geeld a high performance among all
the networks. Figure 4-27 shows significant netwdelgradation when operating at the

100m range with aggregate throughput within thegeaof 0.1 to 1.75Mbps.
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Figures 4-28 and 4-29 with data rate of 54Mbps802 11a/g networks outperformed the
802.11b which showed no performance change wheratige is increased from 50m to
100m; again this is due to the maximum data rateldMbps for 802.11b.
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4.5.3.3 Packet Delivery Analysis: 802.11a/b/g Netvks

The packet delivery ratio results are shown belowigures 4-30 to 4-35 as a function of
the number of 4 overlapping channels. Performanas measured at 50m and 100m
intervals while the data rate varied from 2Mbp$H4Mbps. In Figure 4-30, while there

was an increase in packet delivery for the 802d.hatworks as the number of channels
increase, there was virtually zero percent (0%ivdgf rates for 802.11a — which does
not perform well under 6Mbps. This performance nem@a virtually similar over all three

networks when the node range was increased fromté@0m, as depicted in Figure 4-

31.
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Figure 4-32: Delivery ratio at 50m range and data ate of 2Mbps Figure 4-31: Delivery ratio at 100m range and dataate of 2Mbps.

Figures 4-32 and 4-33 all networks delivered alnsastilar number of packets ranging
between 20-87% delivery rates, except for the 82vthich showed virtually no packets
being delivered. Significantly lower percentagespatket delivery ratio was evident as
the node range increased from 50m to 100m, althahghe was an upward trend in

packet delivery over the four channels in that acen
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Figures 4-34 and 4-35 showed that the 802.11b elglirate was significantly below 10%
at 54Mbps. This is owing to the fact that 802.1Hs la maximum raw data rate of 11

Mbps. All networks performed poorly under 50% dety rate when operating at 100m
range at 2, 10 and 54 Mbps data rate as can berséen 4-31, 4-33 and 4-35.
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The results are similar to that of the aggregateuthput, in that, the more channels

utilised for transmission, the more packets aréveedd. The most packets are delivered

at the range interval of 50m, and data rate of 1084b
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This clearly showed that contention based netwoedfopm poorly when the
communication range exceeds 50m. Moreover, thetiaddl overhead experienced
during channel switching along with the distanaegeaffect the performance. There are
factors that can influence the data delivery penomce in wireless network with no
exception to WSNs including the environment, nekopology, and traffic patterns- the
precise impacts of these could be examined in @rduivork. In addition the 2.4GHz
frequency band is already overcrowded with acasitf other networks sharing the same
unlicensed band. WSN gives a better performancghaitt range and with continuous
streaming data long range transmission may expmriemany of the mentioned factors
which result in poor performance and as such l@amge transmission not recommended
for WSN.

4.6 Conclusions

In this chapter, the proposed MC-DCF that is a b#cklgorithm for multi-channel
access based on the 802.11 DCF protocols was egdmiihis algorithm allows node to
have access to multiple non-overlapping channelsadnessing channels dynamically
through channel switching after a set threshold b@sn met. During the MC-DCF
design, the need for multi-channel assignment inNVW&as analysed and discussed,
where the future sensor surveillance system witbasting data may find it difficult to
operate in 802.15.4 network due to congestion ef itiost frequently used 2.4GHz
frequency band. The results from the simulatiosults proved futile for future
development in this area for 802.11 networks. I whserved that better performance is
achieved when using MC-DCF in analysing the impdc#®VSN in the 802.11 network.
MC-DCF was further tested in 802.11a/b/g netwotkdifferent distance and rates. It was
observed that at the 50m range with 10Mbps all agtyerformed well. Overall 802.11g
performed well with all data rate and this is bessait has the additional legacy for

backward compatibility with 802.11b, up to 80% detiy rate was obtained.

Overall, MC-DCF exhibited prominent ability to u¢é multi-channel transmission for
the future with 802.11 for wireless sensor suraeite system that is low-cost, reliable,

easy to manage, easy to deploy and can process dada for automated real-time alerts.
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Researchers will be able to achieve the goal aj term, independent operation of sensor

network deployments under this constraint.
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Chapter 5

Multi-channel Multi-radio using 802.11 based Media
Access for Sink Nodes in Wireless Sensor Networks

5.1 Overview

The next generation surveillance and multimediaesys will become increasingly
deployed as wireless sensor networks in order toitmoparks, public places and for
business applications. The convergence of datateladommunication over IP based
networks has paved the way for wireless networkactons become more intertwined
by the compelling force of innovation and techngldgor example many closed-circuit
TV premises surveillance systems now rely imagelsdata over IP networks instead of
standalone video circuits.

These systems will increase their reliability ire future on wireless networks and on
IEEE 802.11 networks. However due to limited neestapping channels, delay and
congestion there will be problems at the sink no@lee necessary steps are provided to
verify the feasibility of round robin technique these networks at the sink node by
using the technique to regulate multichannel nmaltiio (MCMR) assignment.
Demonstration through simulations that dynamic dehmassignment scheme using the
multi-radio, multichannel at sink nodes can perfaribse to optimal on the average
while multiple sink node assignment also perfornetl. wThe methods proposed in this
chanpter can be a valuable tool for network desgyireplanning network deployment

and for optimising different performance objectives

5.2 Introduction

Wireless sensor networks are renowned for havingtdd transmission ranges and
organise themselves in an ad hoc fashion. Whenlessesensor cannot reach the

receiver directly it relies on other sensor nodesetay data between them. They are
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assumed to have constrained energy sources betaysely on batteries which can or
cannot be replaced. Wireless sensor networks doofsiarge number of sensors [1,3-
6,86] each are equipped with the capability of sgnshe physical environment, data
processing and communicating wirelessly with ogersors. The number of nodes in a
sensor network is significantly larger than oth@eless networks; the difference can be
of several orders of magnitude. Sensors are ysl@ahN-cost devices with severe
constraints with respect to energy source, powsnputation capabilities and memory.
Sensors are usually densely deployed and the piibpadf failure is usually much
higher. The sensors are usually stationary rdtrear constantly moving, however the
topology can still change frequently due to nodkefe.

The previous chapter and works [87-88] studied ichidinnel communication based on
the 802.11 DCF over a single radio for wirelessseemetworks in order to improve its
communication performance on throughput, end-togeldy and channel access delay.
The proposed backoff algorithm, MC-DCF allows nealdave access to multiple non-
overlapping channels by accessing channels dyn#yitaough channel switching
after a set threshold has been met. These works fog high data rate streaming that
would be considered for sensor surveillance systeat would be deployed for
organisation, parks, and vehicular traffic not femote monitoring. For this reason
static nodes that are always powered were considaene as such the depletion of
battery life was not considered. In the previousptlr MC-DCF performance analysed
the non-overlapping channels on the mentioned magainst other protocols, it studied
the impact of the number of non-over-lapping chaiméhe 2.4 frequency band of the
802.11 network, analysed the density of the netweramined the effect of the sink
node receiving data directly from sources withgrrange and finally the a performance
analysis of 802.11a/b/g was done. It was observadMC-DCF had encountered poor
performance when receiving data at the sink nodetdua single radio that had to be
constantly switching channels and as such more weekded to be done in this area to
improve the performance at the sink. Also it wasesbed that at 50m range with
10Mbps all network performed well. In this chaptiee focus is on improving the
severe degradation that resulted at the sink naod the relationship between

communication links from a graph based approacis; dpproach has been formally
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modelled by researchers and the following will basidered to improve the MC-DCF
model:

* Multiple sinks with single radio

» Single sink with multiple radios

» Single sink with multi-radios in a round robin fasmh

* Multiple sink with multi-radios

These solutions improve contention, limited bandiwighd interference which are some
of the barriers preventing successful deliveryan§&é amount of data. The multichannel
MAC protocol designed to provide high throughpud dngh delivery ratio during high

rate traffic in the IEEE 802.11 network that norilypalse as Access Points (APs) or at
cluster heads in sensor networks. WSN in our studses constant bit rate (CBR) for
streaming data that mimics surveillance and mullimesensor network data that is
foresee to pose significant problem operating ialBnnetwork such as IEEE 802.15.4
and when IEEE 802.11n becomes popular in the fuexploring the best possible use
is a challenging problem, but the future of WSNaeeseen to be used on hand held
devices such as mobile phones to sense and in@m@ohd environment for safety of

individual travelling in areas such as parks andboesome areas that trigger alerts to

security personnel.

A number of works has been devoted to the problefreensor networks but not for
high data rate for 802.11 networks as in the previohapter. This work looked at
topology control [89-90], power management [44,@hlergy aware and optimal routing
[92-101]. Recent focus has shown concentration uitichannel assignment [58,75-
82,84,100,102]. Multichannel communication is dficient method to eliminate
interference and contention on wireless mediumriabkng parallel transmissions over
different frequency channels. Most work on multichal focus on:

» Static approach where each interface is fixed peemtdy or for a long period

of time on a channel.
* Dynamic approach, which allows interfaces to swittlannel from time to

time to exploit the maximum channel diversity.
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* Hybrid approach, where a fix interface on a chariselised for package
control and exchange. The other interfaces arel @seswitch among
remaining channels for data transmission. Othberibdyapproaches consist of
two parts; one part handles MAC issues and thensepart is a distributed

assignment algorithm.

The rest of this chapter is organised as relatetkwsystem model and problem

formulation, simulation results and discussionsl, dimally conclusion and future work.

5.3 Related Work

The multichannel multi-radio approach in IEEE 802Hased wireless networks has
been widely studied by a number of researcherscandbe categorised as centralised
and distributed approaches. The centralised approas been further categorised as:

* Flow based

* Graph based

* Partition based

A centralised flow based approach presented in7f5803-104] proposes a centralised
joint channel assignment and multi-path routingoatgm. The channel assignment
algorithm first considers high load edges. Theirmualgorithm uses both shortest path
routing and randomised multi-path routing whiclaiset of paths used between any pair
of communicating nodes. The joint channel assignmamd multi-path routing
algorithm proceeds in an iterative fashion. Howewdeir algorithm is based on
heuristics and the worst performance bound on @fopmance is not known. In
addition to their scheme no guarantees on faircation of bandwidth is provided.
However, simulation study shows that by deployust 2 NICs per node, it is possible
to achieve a factor of up to 8 times improvementthe overall network goodput, when
it is compared with the conventional single-NIC-pede on wireless ad hoc networks.
This is inherently limited to one single radio chah In [74] they assumed that there is
no system or hardware support to allow a radiorfate to switch channels on a per-
packet basis. They also assumed a radio interfaaapable of switching channels
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rapidly and is supported by system software. Tleealuation demonstrates that our
algorithm can effectively exploit the increased fwemof channels and radios, and
performs much better than the theoretical worse dasunds. Kodialam et al [103]
define a standard multi-commodity flow problem oiMe&-MR network; they assume
that the traffic demand for different source destion pairs is given in the form of a
rate vector. In their algorithms, it is not clehitiis possible to jointly optimise routing,

link channel assignment and scheduling in a disteith manner.

A centralised, graph based approach has been mopo$56-57,105], where links and
nodes are considered as edges and vertices oph grspectively in formulating radio
and channel assignment by assigning edges to eerti€he limitation of these methods
is that it is very difficult to capture network kbanformation with a graph model.
Network flow based centralised approaches can bedfon [58,74] and [103], where
multi-radio multichannel is modeled based on nekwdilows to overcome the
limitations associated with graph based approachesse approaches are not realistic
as constant traffic sources are assumed all the wirle network traffic can be bursty
in nature. Mahesh et al [105] have considered tranigel assignment, radio-channel
mapping problem in multi-radio wireless mesh nekgorThey have argued that a
traffic-independent channel assignment that prev@eonnected and low interference
topology can serve as a basis for dynamic, efftcagrd flexible utilisation of available
channels and radios. In [78] a simple approachdtvess this issue is common channel
assignment (CCA) which assumes that radio intesfateach node are assigned to the
same set of channels. This leads to inefficiennobhutilisation in the typical case
where number of interfaces per node is fewer rgdatb the number of channels.
Another graph based approach studied in [57] oneatensive evaluation via
simulations shows that multi-radio scenarios, gefierformance gains in excess of
40% compared to a static assignment of channeld.0B)], authors have addressed co-
existence of heterogeneous interfaces and intradacadio based novel graph model

which captures the heterogeneity of interfaces.

A patrtition approach [107] designs a new algoritimat takes advantage of the inherent
multi-radio capability of Wireless Mesh Networks #Ms). They partition a network

in a manner that not only expands the capacityoregof sub-networks but also allows
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distributed algorithms to achieve the capacity orgi However, they will need to
allow dynamic channel allocation that will requihee channel allocation algorithms for

online and distributed operation.

A distributed gateway for multi-radio multichanregbproach has been developed by
[13] and [14] where mesh gateways are consideresinksand source of data. These
approaches consider the coexistence of more thanraxiio interfaces of the same
homogenous standard on a mesh router and use ameone available orthogonal
channel. In [106], authors have addressed co-&xistef heterogeneous interfaces and
introduced a radio based novel graph model whicbtucas the heterogeneity of
interfaces. They have also formulated scheduliogtimg and channel assignment as an
optimisation problem. Their results show improvemen network capacity while
preserving node level fairness. In [108] the gimetwork consists of a set of stationary
wireless routers where some of them also act aswvggs to the Internet. They assume
that the paths between the routers and the gatehays been pre-determined, for
example, the neighbor-to-interface binding mechanis [13] which can be used to
determine the paths and the logical topology of ttework. In their work the
implementation can either be centralised or distatd. For distributed implementation,
each node is responsible for assigning the optohahnels to some links. One of the
distinct advantages of this algorithm is that its e ability to assign the non-
overlapping channels and also the partially oveuilagp channels. This allows the IEEE
802.11 frequency band to be fully utilised.

5.4 Problem formulation

The problem of designing an efficient and distrdglitalgorithm was studied to
overcome the severe degradation at the sink nod® whing single radio to switch to
multiple channels. The aim is to achieve betterfopmance in terms of delay,
throughput and packet delivery ratio. In the poegi works [87-88] the single radio
switches nodes to receive data from other sendaugs on different channels. The
results obtained at the sink from the sending nd@e® been observed that MC-DCF
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performs very poorly. Source nodes close to timk suffer from severe delay in

delivering packets to the sink. This was as altregumore than one channel delivering
packet to sink node which operate on a single radieere switching between channel
has caused build up of congestion in that a batkrhas been created. The problem

will be addressed at the sink node in the followivays:

5.4.1 Multiple sink nodes

The number of sink nodes will increase to collesttadrom receiving nodes. The sink
nodes will equip with a single radio and will bejuéged to do channel switching in the
same manner as in [87-88]. The advantage is thdai@ from senders will be received
by more sink nodes located in strategic positiohisTwill eliminate the burden

encounter by a single sink node.
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Figure 5-1: Design overview for Multi-channel Multi-radio

Multiple radio interfaces will be assigned in thaeksnode to receive data from each
non-overlapping channel. Each radio is assignealdbannel from each sending nodes.
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This will eliminate channel switching to all senginodes by a single radio interface.
Figure 5-1 shows modification at the MAC of thestixig MACs protocol stack [73]
this incorporate multiple radios, a new componsrddded to define the radio and radio
number is set in the TCL script of the NS2. A rfeakd is also created in the MAC into
the packet header to index the channel object.s Tblps to achieve conflict free or
reduce interference among neighbouring nodes. edloce communication interference
nodes within communication range sense the netandkconduct channel switching as
illustrate in [87-88] and in chapter 4.

It was taken into consideration that it is not picat to have same number of radio and
same number of channels at all time. The pradlycad it depends on the network size.

A medium to large network may have more nodes sgndiata to the sink.

By taking advantage of physical characteristicsthe radio environment, the same
channel can be reused by two or more nodes providadthe nodes are spaced
sufficiently. To avoid co-channel interference rmrerlapping channels have been
used. Since nodes are aware of all the channetsadtup and are able to switch
channels based on a set criterion in [87-88], thaer sending packets to the sink are set
to operate on a particular channel. All nodespdaee where they are in reach of the
sink but separated by enough gaps between sendidgsn The reason for such
arrangement is to ensure radio interface switchigtgveen nodes on same channel will
avoid co-channel interference.

Formally, channel assignments problems have beelelled as:

e Graph based [109-110] where the vertices V cormdpo nodes and edges
correspond to pairs of stations whose transmisaieas intersect.

* Ring based [110] is considered as a form of vestogre the ring is a sequence
of n vertices.

* Grid based [110] is considered a form of vectoresent tessellations of a plane
with regular polygon, where the grid has row (rflaolumn (c) indexed from
top to bottom and from left to right. The grid bds@an be classified as:

0 Bi-dimensional
o Cellular
o honeycomb
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* Tree based [110] a unidirected graph T= (V, E) idre®e tree when it is
connected and has exactly |V|-1 edges.
These assignment techniques all used various wectwouring problems which are
based on arithmetic progressions to solve the eHassignment problems.

5.4.2 Multi-Radio Switching

The WSN considered in [87-88] has been formed aticshodes and a sink node. The
multichannel assignment will be presented into tmays. One way, each sink node is
equipped with a single radio and can switch chantteteceive data packets. The other
way, sink node is equipped with multiple radio rfdees and has a distinct channel
assign to each radio. However the transmittingesotb sink remain on the same
channel and not allowed to switch channel duriaggmission. In case of any changes
or failure of any node or radio interface shoul@wt¢ the sink node will update itself

about the changes.

Multichannel Multi-Radio (MCMR) problem can be mdldd as an undirected graph
where vertices denoting radios comprise the wiselestwork and a set of unidirected
edges between vertices representing node link. r@tienale is to prevent nodes on
same channel to attempt to send to the same ratlidace. Nodes are numbered to
prevent conflicts. Transmission take place intdrase on number. Unidirected graph

modelling [108] has been used to model channegjas®gnt in wireless network.
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Figure 5-2: Sink Node with 3 Radios Receiving frond Transmitting Nodes on
3 non-overlapping channels (g C,, Cy)

Consider a graph G = (V, E) where V is the set méless radios at the sink and L is the
set of communication links between radios and trattsig nodes. For example, there
are three radio interfaces at the sink node astitited in fig. 5-2 R, each radio
interface is correspond to one or more edge noggsbhit only one link can be active at
any given time. The broken line represents thetima link and only becomes active
when the associate radio switches to the activaradiaf that node. Each transmitting
node is assign to a channel and each radio onlglswo a node on the same channel. A
radio can receive data packet from more than ode o same channel. The radio link
derives as: R< Ny, where x and n is the node and channel numberecésply.
Consequently, only three links in fig. 5-2 can livee simultaneously, if D, E, F
attempt to transmit when A, B, C is transmittingertha radio link conflict graph
colouring problem has occurred. To avoid a confiicaph colouring problem from
occurring each Edge (E) that connected to a Vdigxs assign a different colour. In
the case where there are two E connected to eathey,are given colours True and
False, this means that all the True can be tratesingt the same time and all the false
become inactive. The colour false becomes activermthe radio link switches to the
inactive edge.

124



Chapter 5: Multi-channel Multi-radio using 802.14skd Media Access for Sink Nodes
in WSNs

Algorithm 1: Relationship between two communicatia links using G = (V, E).

G represents a graph, while V represents VertexzaBdge(s).

» For this algorithm V is a single Vertex while E daam 2 or greater (E 2).

e The equation G = (V, E) can therefore be replacedsb= (V, E), where the

subscript ‘I’ represents the variable for the numifeEdges available.

The graph methodology is used to express the sakttip between two communication
links (represented by E in the equation) sendinta da a single radio receiver
(represented by V in the equation) non-simultanlgoukherefore at no time should
both communication links be active to the commoneneer/radio interface. The
algorithm shown below represents a system usingdomvomunication links or edges.
The objective is to ensure that only one commurandink is active at any one time.

The algorithm is laid out in a semi programminghiat.

Integer E1; /*E one of E*/

Integer E2; /*E two of E*/

Integer Communication_Link_Active Status;
Integer Communication_Active _Link;
Integer Active;

1. Start Program;

2. POLLING_TX _ACTIVE_STATUS: /*Program location*/
3. Poll (Communication_Link_Active_Status);

4. Active=1

5. If (Communication_Link_Active_Status == Active);
6. {

7. Goto (ACTIVE_TX_SELECT);

8. }

9. Else

10. {

11. Goto (POLLING_TX ACTIVE_STATUS);

12. }

13. ACTIVE_TX_SELECT: /*Program location*/

14. While (Communication_Link_Active_Status == Active);
15. {

16.  Poll (Communication_Link_Active);

17. If (Communication_Link_Active >0);

18. {

19. if (Communication_Link_Active == 1);
20. {

21. Print (“Edge 1 is the active link.”);

22. }

23. If (Communication_Link_Active == 2);
24, {

25. Print (“Edge 2 is the active link.”);
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26. }

27. If (Communication_Link_Active > 2);

28. {

29. E_Greater_Than_Two = Communication_Link_Active;
30. Print ("Edge %i is the active link.\n ", E_Greater_Than_Two);
31. }

32. }

33. Else

34, {

35. Print (“Error! Not active communication link found.\n”);

36. Goto (END_PROGRAM);

37. }

38. }

39. Goto (POLLING_TX ACTIVE_STATUS);
40. END_PROGRAM: /*Program location*/
41. End Program;

Keys:
Goto = Jump to program location (Location Name)

Poll = Check the status flag (Status Flag Name)

The unidirectional links considered between thé& siade and the transmitting nodes.
Each source node is equipped with a single radtchbs access to multiple channels.
The sink node which represents the server is egdippith a set of receiving radio
interfaces. The ability for success transmissionveen sender and receiver within the
wireless range is denoted by a set of logical lipkwith C channels available. A
binary vector define asly the number of links to a channel;G the number of
channels as follows:

1, if I*" link uses the n** channel
0, Otherwise (5.1

Forn=1,.C|=1,..,L

L(l—l)C +n= {

Since only one channel can be assigned to eachalofjnk [, between the lists of
elementsL_1)C + 1,Ly_1)C + 2 ..., Lic, only one of them is equal to 1 and the rest are
equal to 0. Therefore, the following equality coastts:
Li-pC+1++Lo_pC+n=1vi=1..,L (5.2)
= AL =1
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The dimension of the matrix A depends on the linklze same channel which uses the
same radio interface. The active link is alwaysad¢o 1 and O otherwise. Therefore for

each row in matrix A one of the entry is equal tantl O otherwise.

The second constraint is imposed by the sink iate$. The sink interfaces is the
solution of interface to node binding problem. Toastraint requires some links from
a given node to use the same channel and radid.ighi& two links, y and z from a
given node are assigned to use the same radiothbsa two links need to be assigned
to the same channel. This can be expressed as:
Ly_-nC+n= L_nC+n, Vn=1..,C (5.3)
=>BV=0

For each row in matrix B, two of the entries are@ado 1 and -1 respectively, and all
other entries are equal to 0. The dimension oeBedds on the number of link pairs
that share a common radio interface. The vectomitieh in (1) and the equality
constraints in (2) and (3), together form the failog non-empty feasible set.
o ={L:1 €{01} NAL=1 NnBL=0} (5.4)
Any of ¢ represent one feasible link assignment to a riadoface on same

channel allocation.

Let’s consider any two arbitrary links d and e, dimeir associate elements in vector V.
Two C x 1 vectors have been defined as follows:

T
Va= [L@-1)C +1Lig-1yC + 2 ... LyC]

T
Vo = [Lie-1)C + 1 Le—1)C + 2 ... LC] (5.5)

Rixi define as the radio matrix at the sink. The elenRap € [0, 1] represents the radio
interface portion between nodes A and D to switohttte same channel,CR is a
symmetric matrix and its diagonal elements all étd. If node A and D are assigned
to links d and e respectively, then

ViR Ve =14p (5.6)
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For example, using the three non-overlapping chianme C = 3. R becomes a 3 x 3
unitary matrix. If two arbitrary links d and e aassigned the same channel, then

VIRV, = 1. otherwise, the product will equal to zero.

5.5 Simulation Results and Discussions

The simulations will be using the design model lohmter 4 and the work in [87-88],
where the original 802.11 DCF was modified to desag improved contention based
MC-DCF protocol to perform channel switching in aultithannel single radio

environment. This environment was improved upothatsink node, where previously
it was observed that channel switching among nbges single radio at the sink node
causes severe degradation. This resulted in higkepalelay and delivery ratio. The
performance was analysed at the sink of the MC-pfoocol by simulations with NS2

[18]. The 802.11 radio model of the NS2 used; thizdel has different topology and

traffic generator.

Different simulation scenarios have been studiedomtng to three different
performance metrics: aggregate throughput, delivatip and access delay. The sensor
nodes randomly placed in a 1000x1000m2 areas. abl® mange is set to 50m,
simulations run for 500s in each scenario and #uor bandwidth 10Mbps. These
settings have been maintained from chapter 4 amevttk in [87-88] where it was also
observed that MC-DCF performed well within the nme@méd range and rate in
comparison to other ranges and rates. The nunfbeodes is 100. The numbers of
channels used are three non-overlapping of the IBEE11 that was used in our
previous work [87-88] and which are used to compessult and measure the
performance improvement. Since the spectral maslk oefines power output
restrictions up to £11 MHz from the centre frequete be attenuated by 30 dB. It is
often assumed that the energy of the channel exteadurther than these limits. These
simulations use static nodes to mimic surveillaseasor network with high data rate

streaming that would be deployed for organisatiperks, and vehicular traffic with

128



Chapter 5: Multi-channel Multi-radio using 802.14skd Media Access for Sink Nodes
in WSNs

nodes that are always powered, as such the enerngumption of the nodes are based
on the power output +11 MHz.

With the improvements made at the sink(s) to rexeiata directly from sending nodes
within range the current simulation results hashbs@mpared with the previous results
in [87-88] and chapter 4 to determined the levgb@fformances in percentages, that is
new results minus the previous results dividedhgygdrevious results multiplied by 100
(NR-PR/PR*100). From the formulated solutions andations derived to improve the
degradation at the sink node encountered from tegiqus work the solutions that
obtain better performance will be considered asntlost feasible option for the future
MC-DCF.

5.5.1 Multiple Sinks with Single Radio

In the previous chapter the effect of the sink ireek data from sources within range
that are sending data to be accepted were examifteddas observed that the more
sources sending to the single sink the more deksgys encountered. In this scenario
the number of sink nodes increased to receivefdatasources within the ranges of the
sink nodes. No modification to the MC-DCF protoa@s made except to increase the
number of sinks to three with each having a simgtio and the capability to switch

channels as in the previous chapter. The simuldsist for 500 seconds all nodes send

CBR every 2 seconds.

Figure 5-3 show delay impact with the increaseimk siodes that are receiving data
packets from sending nodes within range. It hanlmbserved that with three channels
there has been a 53% reduction in delay at thessdegkcomparing to the high level of

delay in the previous chapter when only one sintenwas used. In Figure 5-3 with

two channels sending data from sources, there &éas an approximately 32% delay
improvement. Single channel and 802.11 DCF shttke Improvements. This indicates

that single channel performance does not improué wicreasing sink nodes as the
decisions are based on the window size resettiackibg off, wait states and the fact
that all nodes are contending for the same medidbAC-DCF with multiple channel

switching and single radio interfaces can yield eitdy performance when using
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multiple sinks in comparison to single channel arstiows a better performance in the
previous chapter.

0.14
0.12
K2
>
)
@ 0.08
o)
0
2 0.06
3 / —+—MC-DCF (3 ch)
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0.04 =8=MC-DCF{(2<ch)
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0
2 4 6 8 10 12 14 16 18 20
No. of source nodes

Figure 5-3: Delay impact from source nodes using nitiple sinks with single radio interface.

Figure 5-4 shows an improvement of over 41% foe¢hthannels with packet delivery
ratio when the number of sink increases by threeoagpare to single sink node in our
previous work. With two channels sending data ftbesources to the sinks there has
been improvement by over 25% comparing to the pediormance resulted with single
channel. Similarly where the delay with single i@ shows no significant

improvement, packet delivery ratio shows no majgpriovement.
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Figure 5-4: Delivery ratio impact from sources usig multiple sinks with single radio interface

The aggregate throughput in Figure 5-5 of the diveyatem with source nodes sending
to the sinks have shown that with three channeds B®re data have been delivered to
the sink compare to that of single channel. Simglannel in all instances has not
shown any significant improvement with increasirigsiok nodes to receive data from

the source nodes.
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Figure 5-5: Throughput of overall system using mulple sink nodes with single radio interface.

With analysing the impact of MC-DCF with one toglrchannels in comparison with
the original 802.11 DCF, it was observed that iasmeg the number of sink nodes

result in an improvement when two or three chanastsused. There was little or no
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improvement using a single channel or the origdtd.11 DCF which only operates on
a single channel. The reason for this improvenenhat each sink has less data to
receive from the senders. The same amount of slatalated in previous work was

going to a single sink node. The improvement pdotheat increasing the sink nodes
obtained a better performance as the traffic loasl $plit to be received by more sink
nodes. Therefore channel switching by a singléorhds less data to retrieve therefore
less time is spent to switch between channels fsenders and the queuing of packet

data has been reduced.

5.5.2 Single Sink with Multiple Radios

In the second set of simulations, a single sinkenagkd and increase the number of sink
radio interfaces to three. Figure 5-6 shows sio#tenwith three radio interfaces. Each
interface is assign to a channel and three semtbhdgs assign to each channel to create

a one to one mapping against interface. In thé® ¢ce channel switching is required.

Each sender to the sink remains on said chanr@ighout the simulation. This allows
constant flow between sending node and the ratkoface.
()
&
—Cr

()

Cr Ei ; >
£k
(@]
~ G _ () / @

7 G

- ()
~ —‘C3_'
Sink ~ / @

With multi radio ~

Figure 5-6: Single sink node with multiple radios.

Figure 5-7 shows the impact delay when MC-DCF wsemgle sink with three radio

interfaces to receive packet data which createseat@one mapping in receiving data
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from sending nodes. MC-DCF with single radio frpnevious work had to perform
channel switching to receive data when two or mmoe-overlapping channels are
sending data to the sink. The result in previduspter showed that when two or more
channels were used there was poor performancereteat of this performance is
shown in Figure 5-7, except that only three soumes: assigned to send data to the
three interfaces, where each interface and eacle modssign to one of the non-
overlapping channels. However, when the one-®-@ssignment is used there have

been over 40% successes in improvement for delay.
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0.06 —8—802.11 DCF
0.05 MC-DCF (MCSR)
© 0.04
3
Q
Q 0.03 /./
0.02 .//.//0
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0
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Figure 5-7: Delay impact with multichannel multi-radios communication at sink node.

This outcome indicates that if eliminating radioitsWing between channels and
receives data flowing constantly from senders &or#teiving radio interfaces then the
performance at the sink can be improved. Howevisr wlould not be practical when
network size increases, as one would need to athsiacrease the radio interfaces at
the sink in addition, the limitation of non-overfapg channels would not make it
feasible as there would not be enough non-ovemapghannel to assign to radio

interfaces.

The packet delivery ratio in Figure 5-8 shows samimprovement of approximately

46% for MC-DCF operating with multi-radios when qoaned to MC-DCF operating
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with single radio in our previous work. Each intex¢ on a sending node is assign to
different non-overlapping channels. 802.11 DCFwsdtb little or no improvement as

this protocol only design to operate with singlamhel. As mention before the one-to-
one assignments is not ideal for a large netwoikwasuld not be practical to have each

radio interface assign to a non-overlapping chafinet a sending node.
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Figure 5-8: Delivery ratio impact with multichannel multi-radios communication at sink node.

Figure 5-9 also showed a 53% improvement in thetor@e assignment with 3 non-
overlapping channels for aggregate throughput. Rew&r small parks and building
areas this kind of implementation can be considered
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Figure 5-9: Throughput impact with multichannel multi-radios communication at sink node.

The one to one scenario demonstrated above israotiqal in all instances but will
depend on the size of the network and the numbseermding nodes directly to the sink.
Ideally there will be more nodes sending to thek dimat will create a one-to-many
assignment, where many nodes are sending to the o interface. Sending nodes
can be odd or even in numbers. Some equationseairged to solve these scenarios for

our next simulation.

5.5.3 Single Sink with Multi-Radios: Round Robin Me  thod

The third scenario comprises multiple radios, rpidtichannels with even number of
multiple sending nodes. The equations have thebd#gato simulate odd or even

sending nodes to the sink node. Sending nodesesetequations are referred to as
transmitter and the radio interface as receiverre@resents an uneven transmitter
sending to receiver. As an uneven transmitter &tha capability of sending data to all
receivers by switching channels. To identify Geaxh receiver: G1 represents G when
sending to the first receiver, G2 represents G wdamding to the second receiver and

G3 represents G when sending to the third receiver.
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The equations contain only logical states (actieand inactive (0)) values. When a
node is in its active state its value is equalrie and when it is in an inactive state its
value is equal to zero. For example: R {Txa | Txc, Txe1 = 0}; Where the set R
consist of integefxa such that %c, Txe1 equal to zero. Therefore when receivei R
transmitting toTxa, Txa Value is set to one.xt andTxg1 cannot be transmitting to

receiver (R;) simultaneously as such their values are setro (a@active state).

Figure 5-10 illustrate a radio interface at thekdqireceiver, R1) accepting data from a
node (transmitter, Ja = 1) represented by an unbroken link. Other nddes, Txc1)
being zero are represented by broken links totréis their inactive state.

Receiver

Ry

The=0
Tha =0 e

Figure 5- 10: Radio Interface (R;) Receiving from Node Ka.

The following equations for the simulations haverexpressed in the tables below.

Even Transmitter to Receiver ratio:xx{Rx); Tx = Even Positive Integerx> 4, R« > 2

When there are even senders to the sink node radchinterface share even number of
sending nodes and the radio interface remain oraskegn channel with all nodes get
even turn in transmitting its data to the sink iroand robin fashion which is explained

later in this section. Table 5-2 define the equetio
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The equations contains only logical states; ActiMe non-active (0) values

Senders (k = 6) Receivers (R = 3) Equation

A =(Txa) 1=(R«a) Rx1 ={Txa | Txo=0}

B = (Txs) 2 =(Re) Rx2 ={Txs | Txe = 0}
C = (Txc) 3= (Ra) Rxa = {Txc | Txr = 0}
D = (Txo) 1=(Ra) Rx1 ={Txp | Txa = 0}
E = (Txe) 2=(Re) Rx2 = {Txe | Txs = 0}
F=(Txr) 3 = (Ra) Rxa = {Txr | Txc = 0}

Table 5-1: Equation for even sender to multiple raths at sink node on 3 non-overlapping channels

Uneven Transmitter to Receive ratiox(Rx); Tx = Uneven Positive Integerx® 5,

Rx>2

The equations in Table 5-3 demonstrate when thexeuaeven numbers of sending
nodes to the radio interfaces at the sink node. \Mhere are uneven numbers of
senders only one sender can transmit at a gives anogical state is considered where
the active node sending is equal to one and adirodlenders are set to zero.
equation, 7 senders are defined and the odd semdesigned in a sequential order
where it receive equal opportunity to send in respé which channel it is assign;

however the uneven node has the option to switaenméls but not during its period of

transmission.

Senders (k=7)

Receivers (R = 3)

Equation

A= (Txa) 1=(Ra) Rx1 ={Txa | Txc, Txc1= 0}
B = (Txs) 2=(Re) Rx2 = {Txs | Txe, Txe2 = 0}
C = (Txc) 1=(Ra) Rx1 ={Txc | Txa, Txc1 = 0}
D = (Txp) 3 = (Ra) Rxa = {Txp | Txr, Txas = 0}
E = (Txe) 2=(Re) Rx2 = {Txe | Txe, Txc2 = 0}
F = (Txr) 3= (Ra) Rxa = {Txr | Txp, Txez = 0}
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G = (Txe1 when sending
to 1st receiverTXGZ when
sending to 2nd receiver,
TXG3 when sending to 3rd

receive)

*sequential input to

receivers {1 + 2 + 3}

Rx1 ={Txc1 | Txa, Txc = 0}
Rx2 ={Txcz2 | Txs, Txe = 0}
Rxs ={Txes | Txo, Txe = 0}

N.B. Txc1, Txc2 and ez are switchable

communication link from sender G going to each

the receivers. Therefore sender G has the g

of

ame

number of switchable time period to receivers. When

G switch to a channel, G waits its turn to trans
then has the option to switch to another channel.

Table 5-2: Equation for uneven sender to multiple adios at sink node on 3 non-overlapping

channels

Uneven Transmitter to Receive ratiox(Rx); Tx = Unevengositive Integer, ¥ > 5,

Rx>2

Table 5-4 equations yield the same outcome as Taiebut have been express

differently.

» Firstly, begin with senders to Receiver in a ratio6:3 which represents 2

transmitters to each receiver (2:1).

e Secondly, multiply the output of ODD transmitter the quantity of receivers,

an even system have been created where G is therg&d sending nodes that

can be on any channel, the radio interface at itilewgill sense G and updates

the number of receiver for data acceptance. Howeseis not switch-able to

another channel when data is being sent to theéviexde a cycle.

The equations contain only logical states; actieafidnactive(0) values.

Senders (& =7) | Receivers (R=3) Equation

A = (Txa) 1=(Ra) Rx1 ={Txa | Txc, Txe1= 0}
C = (Txc) 1=(Ra) Rx1 ={Txc | Txa, Txc1= 0}
G = (Txe1) *Sequential time period to receiver|1l xiR {Txc1 | Txa Txc = 0}

mit
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B = (Txe) 2 = (Re) Rx2 = {Txs | Txe, Txc2 = 0}
E = (Txe) 2 = (Re) Rx2 = {Txe | Txe, Txc2= 0}
G2 = (Txe2) *Sequential time period to receiver Ry, = {Txc2 | Txs, Txe = 0}
D = (Txp) 3=(Ra) Rxz ={Txo | Txr, Txea= 0}
F=(Txr) 3=(Ra) Rxa = {Txr | Txp, Txcs= 0}
G3 = (Txea) *Sequential input to receiver 3 xB= {Txcs3 | Txp, Txr = 0}

Table 5-3: Equation for uneven sender to multiple ragbs at sink node on 3 non-overlapping channels

These equations allow a round robin fashion; eadmroperates as a single-Eulerian
cycle, which listens to every node on same chaane¢ in a cycle. When the radio is
less than the number of sending nodes, the login® lbeen derive so that radio
operates in a round robin fashion. The round roéamnique does not limit the number
of radio interfaces, each interface will operaténe same way which will allow the sink
node (s) to receive data from senders in a moeetfe and efficient manner. Take for
example 6 sending nodes as illustrate in Figureahe Table 5-2 with even transmitter
to receiver equations, assign to three non-oveitgpghannels, each radio interface will
switch between 2 nodes per cycle. When the rad®rface on channel 1 senses the
first sending node, it will receive its data paskand then sense the medium for the
next node on the same channel. It will switchhat the sending node receives its data
and continues in that fashion throughout the sitrarigperiod. Figure 5-11 illustrate the
round robin fashion where the radio interface(shhatsink can receive from only one
sender at any given time. When the interface isivéwy the transmitter is equal to one
which is represented by an unbroken link in theydien and zero otherwise which is

represented by the broken link.
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Figure 5- 11: Round Robin Cycle

In the third simulation scenario, a single sink @aglith three radio interfaces were
used; each radio interface is assign to one of3tlen-overlapping channels and six
sending nodes to the sink, using the equationseabowa round robin fashion. This
assignment is semi-dynamic where two transmittiodenis assign to the same channel
and each radio interface at the sink switches ansending nodes on the same channel

which gives a 2:1 ratio; two nodes transmit to cagio interface.

Figure 5-12 shows the delay impact among the shdisg nodes and the radio
interfaces at the sink. MC-DCF with the multichanmellti-radio (MCMR) assignment
performs significantly better than MC-DCF with maftannel single radio (MCSR).
When compared to the outcome with the performah®d4@SR in the previous chapter,
there has been an improvement of over 55% for deldys outcome indicates that with
multiple radio interfaces MC-DCF can reduce thehhiglay encountered with single
channel as the number of senders need not queweaitmn a single radio interface.
Instead senders can be distributed among sevdeafaces. This also reduces the
extensive work of a single interface switching betw several sending nodes to receive

their data packages.
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Figure 5-12: Delay impact comparison with one to may communications at sink node.

Figure 5-13 observed a similar trend to that obgeNhere MCMR obtaining higher
packet delivery ratio of over 51% compare to MC8Rt pperform very poorly from the

previous chapter. Therefore, having multiple radierfaces at the sink node to receive

data packets from the three non-overlapping chanhaVe improve the performance

packet delivery and reduce the traffic load expergeby a single radio interface.
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Figure 5-13: Delivery impact comparison with one tanany communications at sink node.

141



Chapter 5: Multi-channel Multi-radio using 802.14skd Media Access for Sink Nodes
in WSNs

Figure 5-14 shows the overall aggregate throughiputthe total amount of data
delivered to the sink. MCMR show an overall betfmrformance of 49.6% in

comparison to that of MCSR offered load.
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Figure 5-14: Throughput impact comparison with oneto many communications at sink node.

The single sink with multiple channels and raditetifaces scenario demonstrated
above for MC-DCF has shown improvement in perforoganver a single sink with

multiple channels and single radio interface. Thhes not been any significant
improvement in the 802.11 DCF, as it is a contenbased protocol design to operate

on a single medium, where all nodes contend fosigle medium.

5.5.4 Multiple Sink Multi-Radios

The previous scenarios have simulated and anatieddpact with:
* Multiple sink each with single radio
» Single sink with multi radio
» Single sink with multi-radio in a round robin fashi
Each scenario showed some level improvement for MIE~ when the sink node(s)

obtain data from source nodes, comparing to ouwigue work where the sink
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encountered severe degradation when receiving Bouorces by a single sink with
single radio interface that has to constantly dviftg between sending node interfaces.
This scenario analysed the impact of data sendioiy fsources to three sink nodes.
Each sink was equipped with three radio interfacging the three non-overlapping
channels in IEEE 802.11.

Figure 5-15 shows sensor network with multipleksiodes each having three radio

interfaces.
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Figure 5-15: Multiple Sink Nodes with Multiple Radios

Figure 5-16 show delay impact with the increassiitk nodes and radio interfaces. It
has been observed that with three channels therdden a 96% reduction in delay at
the sink side comparing to the previous work where source node transmitting

directly to the sink experience high level due bammnel switching by the single radio
interface. With two channels sending data from cesir there has been an
approximately 87.4% delay improvement. Single dehrand 802.11 DCF show little

improvements. As mention previously single charpeiformance does not improve

with increasing sink nodes or radio interfacesh&sdecisions are based on the window

143



Chapter 5: Multi-channel Multi-radio using 802.14skd Media Access for Sink Nodes
in WSNs

size resetting, backing off, wait states and tlu fiaat all nodes are contending for the
same medium. MC-DCF with multiple channel switchand multiple radio interfaces
have yielded better performance when using meltgrks in contrast to single channel

and 802.11 DCF which shows a better performangpeamious work.
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Figure 5-16: Delay impact from source nodes when gy multiple sinks with multiple radio interfaces

Figure 5-17 shows an improvement of over 90% fogaélchannels with packet delivery
ratio when the number of sink nodes and radio fiatess increase by three as compared
to single sink node with single radio interfaceour previous work. With two channels
sending data from the sources to the sinks thesebban improvement by over 81%
comparing to the poor performance experienced siilgle channel. Similarly where
the delay with single channel shows no significamprovement, packet delivery ratio

using single channel shows no major improvement.
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Figure 5-17: Delivery ratio impact from sources wha using multiple sinks with multiple radio interfaces

The aggregate throughput in Figure 5-18 of the a@Vesystem with source nodes
sending to the sinks have shown that with multigilegk nodes, channels and radio
interfaces 92% more data have been delivered tsitilecompared to that of single
sink with single radio and single channel. Singleannel and 802.11 DCF in all
instances has not shown any significant improvematit increasing of sink nodes
receiving data from the source nodes.
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Figure 5-18: Throughput of overall system using muiple sink nodes with multiple radio interfaces.
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5.6 Conclusion

This chapter addressed the poor performance ersr@ohby the sink in the previous
work. The aim is to have WSN perform at an optimuae in a multichannel
environment of the 802.11 network for high dateerat A WSN was considered,
formed by static nodes with increasing the sinkenadd by assigning multiple radio
interfaces at the sink. The multichannel assigrimes addressed in two ways: firstly
each sink node was equipped with a single radiatapof switching channels to
receive data packets, and secondly, each sink wadeequipped with multiple radio
interfaces with each interface assigned to a distthannel. The interface switches to
receiving nodes on the same channel. Howthenodes transmitting to sink remained
on the same channel and not allowed to switch aladuring transmission.

Solutions were formulated in solving multichannellthradio assignment at the sink by
using graph technique and a binary vector. A nundfesquations were derived to

solve the odd or even number of transmitting negesling data directly to the sink.

From the simulation outcomes it was proven thateiasing the number of sink nodes
and/or increases the number of radio interfacethénsink a better performance can
obtain which resulted in an overall performancehimitthe network. The multi-radio

interfaces assignment in the sink node will be ibavork to consider for the future,

even though when increasing the sink nodes witlglsimterface there have been
improvement in performance. The simulation scenavith three sink nodes, each
equipped with three radio interfaces using theethren-overlapping channels in IEEE
802.11 is the network to be considered for futuatics WSN with streaming data. The
simulation results shown that an average of ovét @@provement in performance can
be achieved. As such this kind of assignment carcdnsidered to be more cost

effective and energy efficient in the future.
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Chapter 6

Conclusion and Future Work

6.1 Conclusion Summary

This research determined the feasibility in hava®®.11 being considered as a future
medium for WSNs to operate high data rate, muléinctel environment with streaming
data in the 2.4 GHz frequency band that requireeelfi and efficient delivery. In

addition an original model was proposed that addesshortage of spectrum which
limits current capability to introduce new wirelessrvices and improve existing ones.
A multi-radio multi channel model was introducedatthallows different wireless

systems to share multiple channels and switch aamwithout causing excessive
harmful interference to other neighbours. This eystvas proven from simulations to
increase the amount of communications that can pékee in a given network. This

finding creates the framework in which the worldvafeless services and applications,
may be revolutionised resulting in less expensetsvorks transmitting higher data rate

than currently exist.

6.1.1 Feasibility Comparison of IEEE 802.11 and IEE 802.15.4 for WSN

Simulations showed that IEEE 802.11 performed betith high data rate, streaming
constant bit rate and at longer range comparing0t15.4 which operates better with
small data size at much shorter range. This rasdiitates that 802.15.4 cannot perform
well with streaming data even if operating at lostadrate and would not be feasible for
sensor network with multimedia or surveillance sgsthat rely on image and data over
the wireless medium. The 802.11 networks exhibdedhparatively higher aggregate
throughput when compared to the 802.15.4 indicatsiguperior performance in a high
data rate environment. On the other hand the fsignily poor performance of the
802.15.4 network in a high data rate and wide noalege environment make it

unsuitable for streaming data in a WSN.
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It was concluded that 802.15.4 is not feasible densor multimedia or surveillance
system with streaming data for future multicharmalti-radio systems.

Having investigating the performance between IEER.B1 and IEEE 802.15.4 it
became feasible to design the 802.11 contentioeebgsotocols for multichannel
assignment. The proposed design is a multichanseildited coordinate function over

single radio for WSNSs.

Conclusive simulations were conducted to analysesifjnal strength with different data
rate over the 802.11a/b/g networks, using: accetsyddelivery ratio and aggregate
throughput metrics to analyse the performances.

6.1.2 Performance Analysis of Proposed MC-DCF - Ptocols

802.11DCF, MC-DCF and MMSN ProtocolsFigures 4-6, 4-7, and 4-8, analysed the
performance of 802.11 DCF, MC-DCF and MMSN protscbhsed on number of
channels, measured against the three mentionedcsetpacket delivery, aggregate
throughput, and access delay. The MC-DCF protodeldgd the highest packet
delivery ratio of the three protocols, however, MM®$erformed slightly better than
MC-DCEF in relation to channel access delay and eggge throughput. However, MC-
DCF will outperform MMSN in the 802.11 network, shd both protocols operate
within the data rates ranging from 2Mbps up to 54b1bf the 802.11 networks.

802.11DCF and MC-DCF(1-3 Channels) Figures 4-9, 4-10 and 4-11 analysed the
performance of 802.11 DCF against MC-DCF using dn@ and three channels -
measured within context of the three mention metusing the CBR data streams. In
this scenario MC-DCF over three channels recortleddwest level of channel access
delay even as the CBR stream increased; conversbbn transmitting over one
channel the MC-DCF protocol recorded the highestllef channel access delayhe
delivery ratio is highest when three channels aetlu more packets are delivered compared to
one and two channels. A similar trend is seen wh@DCF with 3 channels has a better

aggregate throughput, where more data are deliveréite receiving node.

Impact of Node Density on 802.11DCF and MC-DCF1-3 Channels) Figures 4-12,
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4-13 and 4-14 analysed the impact of node densitthe performance of 802.11DCF,
and MC-DCF using one, two, and three channels - NlkeDCF with three channels
recorded the lowest level of access delays asdbe density of the network increases.
Packet delivery ratio and the aggregate throughggpectively show a comparatively
better performance of all the tested protocols emviwo or more channels are used.
MC-DCF with three channels recorded the highestlle¥ aggregate MAC throughput,
of all the tested protocols even as the node deonsithe network increased. Similar to
the packet delivery ratio performance, the 802.1ECx0d MC-DCF (Ch1l), recorded

declines in performance as the density of the nétwreases.

Sink Node with Single Radio- Channel switching performance was observed at the

sink by varying the number of source nodes the seakived data from. Access delay
and packet delivery ratio was measured at the sode. From observation, the more
sources delivering to the sink the more delays emiewed, and the packet delivery ratio
decreases accordingly. The highest rate of dewlme evident in the protocols with at
two or more channels. This is due to the sink nloadng to be constantly switching
between channels in order to receive data, whidurirsevere switching delay in

addition to the time taken to accept data beforigchng.

6.1.3 Performance Analysis of 802.11a/b/g Networks

Packet Delay Analysis: 802.11a/b/g Networks In Figure 4-18 nodes are placed at
50m intervals with data transmitting at a rate Mbps. In this simulation, delays

declined over all three networks as the number lednoels increased. The most
significant decrease in packet delays occurred vitheee channels were transmitting.
When the distance between nodes were increased 3@m to 100m there was a
correspondingly dramatic increase in access détayall three networks, as compared
to performance at the 50m node range. The ineneadelay that is experienced by all
networks indicates that 100m range among node#isesuweak signal, which makes it

difficult for transmission and as such degradatbthe networks.

Figures 4-20 and 4-2dhow the delay that occurs when simulating at 1Cdviinger 50m
and 100m node intervals. At the 50m range the lbleesl of delays occurred, contrary
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to the pattern in performance experienced at tifanltange where degradation of the
networks increased significantly- the 802.11a netwaccounting for the highest
delays. The high delay experienced by 802.11a texsdtom it not being backward
compatible to 802.11b; in addition to the fact tlitatvas designed to operate at a
minimum data rate of 6Mbps. Therefore operatinghvatdata rate of 2Mbps causes
possible frequent dropped connections and degoadati service. This conclusively
proves that 802.11b cannot operate with data ngteehthan 11Mbps. Both 802.11a/g
show a better performance than 802.11b, howeveflO&m range the networks

experience high delay which degrades the systenifisantly.

Aggregate Throughput Analysis: 802.11a/b/g NetworksThe results show a similar
pattern where the 50m range results in better pednce having more data delivered at
the receiving nodes. Figure 4-27 shows significettvork degradation when operating
at the 100m range with aggregate throughput withénrange of 0.1 to 1.75Mbps. All
network performance at 10Mbps have slight varigiamh a maximum throughput of
8.8Mbps when operating over 4 non-overlapping chbnnFigure 4-27 shows
significant network degradation when operating ls¢ £00m range with aggregate
throughput within the range of 0.1 to 1.75Mbps. n€asively, the 802.11b network is
not feasible for operating in a high data rate nallannel environment.

Packet Delivery Analysis: 802.11a/b/g NetworksSignificantly a lower percentage of
packet delivery ratio was evident as the node rangeased from 50m to 100m. The
802.11b delivery rate was significantly below 10864Mbps. This is owing to the fact
that 802.11b has a maximum raw data rate of 11 MBylsnetworks performed poorly
under that is 50% delivery rate when operating®#tni range at the varying data rates
of 2, 10 and 54 Mbps. The results are similar & tf the aggregate throughput, in that,
the more channels utilised for transmission, theenpackets are delivered. The most
packets are delivered at the range interval of %0d,data rate of 10Mbps, proving that

contention based network perform poorly when theroainication range exceeds 50m.

6.1.4 Multi-Chanel Multi Radio Access: Sink Nodesn WSN

In the earlier simulations the effect of the siekeiving data from sources within range

that are sending data to be accepted were examifteddas observed that the more
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sources sending to the single sink the more deksgys encountered. In this scenario
the number of sink nodes increased to receivefdata sources within the ranges of the
sink nodes. No modification to the MC-DCF protoa@s made except to increase the
number of sinks to three with each having a singldio and the capability to do

channel switching.

6.1.4.1 Multiple Sinks with Single Radio: Simulatio 1

Delay Impact: Figure 5-3 show Delay impact from source nodesgusiultiple sinks
with single radio interface delay impact with thecrease in sink nodes that are
receiving data packets from sending nodes withingea..... It has been observed that
with three channels there has been a 53% reduictidalay at the sink... comparing to
the high level of delay that occurred when only simk node was used. In Figure 5-3
with two channels sending data from sources, thease been an approximately 32%
delay improvement. Single channel and 802.11 Didwslittle improvements. This
indicates that single channel performance doesnmotove with increasing sink nodes
as the decisions are based on the window sizeirggdiacking off, wait states and the
fact that all nodes are contending for the sameiumed MC-DCF with multiple
channel switching and single radio interfaces daldya better performance when using

multiple sinks in comparison to single channel.

Delivery Ratio: Figure 5-4 shows Delivery ratio impact from sourcssng multiple
sinks with single radio interface Figure 5-4 shoavsimprovement of over 41% for
three channels with packet delivery ratio whenrtbhmber of sink increases by three as
compare to single sink node in our previous wokKith two channels sending data
from the sources to the sinks there has been inepment by over 25% comparing to the

poor performance resulted with single channel.

Aggregate Throughput: Fig 5-5 shows throughput of overall system usindtiple

sink nodes with single radio interface. The ovesgitem with source nodes sending to
the sinks have shown that with three channels 3&e miata have been delivered to the
sink compare to that of single channel. Singlenaeain all instances has not shown
any significant improvement with increasing of sinkdes to receive data from the

source nodes. With analysing the impact of MC-DCEhwne to three channels in
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comparison with the original 802.11 DCF, it waseated that increasing the number of
sink nodes resulted in an improvement when twdae channels are used. There was
little or no improvement using a single channethra original 802.11 DCF which only
operates on a single channel. The reason fortigeovement is that each sink has less

data to receive from the senders.

6.1.4.2 Single Sink with Multiple Radios: Simulatia 2

Figure 5-7 shows the impact delay when MC-DCF wsstgle sink with three radio
interfaces to receive packet data which createseat@one mapping in receiving data
from sending nodes. When the one-to-one assignimesed there have been over 40%
successes in improvement for delay. The packevetgliratio in Figure 5-8 shows
similar improvement of approximately 46% for MC-D@perating with multi-radios
when compared to MC-DCF operating with single radiour previous work. One-to-
one assignments is not ideal for a large netwoikwasuld not be practical to have each
radio interface assign to a non-overlapping chafmeh a sending node. Figure 5-9
also showed a 53% improvement in the one-to-ongrasent with 3 non-overlapping

channels for aggregate throughput.

6.1.4.3 Single Sink with Multi-Radios: Round RobinMethod — Simulation 3

In the third simulation scenario, a single sink @aaith three radio interfaces were
used; each radio interface is assign to one of3tl@n-overlapping channels and six
sending nodes to the sink, using the equationseabowa round robin fashion. This
assignment is semi-dynamic where two transmittiodenis assign to the same channel
and each radio interface at the sink switches ansending nodes on the same channel
which gives a 2:1 ratio; two nodes transmit to cagio interface

This outcome indicates that with multiple radiceiaces MC-DCF can reduce the high
delay encountered with single channel as the numbgenders need not queue to wait
on a single radio interface. Instead senders eadlidiributed among several interfaces.
This also reduces the extensive work of a singlerfiace switching between several
sending nodes to receive their data packages. &4 shows the overall aggregate
throughput for the total amount of data deliveredhte sink. MCMR show an overall
better performance of 49.6% in comparison to tha1GSR offered load.
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6.2 Conclusion: Discussion and Recommendation

6.2.1 Multiple Sink Multi-Radios - Simulation 4

Each scenario showed some level improvement for MEE when the sink node(s)
obtain data from source nodes, comparing to ouwigue work where the sink
encountered severe degradation when receiving souorces by a single sink with
single radio interface that has to constantly dvifig between sending node interfaces.
This scenario analysed the impact of data sendioiy fSources to three sink nodes.
Each sink was equipped with three radio interfacging the three non-overlapping
channels in IEEE 802.11.

Figure 5-16 show delay impact with the increassiik nodes and radio interfaces. It
has been observed that with three channels therdden a 96% reduction in delay at
the sink side comparing to the previous work whtre source node transmitting
directly to the sink experience high level due bammnel switching by the single radio
interface. With two channels sending data from cesir there has been an
approximately 87.4% delay improvement. Single dehrand 802.11 DCF show little
improvements. As mention previously single charpefiformance does not improve
with increasing sink nodes or radio interfacesh&sdecisions are based on the window
size resetting, backing off, wait states and tlu fiaat all nodes are contending for the
same medium. MC-DCF with multiple channel switchand multiple radio interfaces
have yielded better performance when using meltgrks in contrast to single channel
and 802.11 DCF.

Figure 5-17 shows an improvement of over 90% fogaélchannels with packet delivery
ratio when the number of sink nodes and radio fiatess increase by three as compared
to single sink node with single radio interfaceour previous work. With two channels
sending data from the sources to the sinks thesebban improvement by over 81%
comparing to the poor performance experienced siilgle channel. Similarly where
the delay with single channel shows no significamprovement, packet delivery ratio

using single channel shows no major improvement.
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The aggregate throughput in Figure 5-18 of the allesystem with source nodes
sending to the sinks have shown that with multigilek nodes, channels and radio
interfaces 92% more data have been delivered taitilecompared to that of single
sink with single radio and single channel. Singleannel and 802.11 DCF in all
instances has not shown any significant improvemétit increasing of sink nodes

receiving data from the source nodes.

From the simulation outcomes it was proven thateiasing the number of sink nodes
and/or increases the number of radio interfacethensink a better performance can
obtain which resulted in an overall performancehimitthe network. The multi-radio

interfaces assignment in the sink node will be ibvork to consider for the future,

even though when increasing the sink nodes witlglsimterface there have been
improvement in performance. The simulation scenavith three sink nodes, each
equipped with three radio interfaces using theethren-overlapping channels in IEEE
802.11 is the network to be considered for futiaéicWSN with streaming data. The
simulation results shown that an average of ovét @@provement in performance can
be achieved. As such this kind of assignment carcdnsidered to be more cost

effective and energy efficient in the future.

6.3 Future Work

After experimenting with multichannel assignmentsid aevaluating MC-DCF
performance, it can be confidently said that tisellte are encouraging. However, these
accomplishments need to be followed with furtherali@oment effort to transform the
channel assignment into reality and apply MC-DCF ather contexts beyond
multichannel assignments. The work in this thegiens up research on various

interesting issues and directions.
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6.3.1 Overlapping Channels

This thesis presented the work on non-overlappimgnoels in chapters 4 and 5. If
transmitters are closer together then channeldapv&etween the channels may cause
unacceptable degradation of signal quality and udjnput. However, overlapping
channels may be used under certain circumstandais. Wway, more channels are
available. The use of overlapping channels durimgliom access is an interesting and

challenging future research direction.

6.3.2 Energy Efficiency

One of the most important issues in WSNs is theggnefficiency. Although this thesis
uses non-overlapping channels and assumes nodstaticeand always powered, there
is no certainty if multi-channel communication dalp to reduce energy consumption
in WSNs. Evaluating the energy consumption of tkisteng multi-channel protocols,

together with the impact of channel switching, bara major research topic.

6.3.3 Real-Time Constraints

In real-time applications, data is delay constrdirend has a certain bandwidth

requirement. It functions within a time frame thiae user senses as immediate or
current. For example, scheduling messages wallgees is important in order to take

appropriate actions in real time or set alerts tiigger critical activities.

However, due to the interference and contentionthen wireless medium, this is a

challenging task. Multi-channel communication caelphto reduce the delay by

increasing the number of parallel transmissions faglg the network to achieve real-

time guarantees. Reducing the delay in real timgliggion can be an interesting

research area in the future.
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6.3.4 Multiple Applications running on the same netork

The latest operating systems for WSNs make it ptes$o have multiple applications
running on the same network. This can allow lasgaounts of data to be transmitted in
the network and dealing with traffic, with diffetepriority levels, in an energy efficient
way avoiding collisions and interference which dacomes a major issue. Multi-
channel communication can be a topic to be resedrétr solving the problems that

arise with running multiple applications in thewetk.

6.3.5 Cross Layer Design

The major challenges that WSN need to overcome are:
» The constrained in computational, energy and seoragources because of its
limited energy.
* Interference among the transmission
* Redundant information since in most case neighbgurodes often sense the
same events from their environment thus forwardmegsame data to the base
station.
* Topology changes due to node failure even thouglst sensor nodes are
usually stationary.
With these challenges protocols can no more develoolations and as such the
invention of cross-layer approach. The idea of sHlager design can exchange
information between them in an intelligent way dgricommunication to improve the
performances of the system. Useful cross-layeormétion and differentiate the
channel state as it relates to signal strengtlerference level, and channel response
estimate in time and frequency domain. The lageapproach to network design does
not fit in the wireless network as mentioned by][32 which an in depth analysis of
cross-layering approaches for wireless adhoc has Biscussed.
Therefore the cross-layer interactions are a teglnito boost the performance by
effectively adapts to the dynamic environment artdractively communicate with each
layer simultaneously to prevent the major challenti@t the wireless systems faces.

Cross layer design can be a major research area.
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6.3.6 Upper Layers Multi-Channel Communication

Network settings is not possible to find a sim@&emregion, the rate region can reduces
the set of feasible rates that congestion continl ilise. The rate region is studied in
[33-35]. In WSNSs, the local channel contention anterference on the shared
communication medium causes network congestion][161112], the proposal of an
interference-aware rate control for WSNs. If maliannel communications are use to
eliminate interference, the effects of congestian be alleviated and fair rate control
could be possible for the nodes that suffer froterfierence. A congestion control or
rate control algorithm that utilises multi-chanre@mmunication in WSNs can be a

research area.

6.3.7 Test-Bed

Test-beds replicate testing of theories, computatidools and innovations. When
compared to WSN simulators, WSN test-bed enablese mealistic and reliable
experimentation in capturing the subtleties of timelerlying hardware, software, and
dynamics of the wireless sensor network. WSN testdeployment is further enhanced
through an increasing collaboration between acaaamd industry.

WSN test-beds are the basis for experimentatioh witeless sensor networks in real
world settings; and they are also used by manyarebers to evaluate specific
applications pertaining to specific areas. A WSBt-teed typically consists of sensor
nodes deployed in a controlled environment. WSklieds provide researchers with an
efficient way to examine and evaluate their aldwn$, protocols and applications.
WSN test-bed can be designed to support differegtiufes depending on the objective
of the test-bed. Among the important features W38N test-bed it can be designed to
remotely configure, run and monitor experimentsother interesting feature is that the
WSN test-bed can be used for repeating experimentgsroduce similar results for
analysis [113]. Selecting the appropriate levebhbs$traction in simulation model is a
complex problem. Thus, it is obvious that the aacyrof a simulator will solely depend
on its mathematical model. Accordingly, there istrade-off between simulator’s
accuracy and computational complexity. The morememthe simulation model is the

more computational resources and time are requmedxecute it. This makes the
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designers of such simulation models tend to makentlas simple as possible. It is
impossible to take all the various aspects of theeless channel into consideration
when designing a simulation model [114]. Nonethglssmulation tools are essential in
providing affordable environment for the initial siign and tuning of wireless sensor
networks. Such inherent difficulty in faithful mdtileg motivates many researches to
build their own WSN test-beds.

Among the advantages of a real WSN test-bed ov@malator is that it provides a
realistic testing environment and allows usersabngore precise testing results [113].
To further appreciate the important role of suchNM&idget constraints and cost play
one of the most important roles in setting-up th&NVtest-bed. WSN test-bed
monitoring is concerned with collecting informatiabout a spectrum of parameters
including: node states (battery level, communicatipower), network topology,
wireless bandwidth, link state, coverage bounds, exposure bounds. Based on the
collected network states, a variety of managementrol tasks can be performed.
Highlighting the usefulness of test bed and kngwtimat it is not easy to compare the
results of the simulations performed on differandators due to the different models
(e.g., the physical layer, traffic or mobility mdsleassumed. As emphasised in [115], it
would be helpful to have a repository of the staddaodels not only for simulation
codes but also the implementation details on tkelieds. However, experimenting
with real test-bed and workloads from a set ofedéht applications is important in
early stages of future work to continuously imprdd€-DCF design through feedback

arising from real running scenarios.
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