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Abstract

Electrical lmpedance Tomography (EIT) of bran function has the potential to
provide a rapid portable bedside neuroimaging device. Recently, our group published the
first ever EIT images of evoked activity recorded with scalp clectrodes. While the raw data
showed encouraging, reproducible changes of a few per cent, the images were noisy. The
poor image quality was due, in part, to the use of a simplified reconstruction algorithm which
modelled the head as a homogeneous sphere. The purpose of this work has been to develop
new algorithms in which the model incorporates extracerebral layers and realistic geometry,

and to assess their effect on image quality.

An algorithm was suggested which allowed fair comparison between reconstructions
assuming analytical and numerical (Finite Element Method - FEM) models of the head as a
homogeneous sphere and as concentric spheres representing the brain, CSF, skull and scalp.
Comparison was also made between these and numerical models of the head as a
hormogeneous, head-shaped volume and as a head-shaped volume with internal compartments
of contrasting resistivity. The models were tested on computer simulations, on spherical and

head-shaped, saline-filled tanks and on data collected during human evoked response studies.

EfT also has the potential to image resistance changes which occur during neuronal
depalarization 1n the cortex and last tens of milliseconds. Also presented in this thesis is an
estimate of their magnitude made using a mathematical model, based on cable theory, of
resistance changes at DC during depolarization in the cerebral cortex. Published values were
used for the electrical propertics and geometry of cell processes (Rall, 1975). The study was
performed in order to estimate the resultant scalp signal that might be obtained and to assess

the ability of EIT to produce images of neuronal depolanzation.
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in algorithm to make it a “level playing field”; buldimg on existing, purpose-built, Perspex
hemispheres, construction of a spherical tank phantom with electrodes on the inside and
casting of a hollow spherical shell to simulate the skull; collection of all spherical tank data.
“Open-end” solution for peripheral nerve resistivity changes and all code used for

calculations in Chapter 5.

Refereed Papers as a Result of this Work'

Bagshaw, A, P, A. D. Liston, et al. {In press). "Electdical {mpedance Tomography of Human
Brain Function using Reconstruction Algorithms based on the Finite Element Method."
Neurgimage.

Liston. A. D., R. H. Bayford, et al. (2002). "A multi-shell algonthm to reconstruct EIT
images of brain function." Physiological Measurement 23: 105-119.

' These are included in an envelope attached to the back of this thesis.
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1 Infroduction and Review

1.1 Overview

The word tomography is derived from the Greek romos meaning volume and graphi
meaning writing. Electrical impedance is that which obstructs the flow of current. Therefore
Electrical Impedance Tomography (EIT) can be used to describe the impedance properties of
an object of interest, in this case, the human head. In the following report, I describe the
development of improved mathematical modeis of current flow through the head and the
benelit they bring when vsed to reconstruct EIT images of hyman brain activity.

This introduction contains an overview of current methods to image the brain, a review of
EIT applications, a discussion of EIT as a brain imaging modality, a description of the
apparatus and the algorithms used, and a review of the mathematical models that have been

used thus far in EIT image reconstruction.
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1.2 Imaging the human brain

1.21 Body Worlds

Much is known about the anatomy of the body. All medics learn first hand in the
dissection room. One could also consult, in medical textbooks, the drawings made from life
(or. more often, death), visit the Visible Human Project®  Website

(bttp:/www. nim.nih.govirescarch/visible/visible _human.html). or attend the Body Worlds

exhibition 1f it takes place nearby and one has the stomach.

Techniques for examining the anatomy without the body in question expiring or being cut
open are preferable when the subject is a patient with a malady, or a volunteer for research,
receiving £10 for their time. They can still be classed, however, as non-invasive or invasive
and safe or biologically damaging. Radionuclide imaging of body function is an invasive and
biologically damaging technique whereby a radioactive tracer 15 injccted into the body and its
radiative emissions are detected. The simple photographic X-ray and X-ray Computed
Tomography (CT) are non-invasive but this radiation can damage the tissue of the examiner
and examinee. The former technique is often used to find fractures in bones and the latter to
produce internal maps of tissue contrast. A safe and non-invasive technigue is ultrasonnd,
which sends high-frequency sound waves into the body and measures the echo that returns. It
1s most famously used to image the foetus in the womb. Magnetic Resonance Imagmg (MRI)
is also safe and non-invasive, and works on the level of atomic nuclei. It is likely that the

brain images the reader is most familiar with were generated using CT and MRI.

1.2.2 The Brain

L2.2.1  Anatomy

Before discussion of the activity of the brain and functional imaging using EIT, the
subject of this thesis, mention will be made of the foundation on which it is built, the anatomy
of the brain and anatomical imaging. The latter might also be referred to as siatic or absolute
imaging whiist the former might be called dynamic imaging, where images are expressed as a
comparison with a control or a baseline state.

Last year, [ was privileged to attend a course on brain anatomy at UCL, during which [
held a human brain in my gloved hands. It is a complicated, undulatory mass of tissue in the
form of many gyri (rounded elevations) separated by many sulei (furrows). 1t is made up of

the brainstem, the cerebellum, the diencephalon and the cerebruni, the latter two constituting
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the forebrain. which is split into a left and a right hemisphere (Figure 1-1). Individual brains
differ substantially but. on each hemisphere. landmark sulci enable identification of four
lobes: frontal, parietal. occipital and temporal (Figure 1-1). These are responsible for
different areas of perception and conscious control. some of which will be discussed in
Chapter 4 in relation to functional EIT studies of humans.

The cerebral cortex exists an the cerebral surface and extends several millimetres into the
volume. It is also known as grev marter and consists of a suspension of cells called neurons
and glial cells in extracellilar fluid. Neurans are the cells that relay electrical signals
throughout the brain. similar to the nerves that relay signals from the fingertips to the spinal
cord, for example. Glial cells provide structural and metabolic support for cortical neurons.
Also present beneath the cortex is white matter, which consists of myelin-coated axons, which
relay signals from one part of the cortex to another. Throughout the brain run veins and
capillaries, which direct and regulate the flow of blood there.

Cerebrospinal fluid (CSF) bathes the brain and fills its ventricles. cavernous formations
near the centre of the cerebrum. It contains smali quantities of glucose and protein. circulates

to remove waste products and helps the brain 1o float within the skull.

forebrain
diencephaion parietal lobe

! , . X"\_SF‘”" fiontal
‘]‘h P lecse ke
_[ ZAVES

farebrain

white matter o ! E\
arey maiel k. / LA occipital

-5 .- , 2Ry
verntncles -/ f'.‘r:_f'-‘\ ' e - g

temporal lobe carebellim

Figure 1-1: An MRI image of Lauren Stewart’s brain showing the different anatomical regions. There

is low contrast between CSF and skull so it is difficult to discern one from the other in the figure.

1.2.2.1.1 Computerized Axial Tomography (CAT SCAN)

If a simple X-radiograph were to be taken of the head, the structure of the skull would be
revealed but the subject would appear brainless. This is because there is little attenuation of
X-rays within brain tissue and thece is no depth information from the technique when rays are
used at the energy necessary to penetrate bone. More useful is CT or Computenized Axial
Tomography (CAT). Here, a circular system of X-ray sources and detectors is rotated about
the head. Information is acquired concerning the attenuation of the X-rays through only a thin

slice of the brain and is then reconstructed into a tomographic image by a computer
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algorithm. A CAT Scan is well suited for finding tumours and other abnormalities within the
brain. A state of the art system might acquire four slices of data in 1/3s and reconstruct

images with resolution under lmm in less than a second ( http:/imaginis.com/ci-

scan/spiral.asp ).

1.2.2.1.2  Magnetic Resonance Imaging (MRI)

Structural details can also be revealed in the brain by MRI. This technique relies on the
resonant properties of the nuclear magnetic moment in the hydrogen atoms attached to
oxygen forming water throughout the volume under examination. The first two-dimensional
images, using nuclear magnetic rescnance, were produced in 1973 (Lauterbur 1973) of two
capillaries of H,O suspended in a tube of D,O. In the presence of a high field B, (1-3T in
MRI today), the nuclear moments precess about the field direction, like a spinning top, at a
characteristic frequency dependent on Bo. If a pulse of radiation is applied at an appropriate
radio-fréquency, there is resonance and the moments are flipped. They change state briefly
and, after a characteristic time, return to their original, preferred state whilst emitting the
cnergy they absorbed. Tn MRI acquisition, gradient coils are used to apply a spatially variant
field in addition to the standing field B,. Therciore, nuclei at different positions have
resonance at different frequencies and absorb and enut different quanta of energy. Because
their emissions are therefore spatially tagged, it is possible to reconstruct an image of

hydrogen density.

1.2.2.2 Function

Much has been learnt about the function of the brain by relating pos: mortem sections or
CT- or MRI-detected abnormalitics to symptomatic dysfinction in subjects. For example,
someone who suffers damage to their motor cortex (located in the parietal lobe) may have
their movement impaired, or, to their visual cortex (located in the accipital lobe), their vision
(Ramachandran and Blakeslee 1998). Much inference has also been made from dissection of
laboratory animals after sacrifice, but this is limited since God "teaches more to us than to the
beasts of the earth” (Job 35:11) and there is a large difference in complexity between animal
and human brains. Lessons learnt from these studies have been informative but cannot show
us all we might wish to know about how the human brain works. For this, it is necessary to
employ dynamic monitoring and imaging methods, the most common of which are listed

below, along with several novel techniques that have been proposed and may contribute to
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the field. Althongh EIT is one, it will not be discnssed until section 1.2.2 since it is the

subject of this thesis and requires a more thorough explanation.

1.2.2.2.1 Electroencephalography (EEG)

Etectrophysiological methods have long been wnsed to study the function, over
milliseconds, of individual neurons. Their depolarization, or “firing”, is well understood, as is
the integration of signals on their cell projections, dendrites, from the synapses of
neighbouring neurons - a nenron does not behave in a vacunm and brain function depends on
the spatial and temporal synchrony of large populations of neurons.

Local behaviour of many neurons has been studied using depth electrodes but the
electrical signature of neuronal activity can also be detected on the surface of the cortex (an
electrocortigogram, ECoG) or with scalp electrodes (an electroencephalogram).
Electroencephalography (EEG), the most widespread monitoring techmique, measures
voltage changes on the scalp providing information about the electrical activity of neurons
near the surface of the cortex. EEG can be used to study a subject’s response to visual,
auditary or somatosensory (touch and movement) stimnlation, or to detect abnormal activity
associated with epilepsy or encephalitis.

The magnitude of the signal depends not only on the number and location but also the
geometry of the synchronously firing neurons, since it possible for many arrangements to
generate currents so that their associated potential distributions cancel. Therefore EEG is
sensitive to the dendritic currents of active pyramidal neurons, oriented parallel to each other
so that their potential distributions do nat cancel. Temporal resolution is high and data is
notmally collected at a sampling rate of around 250Hz, sufficient to describe a 70ms interictal
spike, common in cpilepsy, with over 17 data points. However, while EEG successfully
localizes active areas of cortex close to the skunll, localization of deep activity is less reliable.
EEG is non-invasive and safe. It is also inexpensive and widely used as a clinical tool. It is,
however, difficult to detect signals from neurons deeper in the brain, and spatial resolution is
poor.

EEG can be used as a parametric or an imaging tool in the estimation of EEG sources in
the brain (Baillet, Mosher et al. 2001). In the former, also called inverse dipole modelling, it
15 assumed that the electrical activity in the cortex can be represented by a few equivalent
dipole sources. The number, localization, magnitude and orientation of these are estimated,
iteratively, until the calcuiated potential distribution matches best the measured voltages at

the scalp electrodes. As an imaging tool, dipoles are assigned to each tessellated element on
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the cortical surface and are oriented perpendicular to that as are the pyramidal sources. Only
the amplitudes are unknown and these are varied again until the calculated potential
distribution best matches the data. For parametric modelling, since the activity in the cortex is
distributed, it can be that a single dipole cannot adequately represent an active section of
cortex or that the dipole that does so exists outside the head! It is also found that, the more
dipoles a model guesses, the less successful it is. For source imaging, the number of
unknowns is two orders of magnitude higher than the number of electrodes so the problem s

severely underdetermined and difficult to salve without some mathematical wickery.

1.2.2.2.2 Magnetoencephalography (MEG)

Magnetoencephalography (MEG) also provides mformation about the electrical activity
of pyramidal neurons, similar to EEG, with high temporal resolution. Electrodes are replaced
by small, inductive coils arranged on the inside of a helmet about 3cm from the subject’s
scalp. Tiny currents are induced by the changes in magnetic field associated with deadritic
cuitents and these are measured wvsing Superconducting QUantum interference Devices
(SQUIDS). The magnetic field is attenuated less by the skull than is the electric field so MEG -
is theoretically more sensitive than EEG. The problem aof contact impedance is avoided, since
the sensors do not come into contact with the scalp, and the positions of the sensors are well
defined. ‘However, MEG apparatus is expensive and immobile. It requires a dedicated,

shielded room and also high maintenance in arder to sustain SQUID operation.

1.2.2.2.3 Tracer-enhanced CT

Associated also with neuronal depolarization are metabolic demands, met, in the active
area, by increased regional cerebral blood flow (rCBF). Several techniques rely on the change
in tissue characteristics caused by this increase and are listed briefly here. For CT to be used
to image physiological activity it must be tracer-enhanced. It works in exactly the same way
as does anatomical X-ray CT except that the subject inhales a large proportion of stable
xenon (Johnson, Stringer et al. 1991) or is injected with a holus or contrast agent. This
modifies the absorption characteristics of the tissue where it accumnlates and therefore
enables imaging of rCBF. Spatial resolution is high and, although temporal resolution used to
be very low with this technique, recent improvements have meant that a slice of data can be
acquired n under a second and can trace contrast changes even over the very short rise time

of a compact bolus (Konig 2003). Brain perfusion imaging has the potential to be very useful
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in early stroke management because it examines the underlying pathophysiology rather than

simply structural signs of tissue damage.

1.2.2.2.4 Positron Emission Tomography (PET}

PET can be used to image blood flow or metabolism, closely coupled to neural activity
(Jueptner and Weiller 1995), and has been a great aid to cognitive neuroscience (Fox and
Raichle 1984; Raichle 1998}, It has also had a huge impact in areas such as cerebrovascular
disease, epilepsy, and cerebral tumours. It relies on the detection of the two 511keV photons
produced when a positron and an electron are annihilated (Ter-Pogossian, Phelps et al. 1975).
Metabolic glucose consumption can be monitored using the decay properties of radicactive
1*F.labelled glucose compounds (Carson, Wu et al. 2003). For perfusion studies, the source of
positrons could be emission by the injected radiopharmaceutical Hy">O, which can be easily
produced and which has a half-life of about two minutes, enabling many repeat experiments
in the same subject. Also used are the radionuclides Carbon-11, Nitrogen-13, and Fluorine-
18. Pairs of photons produced by annihilation are emitted at 180° to each other so that the site
of the event can be deduced from the timing and location of their detection. The theoretical
limit of spatial resolution of this technique is 2-3mm because this is the distance the emitted
positron travels before it is annihilated. However, in practice, the technique has a resolution

of about 6mm.

1.2.2.2.5 Single Photon Emission Computerized Tomography (SPECT)

Similar to PET, SPECT acquires information on the concentration of radionuclides
introduced to the patient’s body. However, because only a single photon is emitted, a
collimator 18 required in order to know the direction from whence the photon came. Where
PET might employ 500 detectors, only 3 collimators might be used in SPECT. Detection
efficiency is greatly reduced and, consequentially, so too are sensitivity and resolution {about
7mm}. However, SPECT can be performed at approximately one-third the cost of PET due to
the nature of SPECT instrumentation and the availability of the appropriate nuclcotides such
as X¢-133 (Wirestam, Ryding et al. 2000). [t may be useful in the diagnosis of Alzheimer’s
disease (Jagust, Thisted et al. 2001).

1.2.2.2.6 Functional Magnetic Resonance Imaging (fMRJ)

The dynamic version of MRI is functional MRI. This relies, once again on paramagnetic

confrasts within the brain. Here the source of contrast is not the variation of anatomical tissue
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but of tCBF, changes in which can be detected either by paramagnetic labelling of blood
entering the brain or by blood deoxygenation contrast since HbO; is paramagnetic and Hb is
not (Jezzard and Tumer 1996). The latter 1s known as the blood oxygenation level dependent
or BOLD signal. Its sirict relation to neuronal activity will be discussed at more length in
section 1.2.2.2.11, except to say an increase in rCBF disproportionate to an increase in
oxygen uptake results in a focal hyperoxygenation (Menon 2001). FMRI has led the way in
examination of cognitive function, along with PET but it is fMRI that is the main tool for
research imaging of normal brain function. Most commonly used without injected tracers, it
is a non-invasive technique that has high sensitivity and a spatial resolution of about 4mm. Its
temporal resolution, seconds, is adequate to record rCBE changes which oceur over several
seconds. The disadvantages of fMRI are its expense and its requirement of a dedicated,

shielded room - it is estirnated that image acquisition from one subject costs £600.

1.2.2.2.7 Near infra-red spectroscopy (NIRS)

Changes in optical properties occur in neuronal tissue when there are changes in its
functional state. The causes are varied and include microscopic structural changes, the release
of neurotransmitters and changes in rCBF and its oxygenation. Many approaches use dyes but
a technique such as Near Infra-Red Spectroscopy NIRS) relies on the intrinsic optical signals
measured from tissue. Often, the technique has been appiied to the exposed cortex in vivo
and, by absorption and scattering measarements in the spectral range between 650 and 950
nm, can detect changes with excellent spatial and temporal resolution (Grninvald 1992).
Oxygenation images have also been obtained by measurement over a 10x10 ¢cm area on the
scalp though it is difficult for the light to penctrate the skull and the images are low-

resolution. For a review of these techniques see Obrig and Villringer (2003).

1.2.2.2.8 Optical tomography

Near-infra red light has also been used in order 1o produce tomographic images of brain
function using optical tomography. Light is absorbed and scattered by the medium through
which 1t passes and, as for NIRS, the oxyvgenation of cerebral blood can be investigated by
injection and measurement using fibre-aptic oprodes on the scalp. The technique is similar,
both mathematically and practically, to Electrical Impedance Tomography except that electric
current is not absorbed as is electromagnetic radiation. Images have been reconstructed using
data collected from 32 time-resolved channels on a neonatal head and the distribution of

absorption has been presented due to a cerebral haemorrhage (Hebden, Gibson et al. 2002).
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The numerical models for current flow, described later in this thesis, are based on those used

by the UCL optical group to model absorption and scattering of injected light.

1.2.2.2.9 Other techniques

Another technique claims to provide information about neural activity. Fluorescence in
situ hybridization (FISH) (Guzowski, McNaughton et al. 2001) is a technique which benefits
from the transient induction of immediate-early gene (IEG) transcriplion in neurons after
periods of synaptic activity. The distribut.ion of subcelinlar Are (an immediate early gene)
RNA in rats, measured using FISH and laser scanning confocal microscopy, was then used to
give information about the timing of individual neuron activation before the animal’s
sacrifice. The experiment they described allowed visualization and comparison of the neural
populations activated by two different behavioural experiences and could allow further
investigation of the roles of different populations in cognitive processes. At no stage will this
provide a useful way of imaging the function of the human brain since it is required that
animals are sacrificed less than 16 minutes after the stimulus, but much may be inferred from
animal studies.

Some work has indicated that, by selected detection and suppression of rapidly and
slowly changing magnetic fields, it may be possible to use MRI for detection of the
ultraweak, transient field changes caused by neuronal cumrents (Bodurka and Bandettini
2002). The signals are at the limit of detection and physiological artefacts are present several
orders of magnitude greater than those due to neuronal currents. Also, as in EEG, the signal is

dependent on the geoametry of the active neurons and can be reflected as ¢ither a magnitude or

a phase change.

1.2.2.2.10 Multimodality imaging

Since it does not seem that there is one brain imaging technique that possesses both high
temporal and the spatial resolution it has been suggested that different imaging modalities be
integrated in order to relate their signals to information processing at the neuronal circuit
level (Dale and Halgren 2001). There are two main methods to interpret multimodal results,
both of which use infonmation about the haemodynamic response to precondition EEG
inverse madelling. The first is the “seeded-dipole™ technique, whereby the electrical activity
in the brain is represented by a small number of dipoles, as in parameiric EEG modelling,
described above. The initial guess is informed this time by the activation foci derived from

PET or fMRI. The second uses imaging with EEG. Here, dipoles are assigned to many voxels
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describing the cortical surface and are given orientation perpendicular to this surface. A
solution is found for the dipole strength at each of these voxels and data from PET or fMRI is
used to bias the solution, spatially, towards areas of the cortex that are haemodynamically

active,

1.2.2.2.11 Insights Into Brain Function

Many conclusions have been made about neurological function by use of the above
techniques. An extensive review can be found in Jueptner and Weiller {1995} but some will
be listed in the following as deemed relevant to the work described later in this thesis.

Logothesis (2001) claimed, using both fMRI and electrophysiological recordings, that
BOLD activation in an area reflects incoming input and local processing at the neuronal
scale, rather than spiking activity, supperting findings that a visval stimulus is accompanied
by an increased BOLD signal in the visval cortex. Radiographic studies have revealed close
coupling between rCBF and local glucose metabolisrn in humans (Baron, Grandie et al.
1982). In a PET study by Fox and Raichle (1984) rCBF was shown to increase in the visual
corlex, in association with visual stimuli, by an amouat related to the rate of stimulus. They
concluded, from this evoked response experiment, that the rCBF response size was a function
of the number of neurons responding to each stimulus.

There is also a reverse eftect when decreased neuronal activity leads to decreased blood
flow (Kelly and McCulloch 1983). A PET study by Mentis et ol (1997) showed rCBF to
decrease in extensive regions at the front of the brain in addition to the increases in the visual
cortex during the evoked response. Prolonged negative BOLD signals have been found in
some brain regions during stimulation and it has been suggested to reflect inhibition or
suppression of neuronal firing patterns (Raichle 1998). Little is known about these signals. [t
has even been shown that a negative BOLD signal, whilst accompanying a decrease in
cerebral blood volume (CBV), occurred in a region of increased neuronal activity (Harel, Lee
et al. 2002). This was detected in a region adjacent to ancther that gave a positive BOLD

signal.

30



1.3 The Role of Electrical Impedance Tomography (EIT)

Electrical lmpedance Tomography (EIT) is a non-invasive, safe, portable imaging
technique that enables images of electrical impedance to be reconstructed from voltages
measured with an array of electrodes placed on the body. Typically, an image data set 15
collected as a series of many tetrapolar impedance measurenients designed to sample as much
of the volume as possible. Before describing its application to imaging bram function, a little
background will be provided as to the other areas of its use.

EIT was used in geological studies as long as 70 years ago (Stephanesco, Schlumberger
et al. 1930) and industrial groups today use the identical technique Industrial Process
Tomograplly (IPT) to detect air bubbles in process pipes or {0 momtor mixing processes
(Webster 1990). There is even a group performing EIT of tree trunks! However, discussion

here will be limited to the potential clinical applications of EIT.

1.3.1 Gastrointestinal function

Chanpes in gastric emptying can be an indicator of many functional disorders of the
gastrointestinal tract, e.g. pyloric stenosis, and of stress (Akkermans, Tekamp et al. 1993).
Also, slow pastric emptying can be a problem in the management of newbom babies
recovering from intensive care {Devane 1993).

In the past, gainma scintigraphy has been used to follow the passage of a radioactive meal
in adult experiments. Another method rcquires the patient to swallow a nasogastric tube,
which is then used to extract samples of stomach contents some time after delivery of a dye
substance. The volume of the stomach can be found from the ratio of dye delivered to its
concentration in the removed sample. Dynamic EIT nnages are much more desirable,
however, since the technique avoids the use of radioactive isotopes and, to which the author
can testify, intubation is uncomfortable. Instead, electrodes can be attached easily around the
abdomen, where there are no bony structures to obstruct current flow, and EIT can be used to
follow meals such as porridge (Wright 1993) or meals labelled with saline.

There have been shown to be significant linear correlations between times to half
emptying (t,») measured with scintigraphy and with EIT {Mangnall, Baxter et al. 1987). Also
shown were highly significant difterences between gastric emptying in normal infants (t,; =

18min) and those with hypertrophic pyloric stenosis (t;,; = 46min).
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1.3.2 Pulmonary function

Clinically, EIT could be very useful for imaging ventilation and detection of blood clots
in the lungs or pulmonary emboli, a common and often serious complication of surgery. It
may also be of use to monitor the drainage of a pneumathorax caused by pulmonary lesions,
since the impedance of air is very high, providing high contrast with the surrounding tissue.

Planar X-ray, X-ray CT, MRI and radioisotope scintigraphy can alt be used, with high
spatial resolution, to tmage pulmonary veatilation and perfusion. However, the patient is
required to be brought to the device and repeated exposure to radiation is undesirable. For
these reasons, EIT s very useful for such an application as it can be wheeled to the bedside. [t
has even been used during parabolic flights to determine regional ventnlasion and fluid shift
signals in lateral posture during normo-, hyper- and micro-gravity (Dudykevych, Frerichs et
al. 2001). However, one problem is that, as well as being sensitive to lung impedance
changes, the technique is also sensitive to the ribs and to tissue movement, which can be large
sources of artefact.

Electrical impedance tomographic spectroscopy (EITS) has been used at a range of
frequencies (9.6kHz to 1.2MHz) to produce static images of the thorax (Brown, Leathard et
al. 1995). This enabled analysis of changes in tissue impedance with respect to frequency
afier reconstruction of data from 12 normal subjects during breath held at maximum
inspiration and at maximum expiration. The resulting tissue characterization was consistent
with an electrical model of the lungs based on the Cole equation where parameters were those
related to alveolar structure and composition. The group at Rensselaer has developed an
adaptive current tomography (ACT) system with which they imaged a simulated pulmonary
embolus in a dog, first ventilating one lung at a time and then occluding a major branch of the
pulmonary artery. The region of the lungs that was ventilated but not perfused by blood, had
different electrical properties and, therefore, was observable in a time-varying cenductivity
map of the thorax. The group also reconstructed conductivity changes during lung ventilation
in human volunteers using both a ring of electrodes placed around the thorax and a 4x4
rectangular array placed on the subject’s chest (Cheney, Isaacson et al. 1999; Mueller,
[saacson et al. 2001). 1t has been reported, however (Holder and Temple 1993), that use of
EIT is ineffective for diagnosis of anything other than the grossest of pulmonary lesions since
inter-patient variability is so high. Therefore a more realistic aim might be the continuous

monitoring of the same patient over time.
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1.3.3 Thoracic blood volume

It has been suggested that EIT may be used to measure cardiac output or isolated
perfusion defects, suggesting a pulmonary embolism and the requirement of anti-coagulants,
Advantages and disadvantages of EIT over other techniques are similar to those for its use in
pulminory monitoring.

It is possible, in EIT of the thorax, to perform cardiosynchronous averaging and produce
dynamic impedance images describing different times in the cardiac cycle (Eylboglu, Brown
et al. 1987). The Rensselacr group have reported changes in their conductivity images
correlating with the heartbeat (Mueller, Isaacson ct al. 2001) and, more recently, sources of a
cardiac-related electrical impedance waveform have been reconstructed using data from
thoracic surface measurements made on human subjects (Hoetink, Faes et al. 2002). Their
separation, spatial and temporal, corresponded well with MRI measurements of surface area

changes of the thoracic organs during the eardiac cycle.

1.3.4 Breast tumours

Early dctection and treatment of tumours in the breast increases chance of survival
amongst women who develop breast cancer. The properties of many tumours, in particular
malignant tumours, differ significantly from the surrounding tissue and separvation and
characterization of contrasting tissues can deliver this early diagnosis.

At present, women are screened for breast cancer using X-ray mammography, though
some cancers of the breast cannot be seen using this technique. During this procedure, their
breast is compressed flat in order to visualize all the tissue and minimize the required
radiation dose - this can be uncomfortable and sometimes painful for the patient. Another
disadvantage of the technique is the high (40%) false-positive rate. A positive test is highly
alarming and requires the patient to undergo further testing, which could include fine-needle
aspiration or biopsy. Meanwhile, the false-negative rate is 26% Regular screening is
recommended for women over 40 years old but the technique is difficult with younger
women whose breast tissue is in gencral more dense.

The EIT group in Moscow produced three-dimensional tomographic images of in vive
breast tissue among women with different hormonal status unsing a circular grid of 256
electrodes (Cherepenin, Karpov et al. 2002). Multifrequency EITS has produced some
promising results for detection of breast malignancies. In a study at Dartmouth, participants
lay prone on a customized table and 16 radially-adjustable electrodes were put into contact

with the pendant breast (Kemer, Paulsen et al. 2002). Of 6 out of 26 subjects who had ACR
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4-5 suspicions lesions, inspection of EIS images, nsing visual criteria, resolted in 83%
detectian specificity and numerical criteria 67%. A larger study was performed by Transcan
Medical Ltd, who used a probe, containing a square grid of 64 electrodes, to examine the
breasts of a learning group consisting of 83 carcinomas and 378 benign cases (Glickman, Filo
et al. 2002). They achieved a sensitivity of 84% and a specificity of 52%, which suggests that
the false-negative rate may be 10% less than that of mammography. Ongoing studies are

being carned out to improve the post-processing algorithm.

1.3.6 Hyperthermia

Reduction of tamour size is possible in certain malignancies using temperature treatment
or hyperthermia. This involves concentrated heating of the tumonr tissue to about 47°C
without damaging the surrounding tissue.

A non-invasive form of thermometry would be valuable in order to ensure that the heating
remains focnsed only on lh_e- malignant region. Since there is a linear relationship between
temperature and tissue resistivity (2% / °C (Foster and Schwann 1989)), EIT may be vseful in
this application. However, it has been found that there are artefacts in the resistance images
due to other physiological tactors and that they are significant compared to the temperature-
dependent changes (Liu and Gnffiths 1993). The feasibility of EIT for thermometry has also
been questioned in light of changes in tissue fluid content during hyperthermic treatment and
of the different impedance spectra of skeletal muscle and tumour tissue in rats during the

same (Lin and Gniffiths 1993).

1.3.6 Other Medical Applications

Not all electrical impedance techniques are tomographic. Measurements can be used for a
range of applications, such as measuring body composition, assessing the effect on the skin of
moisturisers, probing for malignancy in eervical squamous tissue, bubble detection and
assessing the technical quality of meat, to name but a few. However, the main medical
applications of impedance tomography have been listed above and it remains to review

investigations into the poteantial use of EIT to monitor the brain.
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1.4 EIT of the Human Brain

Potentially, EIT could be applied to imaging both structural and functional abnormalities
in the human brain. EIT has several advantages over existing brain-imaging techmgques.
These include cost, portability, the non-invasive and safe nature of the measurement, the
potential for ambulatory measurement and, finally, speed. Already, as described in section
1.3.3, it has been used to resolve events within one cardiac cycle. The Sheffield Mk 3.5
EIT/EIS system can acquire 33 frames per second (Wilson,; Milnes et al. 2001) but EIT can,
in principle, record hundreds of images per second. Therefore it is probably the only existing
technique with the potential to image neuronal depolarization, the fundamental unit of brain
activity, which occurs over tens of milliseconds.

The main disadvantage of EIT for general anatomical applications is its poor spatial
resolution in comparison to MRI or CT. This s true also for functional imaging of the brain
when EIT is compared to fMRI and PET, although less so in the case of PET and the further
acquisition time is reduced in fMRI. For EIT of the human brain, spatial resolution is reduced
even further because the highly resistive skull prevents much of the injected current from
entering the brain region. EIT also has significant inter-subject vanability so it is possible that
its clinical use may be limited to intra-subject studies.

The precise physiological mechanisms of the observable impedance changes will be
discussed in detail in section 1.4.2 but in the next section are listed the main fields within

brain imaging where EIT could contribnte and a review of investigations therein.

1.4.1 Electrical properties of tissue

At a later stage in this thesis will be described realistic models of the conductive
behaviour of the head at both microscopic and macroscopic levels. Below are documented the
many mecasured, macroscopic values of resistivity for each of the tissues present, the brain,
the CSF, the skull and the scalp.

The impedance of living tissue has resistive and reactive components because of the
presence of fatty cell membranes. For this reason, it is more difficult to pass current through
it at lower frequencies than at high frequencies. At low frequencies, flow 13 generally
restricted to the extracelluiar space but as frequency is increased, current begins to bypass the
membranes and enter the cells themselves, resulting in a resistivity decrease. In the following,

the reactive component is neglected and we may speak in terms of frequency-dependent

resistivity rather than the complex impedivity.
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L4.1.1 The brain

It is difficult to compare the measurements made of the resistivity of cerebral cortex
becanse they have been made using different electrode configurations and current
frequencies. Ranck (Ranck 1963) measured the resistivity of rabbit cerebral cortex to be
3.214£0.45 Q2 m at SHz and 2.30£0.37 2 m at 5 kHz. He used two pairs of electrodes, one to
deliver current and one to measure a potential difference between two points in the tissue.
This is a four-terminal measurement, which avoids the effects of electrode polarization at low
frequencies and can be taken to give a reliable result. In rats (Ranck 1966) he determined
cortical resistivity to be around 2.5 £ m using a siumnilar method. Van Harreveld
(VanHarreveld and Ochs 1956) found it to be 2.30 ~ 2.85 Q m by making measurements with
two electrodes at 1kHz on the surface of rabbit cortex and then comparing them with
measurements on the surface of a block of agar of brain dimensions. Later (VanHarreveld,
Murphy et al. 1963) he found the resistivity of rabbit’s cortical tissue to be 2.08+0.06 Q2 m at
1kHz using two depth electrodes, one deeper than the other along a line perpendicular to the
surface of the cortex. Freygang and Landau (1955) used the four-clectrode method and found
cortical resistivity to be 2.2240.09 Q m wvsing pulses of constant current lasting between
0.3ms and 0.7ms. It is difficult to determine to which frequency this measurement equates
because the membrane RC time constant for neurons is of order milliseconds so it is unlikely
that the voltage induced by the constant current reached steady state while the pulse endured.
It is important that a mather‘natical model in chapter 5 predicts resistivities similar to those

listed above at appropriate frequencies. A summary of the above results is given in Table 1-1.

Svurce Animal | Resistivity (m) | Techuigque § Measurement
Frequency (Hz)

Ranck (1963) Rabbit 3.2140.45 4-electrode 5
Ranck (1963) Rabbit 2.3+0.37 d-electrode 5000
Ranck (1966) Rat 2.5 4-clectrode 1.5-3000
Van Harreveld and Qchs (1936) Rabbit 2.3-2.85 2-electrode 1000
Van Hatreveld ef al. (1963) Rabbit 2.08+0.06 2-electrode 1000
Freygang and Landau (1955) Cat 2.2240.09 4-electrode DC? (see text)

Table 1-1: Reported values for the resistivity of grey matter
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White matter has a resistivity several times higher than grey and, in addition, is highly
anisotropic. Using the (.3-0.7ms pulse technique, the resistivity of cat white matter was found
to be approximately 3.44 Q2 m, almost double that of grey (Freygang and Landau 1955). Van
Harrefeld (1963) found the resistivity of rabbit white matter to be over 4 times that of grey. In
their review, Geddes and Baker (1967) report values, averaged over low-frequency, body
temperature measurements on rabbits and eats, of 2.84 QQ m and 6.82 Q m for the resistivity
of grey and white matter respectively. In addition to this, they also report the ratio of

transverse to longitudinal resistivity of this fibrous tissue ranging between 5.7 and 9.4,

1.4.1.2 The CSF

The resistivity of CSF is 0.56 Qm, as measured most recently by Baumann (1997) at

body temperature. CSF is pechaps the most easily measured of the constituents of the head

listed here.

1.4.1.3 The skull

Skull resistivity is a bone of contention! Reports range from 18 Qm at 1MHz on freshly
excised human bone tissue {(Hemingway and McLendon 1932) to approximately 90 €2 m for
excised rat femur at 10kHz (Kosterich, Foster et al. 1983). Law (1993) reported large
variations in skull resistivity from site to site. Four-terminal measurenients, made at 100Hz,
revealed resistivities between 13.6 Qm at a sufure line and 214 Qm at compact bone. The
overall mean was 75.6341 Q2m, and the large standard deviation simply reflects the variation
from one point to the next and brings into question the validity of reporting a mean value.

Rush and Driscoll (1968) found the effective resistivity of skull, when soaked with a
conducting fluid, to be 80 times that of the fluid. If the fluid were to be CSF, the skull
resistivity would be 45 Qm. More recently, it has been suggested that the contrast between
skull resistivity and that of brain was much less than was previously implemented in models
(Oostendorp, Delbeke et al. 2000). Specifically, a mathematical model of the head, used by
Rush and Driscoll (1969), and others subsequently, assumed a ratio of 1/80 bétween brain
and sknll resistivity. Rather, Oostendorp et al. (2000) suggest, this should be modelled as the
contrast between CSF and skull. At 100 Hz-10 kHz, their measurement of 66.7+13.0 Qm
(2000) is, respectively, about 14 and 120 times greater than the resistivity values reported

above for brain and CSF, and it is very similar to that of Law.
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The anisotropy of bone is well demonstrated by the results of Saha and Williams {1992},
who made measurements at 100kHz on the tibia bone to find the axial, circumferential and

radial mean resistivities to be 16, 158 and 215 Qm.

1.4.1.4  The scalp

Only a single measurement of conductivity of scalp has been generally cited (Burger and

Milaan 1943) but researchers often use a value of 2.27 Om the average of skin and muscle.

i1.4.1.5 The blood

The resistivity of human blood is dependent on the amount of haematocrit (red cells) it
carries. Resistivities of between 1.3 and 1.7 Qm were measured by Rosenthal (1948) for

37°C blood at normal levels (~ 40%) of haematocnt at a frequency of 1kHz.

14.1.6  Summary of head resistivities and conductivities

Amongst the ranges of reported values for the resistivity of constituents of the head, one
was chosen, for each, for the purpose of modelling in this thesis. These are summarized in
‘fable 1-2. Since this thesis describes mainly the comparison of algorithms for reconstruction

of simulated and tank data, the choice of values was not deemed to be crucial.

Tissue type g (Q'm") Reference for o Outer radius of tissue type
(mm)
brain 0.25 Geddes and Baker (1967) 80
CSF 1.79 Baumann (1997} 82
skall 0.0i8 Law (1993 87
scalp 0.44 Burger and Milaan (1943) 92

Table 1-2: Values used for resistivity and conductivity in this thesis

14.2 Resistance changes in the brain and their visibility using EIT

There are three categories of resistance changes in the brain that may be imaged using
EIT, large, medium and small. Each of the following sub-sections contains a brief look at the

theory of the changes and a review of investigations made by the EIT community.

1.4.2.1 Large, patholagical resistance changes

Large resistance changes occur over seconds, minutes or hours due to cell swelling, or
ischemia. Here, metabolic demands are not met, due to the prolonged, repetitive activity

during epilepsy, for example, or due to an interruption of the supply of oxygen-carrying
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blood, as in stroke (Lux, Heinemann et al. 1986). This 1esults in anoxic depolarization. As a
consequence, the active pumps fail to maintain the correct balance of ions inside and outside
the neurons (homeostasis), and osmosis occurs {Hansen and Olsen 1980). This reduces the

amount of extracellular space in the ischemic region and increases its resistivity .

1.4.2.1.1 Neonatal intraventricular haemorrhage (IVH) and hypoxia-ischemia

There is a high risk of intraventricular haemorrhage (IVH) in a neonate and early
diagnosis can lead to improved treatment. When blood displaces CSF there 15 approximately
a three-fold resistivity increase (see section 1.4.1} which shonld be detectable using EIT.
Another cause of disabling or fatal brain injury is hypoxia-ischemia, caused by the lack of
oxygen or blood to the brain at birth, Of preat use in neonatal care would be a cotside system,
such as E1T, that imaged the head continuously.

Neonatal imaging has mainly been confined to studies of the lungs (Brown, Pnmhak et
al. 2002). However, some preluninary images were presented by Murphy et al. (1987), and
numerous evoked response experiments have been performed on neonates by this group.

These have been reported at conferences but sufficient data has not yet been acquired to
publish,

1.4.2.1.2 Stroke

In treatment of stroke, it is important to know what type of stroke has occurred, ischemic
or haemorrhagic in order to kuow which dnig to administer. For ischemic stroke, bload is not
reaching the damaged area and delivering the oxygen required for metabolism, resulting in
apoptosis, a process of cell death. In this case, if a blood clot is cansing the blockage, it is
necessary to adninister antithrombalitics to break it down, although the effectiveness of these
drugs is greatly reduced after the first 3 hours. It would be extremely undesirable to
administer snch drugs if the stroke were to be haemorrhagic. EIT is a technique that could
provide immediate and continuous bedside monitoring of stroke patients and would not
require the expense and inconvenience of MRI,

Resistance increases of 15-60% were obtained by 50kHz measurements on the cortical
surface of anaesthetized rats with induced ischemia (Molder 1993). Scalp measurements
retumed changes 5-10 times less than this, suggesting that it would be possible to image
changes in resistivity eansed by ischemic stroke. These measurements were relative 1o a
baseline, however, and, since baseline images cannot be acquired from a stroke patient it is

thought that EITS (see section 1.3.2) will be a more appropriate technique for proper stroke
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diagnosis. Work is in progress at UCL to develop a multifrequency system to produce static,

tissue contrast images of stroke.

1.4.2.1.3  Epilepsy

Focal epilepsy is a functional abnormality often related to a structural abnormality like a
lesion, and an individual’s seizure always originates from the same cerebral focus. For
patients with intractable epilepsy, surgery is required to remove that part of the brain and
accurate localization of the epileptic focus is crucial before surgical excision. As mentioned
above, the repetitive activity due to a focal seizure can canse local ischemia, detectable using
EIT (Lux, Hemnemann et al. 1986). Continuous monitoring is necessary because the
occurrence of seizures is so unpredictable, therefore EIT may be better sirited than fMRI for
localization of epileptic foci. At present EEG inverse dipole modglling has been attempted for
such a purpose. Patients have their epilepsy-suppressing medication suspended for a week
prior 1o surgery, during which time they are monmtored with EEG in order to gain as much
electrical information as possible during seizure activity. This technique, known as telemetry,
is quite successful for localization of superficial faci but less so for foci situated deeper in the
brain. For these, EEG electrodes are often implanted deep in the brain, a process which can
cause irreversible damage. E1T may provide a niore powertul, as well as less invasive,
alternative for their localization,

Previous work with EIT involved the placement of electrodes on the exposed cortex of
anaesthetized rabbits. This showed the magnitude of the conductivity changes during an
induced epileptic seizure to be about 10% (Holder, Rao et al. 1996; Rao, Gibson et al. 1997,
Rao 2000). Studies are being carried out at present using scalp EIT electrodes in addition to
EEG electrodes to collect data from presurgical patients in the telemetry ward at King's
Hospital. Preliminary resunlts have been presented from data that have been collected ictally
(Bagshaw, Liston et al. In press). These were encouraging, although no substantial claims
have been made for them at this stage. In the two subjects considered for that publication,
localized conductivity increases could be seen with the same lateralization as is expected
from the EEG telemetry data. In addition, the images produced from two seizures in the same

patient werc consistent with each other.

1.4.2.1.4 Spreading depression and migraine

Cortical spreading depression (CSD) was first reported by Ledo (1944) and takes the

form of a wavefront of intense electroencephalographic (EEG) activity which travels at about
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3mm min. In the wake of this is left a depression of EEG activity, as cell swelling occurs,
and a DC potential shift as the extracetlular ionic content changes (Hansen and Olsen 1980).
The propagation of the wavefront is thought to be cansed by the passive ditfusion of
excitatory neurotransmitting substances ahead of the active region (Bures, Buresova et al.
1974). Study of the speed of propagation of the auras experienced by sufferers of migraine
has suggested that the mechanisms for this may be simtlar to those for CSD but this yet to be
confirmed (Welch, Barkley et al. 1987},

An accompanying resistivity increase occurs as a result of the cell swelling, At 1.6kHz
this has been measured as a 100% change (Hoffman, Clarck et al. 1973} and as 40% at 50kHz
(Ranck 1964). In experiments carried out by this group, Boone (1994; 1995) initiated an
episode electrically in 6 anaesthetized and paralysed rabbits and, upon cortical measurement
using a ring of 16 electrodes, observed resistivity increases in reconstructed APT images of 5-
20%, moving at 2-5mm min™'. Most recently, Yoon (1999) measured a conductivity decrease
at 100kHz of 5%, with a latency of 30-60s, followed by a change of 34% with a latency of
200-300s.

1.4.2.2 Medium, functional changes - slow

Medium-sized resistance changes occur over a time course of seconds as a result of
changes in rCBF or, more specifically, cerebral blood volume (CBV), during normal brain
activity. Since blood is about 4 times less resistive than the cortex (section 1.4.1) it is
expected that CBV increase will produce a resistance decrease in a reconstructed EIT image
and that it 1s possible, therefore, to image brain function using EIT. Although there are
already proven good techniques for imaging thc metabolic response due to brain function,
efforts towards this end in impedance tomography are very worthwhile as a means to test
algorithms and hardware by comparison of images with the “expected” results obtained by
fMRI and PET (see section 1.2.2.2.11)

Using the cardiosynchronous EIT method described in section 1.3.3, McArdle {1993)
observed conductivity changes of magnitude 0.2% in the adult human head, related to the
cardiac cycle after 500 cycles were averaged. EIT images have also been obtained nsing a
ring of 16 electrodes on the cortical surface of anaesthetized rabbits during intense photic
stimulation 1n both eyes (Holder, Rao et al. 1996). Resistance decreases of 4.5 +2.7% were
observed in the appropriate cortical areas with a time course similar to the stimulation. More
recently human evoked response experiments have been carried out by the UCL group

(Gibson 2000; Tidswell, Gibson et al. 2001b). Although surface resistance measurements
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generally changed in magnitude by 0.5-1% during stimulation, there was a large vartability in
changes observed in the reconstructed images. Only 19 out of 52 recordings returned changes

localized in the “expected” cortical region.

1.4.2.3  Small, functional changes - fast

The change of resistive properties in individual neurons underlies all neural activity.
When a neuron depolarizes, ion channels open in the cell membrane and its resistance
decreases over tens of milliseconds (Cole and Curtis 1939; Araki and Terzuolo 1962).
Therefore it is easier for current 1o fiow inside the neurons during depolarization than during
the resting state, as is shown diagrammatically in Figure 1-2. Qualitatively, therefore, we
expect the resistance of the tissue containing depolarising neurons to decrease while the extra
ion channels remain open. When the activity of a popnlation of ncurons displays spatial and
temporal coherence, as in normal brain functien, there is therefore an accompanying
resistivity change in the active tissue as a whole. This lasts for tens of milliseconds, the length
of the signal on an EEG trace accompanying an evoked potential. The mechanisms of
neuronal depolarization will be discussed in more detail in chapter 5, as will the relationship
between the associated microscopic and macroscopic impedance changes.

EEG successfully localizes electrically active areas of cortex close to the skull with
sufficient temporal resolution to distinguish neural events tens of milliseconds apart. But, as
mentioned above, localization of deeper activity is less reliable. FMRI1 and PET may be used
to generate umages of activity with a high spatial resolution throughout the brain but their
temporal resolution is only sufficient to observe metabelic consequences of neurcnal
depolarization. It would be of great use to cognitive studies could an imaging technique
combine the spatial and temporal resolution of fMRI/PET and EEG respectively to map
nenronal activity itself, rather than its consequences. A technigue such as EIT has the
capability of measuring with sufficient time-resolution to do so 1f it can attain the sensitivity
reguired to detect the small changes associated with neuronal depolarization (Boone and
Holder 1995). Boone predicted a resistance decrease of about 0.01% measured on the surface
of the scalp (Boone 1995) and that the maximal resistance change associated with neuronal

depolarization occurs when measurement is made at DC.
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Figure 1-2: The flow of externally applied cument inside and ocutside an axon and across its

membrane (a) during the resting state and (b) during depoladization. More current flows Lhrough the

intracellular space during depolarization.

Klivington and Galambos (Klivington and Galambos 1968) reported localized cortical
resistance changes of 0.005% at 10kHz. during auditory evoked responses in the cat. They
used a sharpened, intracranial wire electrode and a platinum plate electrode resting on the
adjacent cortical surface. This means that over half the total sensitivity was due to a 1-mm
layer of tissue surrounding the wire electrode. where cusrent density was maximal. This is a
volume similar to that containing the evoked, neuronal activity. Therefore the method was
very sensitive to localized changes in resistivity. directly comparable with the measured
changes in resistance. Freygang and Landav (1955) used the four-electrode method described
in section 1.4.1.1 to measure a decrease of 3.1%+0.8% due to direct electrical stimulation on
the surface of the cortex. Boone measured resistance changes of ~0.01% to -0.03% due to
cvoked responses in rabbit brains (Boone 1995). He stimulated the median nerve, injected a
square wave of constant current between electrodes 1-3mm apart and measured voltage

between electrodes 9mm apart. All electrodes were on the surface of the cortex.

1.4.3 Implications for EIT

In summary of the previous section, there are broadly three potential modes of operation

for EIT for use in imaging the human brain, one anatomical and two functional.
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1.4.3.1 Anatomical-mode

With use of multi-frequency current injection, it may be possible to produce static images
of tissue contrast within the head. EITS could then be nsed to diagnose stroke, IVH and
hypoxic-ischemia in adults and neonates. While the anatomical-mode can be considered
static, it is also possible to monitor the patient over time with the same technique and to

produce continuous, dynamic, multifrequency images as these conditions deteriorate or

itmprove.

1.4.3.2 FMRI-mode

The first functional mode may be called fMRI-mode whereby it is used to image the
changes in rCBF or cell swelling associated with normal or pathological ncural activity. EfT
could be used in this mode to localize epilepsy and could be of some use in the investigation
of migraine. EIT in fMRI-mode may also provide an altemative low-cost tool for

inveshgations of cognitive function.

1.4.3.3 EEG-mode

1t would be very exciting were EIT to become operational in the EEG-mode. Images
could be obtained of resistance changes occurring over tens of milliseconds and the activity
of different popuiations of neurons conld be traced in time and space throughout the brain
revealing much about cognitive processing and control. The predictions of models and the
small measured changes suggest that sensible 1images in the EEG-mode will be difficult to

achieve but are not beyond theoretical limitations.
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1.5 Instrumentation

1.5.1 Absolute, Dynamic and Spectroscopic

There are three types of system in use at present in the medical applications of EIT,
absolute, spectroscopic and dynamic.

In the first, current is applied through many electrodes in a trigonometnic pattern designed
to maximize sensitivity throughout the object. Examples of this are the ACT or ACT3
systems at the Rensselaer Technical Institute in the USA (Saulnier, Blue et al. 2001).

An example of an Electrical Impedance Tomographic Spectroscopy (EITS) system is the
Sheffield Mk3.5 system, which uses eight electrodes and an adjacent drive/receive electrode
data acquisition protocol to deliver packets of summed sine waves at frequencies between
2kHz and 1.6MHz (Wiison, Milnes et al. 2001).

A dynamic imaging system collects data over time in order to observe relative changes in
impedance. An example of this is the Sheffield Mark 1 system (Barber and Seagar 1987).

Detailed discussion in this section will be limited to the systems used at UCL,

particular those used to acquire data in this thesis. See Boone et /. (1997) for a thorough

review of EIT hardware.
1.5.2 Systems Used at UCL

1.5.2.1 HP-EIT

For human images published by (Tidswell, Gibson et al. 2001b), impedance

measurements were made with an HP 4284A impedance analyzer (Hewleft Packard,

hup:/fwww.hewlettpackard.com). This was modified in order to switch through different
combinations of 4-terminal impedance measurements using 31 clectrodes placed on the head.
In a 4-terminal impedance measurcment, two drive electrodes deliver current while the
potential difference is measured between the other measure electrodes. Current was delivered
at 50 kHz with a magnitude of between 1 and 2.5 mA using combinations of efectrodes that

were diametrically opposed to one another.

1.5.2.2 UCLH Mark 1b

The UCLH Mark 1b system can address up to 64 electrodes independently and employs a
single 4-terminal impedance-measuring circuit and cross point switches, which can be

controlled using software installed on a laptop. The electrodes are connected from the scalp to
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a head-box the size of a videocassette, which is worn by the subject. This, in tumn, 1s
connected by a 10m ribbon cable to a base box, the size of a video recorder, which works at
18 single frequencies that can be chosen over the frequency band between 225Hz and 77Hz.
The loug lead allows the patient to be ambulatory and the size of the equipment allows the
system to be portable.

The magnitude of the impedance is measured using a synchronous-demoduiation voltage
sensing circuit. Since signal phase is dependent on the positions of the drive and measure
electrodes, and on the characteristics of the object under study, a phase shift is selected as
optimal for each measurement combination so that demedulation occurs in-phase with the
signal. Gain is also selected in order that the digitized voltage represents a sizeable proportion
of the full range and digitization noise is minimized on the receive side. More than 600
hundred measurements can be made every second. The protocol used presently requires 258

measurements to be made during acquisition of one image. This takes just over 0.4s.

1.5.2.3 UCLH Mark 2 — EITS of the Human Brain

A vew multifrequency EIT design has been developed, at UCL, which adapts the
Sheffield Mark 3.5 system for use with up to 64 electrodes (Yerworth, Bayford et al. 2003).
Cross point switches were added to a single current/receive module, on this system, in order
to allow selection from any combination of 32 available electrodes and to produce what is
known as the UCL Mark 2 system. The system was shceessful in producing multifrequency

images of cylinders of banana with diameter 10% the diameter of a saline-filled, spherical

tank.
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1.6 Image Reconstruction
1.6.1 Overview

1.6.1.1 The inverse problem

EIT uses the voltages measured on the surface of an object of known geonietry, through
which a known current has been passed, to determine the distribution of conductivity inside

- that object. This is called the inverse problem.

1.6.1.2 The quasi-static forward problem

The solution of the inverse problem first requires solution of the forward problem, which
is possible since we know the equations and the boundary conditions governing the flow of
current through the object €2 under study.

For the purposes of reconstruction in this thesis, the problem is assumed to be guusi-
static (Kleinermann 2001). This means that the effect of magnetic induction can be ignored in
Maxwell’s equations so that they become

E=-V¢ (1-1]
and VxH=cE+ Jimpressed [1-2]
where E is the electric field, ¢ is the electric potential, H is the magnetic field and Jipressca are
the current sources. 1f the divergence is taken on both sides of [1-2], and Jimpressea 1S S€t t0 ZErQ
then, since there are no current sources inside £2, it becomes
V.(cV@ =0inQ (1-3]
with Dirichlet boundary conditions ¢ = v; under electrode i, or Neumann boundary conditions,
oV@n = j; under electrode i and oVg.n = 0 clsewhere. In this thesis we are concerned with
known current inmjection j so, when this is defined, it is possible to solve the Neumann
problem to find ¢ and hence v;. In practice, a finite number of electrodes are used, giving a
finite number N of possible voltage measurements. These can form a vector V=[ v;, v, ..., vyl
which can be related to the conductivity distribution ¢ by a matrix A,.
Ac=V (1-4]
This is the formulation of the forward problem and the inverse problem requires recovery of
¢ knowing V. Because A, is dependent on o, the matrix equation [1-4] can be said to
represent a system of non-linear differential equations whose solution is ¢, For the same

reason, the inverse problem is also non-linear.
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1.6.1.3  Uniqueness, ill-posedness and ill-condition

A solution to [1-4] is unigue when no other solution for ¢ returns the same value of V. Is
it possible in EIT that more than one conductivity distribution could produce the same
boundary voltage measurements V within their precision? The awswer is yes. If
measurements were made to infinite precision and the entire object surface was sampled
continuously, the solution would be unique. However, there is loss of information in the
imaging process since data is discretely sampled and noisy and a large variation of resistivity
may only produce a small variation in the discrete measurements. Therefore, the problem is
ill-posed. 1t is also ill-conditioned, since small oscillations in the data (i.e. noise in V) can
produce large, wild oscillations in the solution for o. For further discussion of ill-posed
inverse problems, the reader is referred to Bertero and Boccacei (1998). The measured data
can suggest a set of approximate solutions for conductivity and it is wise to apply additional
constraints from the physics of the problem. Regulurization methods and a priori information
will be discussed later in this section as a means to compensaie for loss of wformation in

order to reduce the solutions set,
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1.6.2 The forward solution

1.62.1 Geselowitz and the linearized sensitivity relationship

The reciprocity theorem states that if a current 1y is impressed at points A and B on the
surface of an object, giving rise to a voltage ¢ between points C and D, the mutual
impedance Z is the same as if current 1, were impressed at C and D and vollage yap was

measured between A and B (Geselowitz 1971) so that
Z=¢Cpllm=\v,\3/lw [1'5]
The expected impedance measurement Z = ¢ep / lo can be calculated as follows, using

Gauss’ divergence theorem for a vector function f.

ﬁvds=jv&w (1-6a)

Taking two scalar functions @ and ‘¥, and replacing f by @VW gives

[ovw.ds = [OV-(V¥)dv+ [V Vv [1-6b]

If 'V is defined to be a solution to [1-3] and V¥ is replaced by ¢V'V, so that the first term on
the RHS vanishes, [1-6b] becomes

Iy@ep = J-JVQ)-V‘Pdv [1-7]

because the lefi hand side is a result of a surface integral that is only nen-zero at the

electrodes C and D. Therefore, from equation [1-5]

p VO.VY 1-8
Z= J-cr —dv (1-8]
v [(DI‘P
Expanding [1-8] for perturbations in each variable except current, it is possible to denive the

sensitivity relationship

V@uﬂ-VT05+Ac)w [1-9]

AZ = —JAG I,

where AZ is the change expected in the impedance measurement. For small conductivity
changes, it is assumed that VW(Ac)<<VW¥W(c) in order that second order terms can be

neglected in the expansion of VW(c+Ac). Therefore, the linearized sensitivity relationship is

V(o) V¥(o) . [1-10]
I,

AZ = —J.AO'
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Physically, this means that the sensitivity of each measurement to internal condnctivity
changes remains constant, even while those changes from baseline occur. This approximation
is valid as long as changes are sufficiently smail, which is expected for human brain function
where they are 20% or less (Holder, Rao et al. 1996), when caused by increased blood
volume, and 1% or less when canse by neuronal depolarization.

At this point, it is worth pointing out that whilst, superficially, it may appear that
impedance is proportional to conductivity, @ and ¥ are inversely dependent on 6 so that the

units are consistent on either side of equations [1-8] and [1-10].

1.6.2.2  Discretization aud the Sensitivity Matrix

The hnearized sensitivity relationship must be discretized in order that it can be
calculated on a computer. Instead of being integrated over volume, the scalar product is
summed over N discrete volume elements making up the entire volume. This is a further
approximation since it assumes that each of o,, Ac,, @, and ¥, are constant within each

element n.

In practise, M measurements are made of impedance so that equation [1-8] becomes, for

each measurement nt,

ve VW [1-11
Zm = ZO,_H Hin Hha ]
" Ioly
and equation [1-10]
v v 1-12
AZ,=-) Ao, Vo V¥ -2l
" Im I\EJ

where the potentials in the latter are those for an unperturbed conductivity distribution. The

MxN sensitivity matrix or Jacobian cau then be defined as

4 =P VY, [i-13]
- 1.
so that
V=-Ao [1-14]
and AV = AAG (115]

where V and AV are the vectors containing measured voltages and their changes and ¢ and
Ac are the vectors containing conductivity values and their changes in cach element j.
Physically, A contains in each row a voxel map A, p-,.. n of sensitivity for each measurement

combination m sampled at N voxels. 1, and 1, are often taken as unity for simulations.
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1.6.2.3 Data-normalization or row-normalization

In most examples of dynamic image reconstruction, the measured voltage changes are
normalized relative to the unperturbed, or reference, measurements V,.r so that fractional data
are reconstructed.

AVuom = RAAG (1-16]
where Avporm = AV ./ V,rand R is an MxM diagonal matrix whose diagonal is 1./ V.. Here,
the operation *. /7 is an element-by-element division. R will also be referred to as the row-
normalization matrix in the remainder of this thesis. This process of normalization causes
partial cancellation of the errors introduced in AV and V as a result of deviations of the object

from the expected geometry and of errors in electrode placement and, for this reason artefacts

caused by these are less apparent in dynamic images.

1.6.2.4 Pixel-, Column-, or C-Normalization

In practice, another form of normalization is often used. Here, compensation is made for
the large variation of sensitivity between regions close to and distant from electrodes by
normalising for each element, voxel or pixel over all M measurements. This normalization
can take the form of dividing cach value in the column of the sensitivity matrix by the mean
of absolute values in that column {Gibson 2000), by the root mean square (rms) of that
column or just by the sum {(Kotre 1994) so that

KAV = ACAc [1-17]
where K is the constant Ac”'CAo and C is an NxN diagonal matrix in which C, ., contains the

normalization factor relevant for the nth element.

1.6.2.5  Analytical and numerical techniques

For simplc objects, such as a plane, a circle, a sphere, or a cylinder, it is possible to solve for @
and ¥ analytically at any points (often on a square grid) within the object and, hence, define the
sensitivity matrix “exactly™

Alternatively, if the object in question is not of simple geometry, it is necessary to resort to
numencal methods, such as the Finite Element Method (FEM) or Boundary Element Methods
(BEM). These approximale the potcential as linear or polynomial functions within volume or
surface elements respectively. The resulting piecewise solutions are quite appropriate since the

sensitivity matrnix contains discrete coefficients each representing a finite volume. Further
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discussion of these techniques will be left until section 1.7 which describes the modelling methods

used thus far in EIT.
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1.6.3 Linear reconstruction algorithms

1.6.3.1  Backprojection

In the reconstruction of CT images, a sensor detects the attenuation of an X-ray beam,
which has travelled along a known path, and assigns an equal value for attenuation to each of
the pixels it has passed through. When muluple beams have been passed through the object at
all angles, the pixel values are combined. A pixel in a region of high attenuation will have
affected all the beams passing through it and will have cumulated high pixel values relative to
those surrounding it. The same principal has been applied to EIT despile the fact that the
current path is so less well defined than that of X-rays.

In the Sheffield Algorithm (Barber and Brown 1986; Barber and Seagar 1987),
compatible with data collected from the Sheffield Mark 1 system, the x-y plane is
transformed into a u-v plane where u arc isopotentials and v are isocurrents and a weighting
function W=2v-1 is applied to each isocurrent pixel. Filtering was also required to deblur the
image. This they applied empirically, to produce uniform resolution but also applicable is the
constrained optimization reconstruction techrique, in which the variance of pixel values is
minimized given that their backprojection-weighted sum is equal to the sum of all the
baundary potentials (Bayford, Hanquan et al. 1995). 1t was shown there, as suggested by Avis
et al. (1994), who used the Sheffield back projection technique, that a polar (diametric)
current drive protocol produced greater sensitivity at the centre of the image than does an

adjucent current drive protacol, since more current is delivered to the centre of the object.

1.6.3.2  Sensitivity coefficient methods

To calculate the image value for a pixel »#, Kotre (1994) used the normalized sensitivity
coefficient there, described in section1.6.2.3, in each measurement map A,, - ~ 10 weight
the corresponding measured voltage v, in a summation over all the M measurements
pr=1,... .M. This method 1s equivalent to approximating the inverse of AC in [1-17] by its
transpose. After transformation to equi-resolution space using a local magnification factor,
and application of a Weiner filter, Kotre successfully reconstructed images of tank phantoms
and the human thorax.

The Sheffield group applied sensitivity coefficient methods for 3-D reconstructions in
order to avoid some of the conceptual difficultics involved in adapting the backprojection
method from the 2-D case (Metherall 1998). The UCL group has also employed sensitivity

methods to good effect in producing images of conductivity perturbations in 3-D tanks
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{Tidswell, Gibson et al. 2001a). Both techniques mvolved the inversion of a sensitivity
matnx, or Jacobian, data-normalized in the former (section 1.6.2.3). In the latter, pixel-
normalization was employed (section 1.6.2.4) but, whilst normalized data was reconstructed
(see LHS of {1-16]}, the sensitivity mainx was not premultiplied by the matrix R {(see RHS of
[1-16]). The cffects of this are explored in Chapter 2. The Jacobian is calcnlated in nearly all
reconstruction methods in unse today in order to map the conductivity space to the

measurement space.

1.6.3.3 Perturbation methods

For perturbation methods, a perturbation matrix 1s generated imstead of a sensitivity
matrix, the elements of which are the inverse of the ratio of calculated change in measured
voliage dv, to the conductivity perturbation 8o; that causes it. Otherwise known as the “direct
sensitivity matrix”, it has elements approximately equal to ds,/@ v; and can be multiplied by
the veector of voltage changes in order to give an approxamate solution for Ac (Moreci,

Marsili et al. 1994; Morucci, Granig et al. 1995).
1.6.3.4  Singular Value Decomposition (SVD)

1.6.3.4.1 Principles

Singular value decomposition (SVD} 15 a technique by which a solution can be obtained
for most linear least-squares problems. It i1s a very stable algonthm and allows an MxN
matrix A to be analysed and then easily inverted (Golub and Loam 1996). This is
decomposed so that

A=UKV’ [1-18]
where U and ¥V are matrices of orthonormal vectors and K 15 the diagonal matrix whose
elements k; are the cigenvalues, or singular values, arranged in order of decreasing
magnitude. The inverse of an crthogonal vector is its transpose and that of a diagonal vector
is simply another diagonal vector whose diagonal elements are (1/ ;) so that

A'=vK'U" [1-19]
If M<N, as in the problem of EIT where few voltage measurements are required to provide a
solution with many conductivity values, that matrix is underdetermined. In this situation,
there are more unknowns than equations. In order to condition the matrix better, (AA") is
inverted rather than A. If each of these are decomposed then

AA = UKVVKU' = UK?U? [1-20]
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and the inverse, premultiplied by A to retrieve A™' gives
AT (AATY'=vKU UKW = VvK'U’ [1-21)

as in [1-19]. Because AA” is square, I will refer to this technique as square inversion of A.

1.6.3.4.2 Analysis and regularization

If the eigenvectors are plotted, it can be shown that they represent or reach domains
within the object of increasing spatial frequency and with increasing weight towards the
centre (Breckon 1990). However, due to the ill-posedness of the problem, the singular values
decay to values lower than bit-precision. In fact, the rank of the matrix is normally less than
its size because the noise m the data introduces degeneracy of measurement. For this reason,
the smaller singular values become meaningless. It is necessary, therefore, to regularize by
truncation of the diagonal of K' in order that its diagonal elements k;' are zero beyond a
defined threshold value for i, Otherwise, errors will become large. In practice, a truncation
level is defined of r included singular values in order to reflect the noise levels of the
measurement system and to maximize the spatial resolution and depth of sensitivity of the
algorithm. The process is then a pseudo-inversion known as the Moore-Penrose pseudo-
inverse of A, A¥, or, when (AAT) is inverted, it shall be referred to as square Moore-Penrose
pseudo-inversion of A, A*

At =AT(AATY = VKU [1-22]
The rate of decay of the singular values is indicative of the condition of the matrix.

Another method to improve the condition of a matrix is Tikhonov regularization, by

which method, a weighted matrix L could be added to AA” before inversion so that
Al = AT (AAT+cLY! [1-23]
where ¢ is the weighting fzctor (Vauhkonen, Vadasz et al. 1998). A classic example of an ad

hoc regularization matrix is the identity matrix 1.

1.6.343 Theuseof SVD

Eylibogiu {1996} used SVD of the sensitivity matrix to reconstruct 2-D images and
described the empirical process of choosing a truncation level for the pseudo-inverse in order
that resistive objects could be seen in a tank. Without any truncation, he reported, it was
impossible to see the objects. Kleinermann (Kleinermann and Avis 2000; 2001) used a
truncated SVD algorithm with 2-D and 3-D sensitivity matrices in order to reconstruct images
of objects inside a right cylindrical tank. Truncated SVD has also been used to invert

recalculated Jacobians based on iteratively updated conductivity distributions in order to
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approach the true distribution after several repeated calculations (Clay and Ferree 2002;
Tang, Wang et al. 2002).

The UCL group has used the linear, non-iterative, truncated SVD algorithm for all the 3-
D EIT images it has presented of tanks and human evoked responses (Gibson 2000; Tidswell,
Gibson et al. 2001a; Tidswell, Gibson et al. 2001b). It could localize, to a reasonable degree,
sponge reststance changes within a saline tank and some focal impedance changes within the

brain, although at locations other than those suggested by physiology.

1.6.3.5 Iterative Methods

Initial estimates of a conductivity distribution can be improved, iteratively, by finding the
best solution to measured data. Linear methods involve updating the conductivity distribution
using an equation such as did Gibson (2000)

6.1 =0;- TAT(AG; - V) [1-24]
in a proeess known as in Landweber’s method, where Sg, — V is the difference between the
ith calculated voltages and the actual distribution and 7 is a proportion which weights the
error image AT (Ac; — V). The iterations continue until the calculated and measured data
match each other to within the accuracy of the system. He showed the iterative technique to

have worse resolution than inversion by truncated SVD but similar accuracy in tank and

computer simulation experiments.

1.6.3.6  Newton One-Step Error Reconstruction (NOSER), Fast NOSER

(FNOSER) and Three-Dimensional, Linearized Reconstruction Algorithm
(ToDLeR)

These techniques have been developed and are employed by the Rensselaer group
(Saulnier, Blue et al. 2001), The Newton One-Step Error Reconstruction (NOSER) technique
first finds the value of the homogeneous conductivity that minimizes the error between
calculated and measured boundary voltages for EIT on a homogeneous and isotropic 2-D
object of arbitrary shape. The code takes only one step of the Newton iterative method
described in section 1.0.4.1., improving the speed of reconstruction, which is particularly
important in 3-D. FNOSER is the computationally streamlined versien of NOSER and
ToDLeR extends the algorithm to the 3-D case.
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164 Non-linear reconstruction algorithms

1.6.4.1  Gauss-Newton and modified Newton-Rephson methods

These are known as non-linear least squares estimations, which converge in distribution.
They solve the inverse problem by iterative lincarization of the non-linear relationship
between resistivity and the electrical measurements. In order to do this, the Jacobian is
recalculated at every iteration. The method was shown to out-perform perturbation and
backprojection methods for reconstruction of 2-D, computer simmlated resistivity
distributions (Yorkey, Webster et al. 1987) but would be very costly when used in 3-D
problems.

1.6.4.2  POMPUS

The Oxferd group described a reconstruction algorithm, known as POMPUS, based on
the nsc of optimal current injeetion, for distinguishability between regions, and iterative
inversion (Panlson, Lionheart et al. 1993; Paulson, Lionheart et al. 1995). It was designed and
shown to be many times faster than standard, Newton-based, reconstruction algerithms and

yielded results comparable to those produced by these standard algorithms.

1.6.4.3 Layer-stripping

This technique involves the calenlation bBrst of impedance on the boundary by use of
voltage measurements corresponding to highest spatial frequency, since they are most
sensitive to variations near the surface (Somersalo, Cheney et al. 1991; Isaacson, Cheney et
al. 1992). The voltages on the surface of the next, underlying layer are then synthesized and
the process is repeated until the whole volume has been defined. This method would appear
to be particularly applicable to an object which is naturally layered, such as the head and

might be worth further investigation.

1.6.4.4 Temporal Optical Absorption and Scattering Tomography (TOAST)

Temporal optical absorption and scattering trmography (TOAST) is the algorithm used
to reconstruct images for optical tomography by the UCL group (Armnidge, Hebden et al.
2000). 1t works by iteratively updating the parameters in a FEM model in order to best-fit
experimentally measured and predicted data. it was used successfully to produce the images

described in section 1.2.2.2.8 (Hebden, Gibson et al. 2002).
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1.6.5 Prior information

The ill-posed inversion problem in EYT must be regularized, as has already been stated.
This can be performed by simple truncation of singular values at a point suggested by spatial
resolution and noise considerations, or by ad hoc Tikhonov regularization. However, the
problem can be made less ill-posed in a more intelligent way by the use of a priori

information, if it is available.

1.6.5.1 Parametric Reconstriuction

It has been suggested that the ill-posedness of the inverse problem in EIT could be cured
if it was reduced to the calculation of a relatively small number of parameters (de Munek,
Faes et al. 2000). The disadvantage of the technique is that a large amount of information

needs to be obtained a priori.

1.6.5.2  Basis coustraint and Tikhonov regularization with a priori knowledge

Vaukhonen regularized the EIT problem for the thorax, based on anatomical information
{Vauhkonen, Kaipio et al. 1997, Tidswell, Gibson et al. 2001a) gained from MRI The
conductivity distribution was approximated as a summation of weighted basis functions. A
covariance matrix wus then constructed from a leaming set of feasible conductivity
distributions and was broken down, using principal component analysis, into eigenvectors
and corresponding eigenvalues., When displayed, the eigenvectors appeared to model the
different compartments of the thorax, the lungs and the heart so that the coefficients of the
basis functions had a direct physiological interpretation.

However, the techniqué gave unreliable results when the prior information was
incompatible. Subsequently, Vaukhonen (1998) penalized each iteration of a solution by its
distance from the subspace S, spanned by the basis functions, drawing it towards rather than
forcing it to be in the subspace, as in the basis constraint method. In this case, as opposed to
the identity matrix, the regularization matrix L is built so that its null space is the subspace
S, The technique was shown to give reasonable results even when the prior information was

incompatible,

1.6.5.3  Anisotropic smoothness coustraints

Kaipio ef al. (1999) implemented Tikhonov regularization using a regularization matrix
into which approximalte spatial prior information is mcorporated. They showed that, by using

anisotropic smoothness constraints there were improvements over Tikhonov-based 2-D
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reconstructions using the identity matrix and that images were no worse when the a priori
information was wrong. Borsic performed sinular reconstructions using Gaussian anisotropic

filters and found that conductivity patterns could be reconstructed even if they violated the
prior information (Borsic, Lionheart et al. 2002).
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1.6.6 Summary

In most linear reconstruction methods, the conductivity change is found by a single
maltrix operation on a vector of measured data. Backprojection methods have been used in 2-
D but 3-D linear methods are based mainly on the Moore-Penrose inverse of a sensitivity co-
efficient matrix (Jacobian) using SVD.

Non-linear iterative methods have been employed for many solutions of 2-D problems.
These become very compntationally expensive when the 3-D problem is tackled. The
inclusion of prior information appears to be of great benefit in directing non-linear iterative
solutions towards a likely solution, particnlarly when there are identifiable physiological
compartments within the part of the body under consideration.

Reconstructions in this thesis will be made using a linear, non-iterative, truncated SVD
algorithm since the focus is not on the inversion process but on the difference made to images

by improvement of the forward solntion.
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1.7 Modelling in EIT

This section describes the models that have been nsed in all aspects of EIT, in particular
for reconstruction of brain images. It will be shown, using examples from EIT and EEG
modelling, that a 3-D model must be used and that non-sphericity and inhomogeneity, due to
the layered naturc of the head, produce an as yet unquantified effect on reconstructed EIT

images of tank and human data.
1.7.1 2-D models

L.7.1.1 General reconstruction

Sections 1.3 and 1.4 describe the use of EIT for many applications in medical imaging. 1n
order to generate a Jacobian for image reconstruction, it is necessary to calculate V@ and
VY, knowing something about the pattern of current being applied and making assumptions
about the shape of the object under consideration and about its internal conductivity
distribution o,

‘In many cases of image reconstruction of thoracic or gastrointestinal images, electrodes
were arranged in a plane and a 2-D model was used to approximate the internal fields when a
single plane of electrode was used for measurement. This was done using analytical and FEM
models of a circular conductor (Avis 1993; Avis and Barber 1994; Metherall, Barber et al.
1996; Patterson, Zhang et al. 2001), and of a plane conductor with a niore realistic boundary
shape (Jain, Isaacson et al. 1997; Borsic, McLeod et al. 2001). The latter was found to reduce
distertions markedly when data was ¢btained from a non-circular boundary. The 2-D model
was extended to 2%4-D in reconstruction of data from a cylindrical tank, assuming axial
uniformity {Jerbi, Lionheart et al. 2000) where stacked slices were assumed to be circular,
uniform conductors. Resuits showed improvements over strictly 2-D methods. 2-D circular
models have also been used in general to reconstruct breast images (Kerner, Paulsen et al.

2002) although they suggest that a 3-D approach is needed to increase sensitivity to deep

lesions.

L7.1.2  Models of the head

2-D moedels have also been used in the reconstruction of brain images. Boone used the
Sheffied backprojection algorithm (Barber and Seagar 1987) to reconstruct images of
spreading depression in the rabbit cortex (Boone, Lewis et al. 1994). This assumed that the

resisitivity distribution was initially homogeneous and 2-dimensional, as is the flat cortex of
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the rabbit brain. Bayford used a 2-D algorithm based on backprojection for reconstruction of
data from a 2-D phantom with a circular, Plaster of Paris ring to simulate the presence of a
skull (Bayford, Hanquan et al. 1995). Gibson et al. (2000) suggested a 2-D circular FEM
solution to model impedance changes in the centre of the neonatal head and their resultant
boundary voltage changes, but did not actually perform any reconstructions with this model.
The problem of stroke detection and monitoring was approached by Clay and Ferree (2002)
using a circular FEM with four concentric regions representing brain, CSF, skull and scalp, as
did Gibson et al.. Images were reconstructed using an iterative approach and high correlation
was shown between simulated and reconstructed impedance changes.

Pidcock et al. presented a formulation of rectangular, circular and elliptical analytic and
semi-analytic solutions for the problem of EIT, inclnding, in each case, the presence of layers

(Pidcock, Kuzuoglu et al. [995). No reports have been madé of the models’ implementation.

1.7.2 3-D models

1.7.2.1 General reconstruction

Since current is not confined to 2-dimensions in a 3-D object, it is more appropriate to
employ 3-D models in a reconstruction algorithm for such medical applications as have been
descnbed above. Pidcock et al also presented a formulation of cubic, cylindrical and
spherical analytic and semi-analytic solutions for the 3-D problem of EIT, and, as for the 2-D
case, included in each case the presence of layers (Pidcock, Kuzuoglu et al. 1995). Again, no
reports were made of the models™ implementation.

Analytical and FEM-based 3-D models .have been applied for imaging resistivity
perturbations in cylindrical simulations and phantoms (Blue, Isaacson et al. 2000;
Kleinermann and Avis 2000; leHyriac and Pidcock 2000; Vauhkonen, Vanhkonen et al.
2000; Kleinermann 2001) and static and dynamic images have been obtained of the human
thorax during respiration {Saulnier, Blue et al. 2001) using several planes of electrodes. Blue
conciuded from his results that, for a system with a given numbcr of channels. it is best to
divide the electrodes among several planes rather than increasing resolution in a single plane
by placing all of them in a dense ring. In the latter case, he reports a larger artefact than in the
former due to impedance perturbations occurring outside the image plane. Kleinermann
reported, from inspection of singular values, that the 3-D reconstruction algorithm appeared
to be better conditioned than the 2-D ailgorithm. He also modelled an elliptical cylinder but

reconstructed images were not presented.
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1.7.2.2  Models of the head

There are several examples of 3-D) models used to reconstruet EIT images of the head.
The analytical models approximate the head as a sphere only and FEM models as a sphere or

a realistic, head-shaped geometry.

1.7.2.2.1 Spherical and homogeneous models

Our group at UCL has previously produced images of resistance changes in
hemispherical and head-shaped phantoms and in the head, during brain function, using a 3D
analytical forward solution for a homogeneous sphere (Gibson 2000; Tidswell, Gibson et al.
2001b). Both these studies showed that, in the presence of a real or simulated resistive skull,
the homogeneous algorithm reconstructed impedance changes too centrally, suggesting the
need to take the skull into aceount mn future algorithms. In the head-shaped tank, a 12%
resistance change was localized with an error of 6-25mm without the presence of the skull
and 19.6-36mm with the skull in place. In the hemispherical tank, the mean value for peak
impedance change inside a simulated skull was 34% that of the change without the presence
of the skull and the localization error was 6.5-20.3mm. Localization accuracy was similar for
reconstructions from tanks with and without the simulated skull when a radial correction
factor of 1.6 was introduced.

The perturbation approach (section 1.6.3.3) was employed by Morruci et al. (1995) to
reconstruct an off-centre perturbation in an otherwise homogeneous sphere. A direct
sensitivity matrix was produced, using BEM, for a square grid describing the upper

hemisphere and 40 electrodes arranged in rings from its equator to its apex.

1.7.2.2.2  Spherical and inhomogeneous models

There are two examples of the use of analytical, layered sphere models in the literature.
The solution for potential was derived by Ferree e @l (2000) for injection of current /
through point electrodes on a four-shell sphere in order to estimate the regional head tissue
conductivities i» vivo. A similar method was employed by Gonealves et al. (2000) in order to
better specify regional head conductivities when solving for the EEG problem, but their
analytical model included only three layers. Neither papers reported reconstruction of images.

Another spherical model of the head was produced by Towers et al. (2000). They used
the Ansoft Maxwell FEM package to solve for one hemisphere of a sphere consisting of 4
concentric shell layers, scalp, skull, CSF and brain with a ring of 16 scalp electrodes attached

around its equator. They did not produce images but showed the requirements of voltage
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measurement sensitivity to be 100-120 dB in order to detcct changes in rCBF and those due
to application of a carotid clamp. They also comparted their results with those from a 2-D

model, which indicated sensitivity requirements 15 dB less severe than did the 3-D model.

1.7.2.2.3  Realistic geometry and inhomogeneity

A FEM model of a 4-compartment, realistically-shaped head was used by Gibson
{Gibson 2000} in a truncated SVD algorithm to reconstruct images from tank data and human
evoked responses. In neither case were reconstructions significantly better than when an
analytical spherical model was used, but he sugpested that errors in the mesh may have
substantially reduced the accuracy of the FEM-generated scnsitivity matrices and hence
reduced the benefits of including realistic geometry and inhomogeneity in the forward model.
Images were reconstructed iteratively by Polydorides er af. (2001} from simulation of a visual
evoked response using a similar FEM model on an improved mesh with 5 compartments and
electrodes arranged in a ring. Their results will be discussed further in Chapter 4.

In a further study, the change in transfer impedance was studied for a 30-40% impedance
change due to 2 10cm’ central oedema, as simulated by a FEM model with realistic head
geometry, including 13 different tissues and using hexahedral elements (Bonovas, Kyriacou
et al. 2001). However, no images were presentcd using this technique.

A solution for current flow through a realistically shaped head was reported by Bayford
et al. (2001), using integrated design engineering analysis software (FDEAS). A full

sensitivity matrix was not built, however, and no images were reconstructed.

1.7.3 Modelling in EEG

Whilst EIT is an active technique, in that current is injected into the head, EEG is a
passive techniquc. Nonetheless, the problem of dipole modelling in EEG is similar to that in
EIT because it is necessary to calculate distributions of potential and of electric field inside
the head as if current was being injected. The non-sphericity and inhomogeneity of the head
present similar problems. Three- and four-shell models are often used in source localization
from measured EEGs (Rush and Driscoll 1969; Ary, Klein et al. 1981; Yvert, Bertrand et al.
1997; Krings, Chiappa et al. 1999, Mosher, Leahy et al. 1999, Cuffin and Schomer 2001).
Mostly, multi-shell models have included three shells only, neglecting the CSF, which is
expected to shunt some of the injected current. In the past, spherical models have been
compared with non-spherical models and homogeneous with non-homogeneous, Same of the

results of these comparisons follows,
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1.7.3.1 The effect of shells

Ary quantified the difference between analytical solutions for potential generated by a
dipole in 1) a homogenons sphere with conductivity that of brain and 2) a system of three
concentric shells, brain, skull and scalp, each with appropriate conductivity. The latter
suggested that a radial correction factor of about 1.6 could compensate for the presence of the

skull and the resultant localization errar when a homogenous model is used.

1.7.3.2 The effect of geametry in the presence of shells

Many workers havc compared the use of spherical and non-spherical models for
localising dipoles within non-spherical objects. Simulation studies, such as that by Roth
(1993), showed average and maximum localization ermrors of 19.7mm and 40mm when
dipoles were simulated in the frontal and temporal lobes of a realistic BEM model and
reconstructed using a 3-shell sphere maode. Yvert (1997) performed a similar calculation for
2000 simwulations of dipoles at random positions on the segmented cortical surface of a
realistically-shaped, 3-shell BEM model. Localization errors for inverse calculations with a
spherical model were reported to be 5-6mm in the upper part of the head and 15-25mm in the
lower part. Cuffin (2001) investigated two features of non-spherical gcometry in the head, the
general boundary shape and the brain pan, which is the very non-spherical surface at the
bottom of the brain cavity. Inverse calculations were performed using an analytical 3-sphere
model and data was generated using 3-sheil, non-spherical BEM models with and without a
brain pan. 1t was found that the maximum localization errors were approximately 10mm in
the former and 20mm in the latter.

The same author reported localization studies of 177 dipole sources created by injecting
current into depth electrodes implanted into the brains of 13 human subjects. Using a 3-
layered sphere model for the inverse calculation, the best average localization that could be
achieved was 10mm. In a similar study, Krings ef o (Krings, Chiappa et al. 1999) used a 4-
shell spherical head model to localize 11 dipoles in only 2 subjects. Localization errors were
17mm and 13mm using 21 electrodes and 41 electrodes respectively, when a proporiionality
correction factor was applied to correct for non-spherical head shape. Errors were 23mum and
17nun when the factor was not applied. In the latter study, eiectrodes were implanted and
anchored with metal skull screws, In the former, anchors were non-conductive.

In order to study the effect of realistic geometry in cormrect physiological locahzation of
the source associated with somatosensory evoked potentials (SEPs), Kristeva-Feige et al.

(1997) performed 9 daily replications of a right median nerve stimulation experiment on one
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healthy subject. A 3-shell spherical model and a 3-compartment realistically shaped BEM
madel were used for the inverse calculations and both located the dipole sources, correctly,
within the postcentral gyrus when results were projected onto the individual’'s MRI and

compared with an fMRI image during the same stimulation protocol.

1.7.4 Anisotropy

A further problem in both EIT and EEG is that the tissue inside the head is highly
anisotropic, in which case, it is possible that no isotropic conductivity distribution could
accurately predict the measured data (Lionheart 1998). Data measured from a real-skull
phantom head was reconstructed by Baillet e al. (2001}, who snggested that full, anisotropic
realistic head FEM models were necessary, rather than spherical models to fit the data with a
reasonable level of residual variance. They suggested that an analytical spherical model,
while not as good as the detailed FEM model, produced better results than simpler FEM and
BEM models with realistic geometries but less conductivity constraints.

In order to include amsotropy information in a FEM model of the head, conductivity
tensor data could be provided by diffusion weighted tensor MRI, which 1is sensitive to the
freedom of water molecules to diffuse in different directions through tissue. Haneisen et al.
{2002) found a minor influence of amsotropy on source localization but a major influence on
source strength estimation when tissue anisotropy was considered in localization using

computer simulated data. The effect of anisotropy is not investigated in this thesis.

175 Summary

In EEG inverse dipole modelling using spherical models, neglecting to include shells in
the inverse calculation results in sources localized too centrally when data is from a shelled
object. The inclusion of shells corrects for this. Similar mislocalizations were found in EIT
images of impedance changes within a shell in a spherical phantom when a homogeneous
reconstruction algorithm was used.

Simulated dipoles in realistic head models are localized best when realistic geometry is
assumed 1n the inverse calculation but the inclusion of real geometry in EEG modelling has
not been shown to improve significantly the localization of dipoles in real heads. This could
be for a number of reasons, including inaccurate knowledge of tissue conductivities,
anisotropy information and individual geometry. Given the conclusions of Baillet et al.

{2001) 1t is reasonable to ask whether FEM will give any improvement in EIT reconstruction
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of head images over a shelled sphere model unless it is pushed to its limit and inelndes all of

this patient-specifie information.

1.8 Statement of Objectives

It is my aim to develop and investigate the possible use of an analytical multi-shell sphere
algorithm in EIT reconstruetion of human images. I shall compare its efficacy with that of
algorithms based on a homogeneous sphere model, a homogeneous, linear FEM model with
realistic-geometry and one that includes four internal tissue compartments. Finally, 1 shall
present a mathematical model of the small impedance change that oceurs in neuronal tissue

during depolarization and eomment on the ability of EIT to produce images of sueh a change.

1.9 Design

In Chapter 2 will be deseribed the analytical and FEM methods used in this thesis as will
the particulars of the reconstruction method used.

Chapter 3 describes inelusion of multiple shells in an analytical EIT image reeonstruction
algonithm and reconstruction of computer-simulated and tank data from a multi-shell
spherical objeet. Results arc compared with those using a homogeneous algorithm in order to
assess the improvement due to the new algonthm. To investigate the ability of a linear FEM
to take into account thin shells of high resistivity contrast, results are compared also with
those using a linear FEM algorithm for a multi-shell sphere.

In Chapter 4, FEM models are used to investigate the effect of ineluding realistic
geometry in the reconstruction algorithm. Data is reconstructed from homogeneous and
shelled tanks with realistic head geometries and reconstructions are performed using spherical
and non-spherical, homogeneous and inhomogeneous models. These algorithms are aiso
applied to the reconstruction of human images in order to assess how much better it is to
include shells and realistic geometry in a reconstruction algorithm for human brain funetion.

In Chapter 5, a model will be presented of the microscopic impedance changes associated
with neuronal depolarization. Predicted changes from the model will be included as
perturbations in the maeroscopic models developed for the head in order to estimate the

expected scalp signal and assess the feasibility of their reconstruction.
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Image Reconstruction using
Analytical and Numerical
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68



2 Image Reconstruction using Analytical and
Numerical Methods

2.1 Introduction

1t is necessary in EIT to describe current flow as accurately as possible but, to my
knowledge, an analytical multi-shell concentric sphere model has not been implemented
before in an EIT reconstruction algorithm. 1t seems reasonablc that an improved model of
current flow will reduce localization error in the resulting images. 1 have therefore applied an
analytical model of current flow in concentric spheres to the problem of EIT image
reconstruction. The model assumes the head to be four concentric, spherical shells of

different conductivity representing brain, cerebro-spinal fluid (CSF), skull and scalp.

211 Purpose

In this chapter, 1 will 1) describe and compare the implementation of analytical and linear
FEM-based numerical methods in order to solve the forward problem in EIT for
homogeneous spheres and those with concentric layers of contrasting resistivity; 2) describe
the inversion process which will be used for EIT image reconstruction from compnter
simulations and laboratory phantoms. Comparison of image reconstruction using numerical
and analytical methods will be left until chapter 3 when the effect is investigated of the

presence of shells on EIT images.
21.2 Modelling the Forward Problem

2.1.2.1 Analytical and Numerical Methods

Some justification s necessary for the pursnit of analytical methods in this sindy when it
is clear that a sphere is only an approximate representation of the head. One of the most
commonly used methods of selving the forward problem is the numerical Finite Element
Method (FEM) in which a given volume is divided up into ietrahedral elements and the
potential distribution is approximated throughout by polynomial functions within each
element. Ultimately a realistic FEM model of the human head (Bayford, Gibson et al. 2001)
will give a more faithful representation of the current distribution than would either of the

analytical, spherical models suggested.
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Meshes are relatively easy to generate but it is difficult to provide solutions for electrical
potential throughout without a mesh of good quality, which is less easy to generate. Solutions
of the forward problem using the FEM are dependant on the type of elements, the degree of
interpolation function and the type of solver used. An analytical solution is not depeandant on
these factors. The FEM has difficulty modelling very thin layers without resorting fo the use
of extremely fine meshes, which increases computation time considerably. The problem of
thin layers exists in both simple shell geometry and that which accurately models the
geometry of the compartments in the head. Currently our group is working to develop both
FEM and analytical reconstruction. The analytical reconstruction is mtended as a check on

the FEM solution and a possible alternative.

2.1.2.2 Elemental, Nodal or Voxel

In 2-D and 3-D analytical and numerical methods, conductivity and sensitivity
coefficients can be defined for each element of a mesh (Murai and Kagawa 1985,
Kleinermann 2001; Polydorides and Lionheart 2001; Vaukhonen, Lionheart ct al. 2001), for
each node (Amidge, Hebden et al. 2000) or for each pixel or voxel (Morucci, Gramé et al.
1995; Gibson, Tidswell et al. 1999; leHyriac and Pidcock 2000; Mueller, Isaacson et al.
2001). For a given mesh, there are many more elements than nodes so a nodal sensitivity
matrix is smaller and reconstruction is less ill-posed. The density of elements, nodes or
voxels can be chosen at will.

In order to discretize Geselowitz’s sensitivity relationship (section 1.6.2.2), it is assumed
that both electric field and conductivity are constant in the volume represented by the
sensitivity coefficient, whether calculated for an element, a node or a voxel. Therefore, il is
desirable for that volume to include one type of tissue only when contrasting tissues exist

within the whole, as in the case of the head.

2.1.2.3 Electrodes

Many algorithms have suggested the inclusion of electrede models in the solution of the
forward problem {Cheng, Tsaacson et al. 1989; Hua, Woo et al. 1993; Vauhkonen, Kaipio et
al. 1997; Dehghani 1999). In practice, scalp clectrodes have a finite area and present a
complex impedance in series with that of the head alone. Analytical solutions have accounted
for the former consideration (Pidcock, Kuzuoglu et al. 1995; Kleinermann 2001) but previous
analytical reconstructions of human data have assumed current injection to be through poins

electrodes which present no contact impedance (Gibson 2000).
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2.1.2.4  Spatial Sampling on the Head

in order to sample as much of the head as possible, Gibson (Gibson 2000} devised a set
of positions for scalp EIT electrodes based on the 10-20 system in EEG (Binnie, Rowan et al.
1982). 12 more electrodes were added so that, in total, 31 were nsed. When these positions
were used to produce images of spherical computer simulations, all but four were on or above
the eqﬁatorial plane of the sphere. It was proposed (Bayford, Boone et al. 1996) that
sensitivity 1s maximized to central changes when current 1s driven through electrodes at
opposite sides of the object (polar drive} or when a trigonometric pattern is nsed for injection
through many electrodes (section 1.5.1). Based on the principle of polar current drive, a list
of 258 4-terminal measurements was devised (Gibson 2000) using 21 different pairs of
electrodes for polar or near-polar injection and 38 different pairs of adjacent electrodes to
measure potential difference.

High-density EEG employs N.=64-128 electrodes. If spatial resolution 1s propertional to
M, '?, where M,, is the number of measurements, and M, =(N/2)(N.-3) for polar drive (Clay
and Ferree 2002) then, using 31, 64 and 128 electrodes would produce reselutionsof 1 : 1.6 :
2.6 relative to each other. Application of electrodes is time consuming but some studies have
been carried out to mvestigate the nse in EIT of nets and caps specially designed for EEG and
containing many ¢lectrodes in preordained positions. For the purposes of studies in this

thesis, only 31 electrodes were used.
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21.3 The Finite Element Method (FEM)

2.L3.1 The Choice of FEM as Opposed to BEM

The boundary element method (BEM) is a numerical method often used in EEG inverse
dipole modeiling and has been used in the past for EIT reconstruction as well (Morucci,
Grani€ et al. 1995). However, for BEM, all internal regions must be isotropic, piecewise
homogeneous and continuous, requirements which are not met in the case of the head, which
is highly anisotropic and in which there are large discontinuities such as swiures and holes in
the sknill. FEM is capable of modelling these (Thevenet, Bertrand et al. 1991) and was
therefore chosen in this work for EIT reconstruction of head images.

Previously, this group (Gibson 2000) compared results using an analytical model of the
head as a homogeneous sphere, a FEM model of the head as a homogenous sphere and a
FEM model of the head with a realistic geometry and internal resistivity distribution, albeit
isotropic. The voltages were calculated for every four-terminal measurement in a protocol list
for each case and then compared. This produced voltage profiles. Both spherical models were
expected to return similar results but this was not found. The quality of the mesh was
suspected but the cause of these diserepancies still needs to be resolved. This problem will be
investigated using new meshes generated by Integrated Design Analysis Saftware (I-DEAS: a
commercial software package designed primarily for use in stress and thermal modelling)
(Bayford, Gibson et al. 2001) and a new version of the FEM solver, TOAST

(http:/Awww medphys.ucl.ac.uk/~martinsftoast/index html), used 1n Gibson’s study and

described in section 1.6.4.4.
2.1.3.2 How the FEM works

2.1.3.2.1 Mesh Generation

In order to use FEM, the volume under consideration must be divided into discrete
elements. An example of the use of hexahedral elements can be found in the work of Bonovas
et al. (2001) but they are usually tetrahedral. There are various methods to generate a
tetrahedral mesh to describe a given volume such as Octree, Delauney and Advancing Front.
By the latter method, the surface of the object is represented as a 2-D triangular mesh and
tetrahedra are grown inwardly throughout the volume until it is all meshed.

It has been suggested that, once the mesh has been generated, it is useful to refine it so

that the it is of higher density near regions of high field variation, such as near electrodes and
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near intemal tissue boundaries (Molinari, Cox et al. 2001, Molinari, Cox et al. 2002) and of
lower density elsewhere. A higher density mesh produces a more accurate numertcal solution
for field distribution. The refinement method increases the accuracy of the numerical
approximation without requiring a high-density mesh throughout the volume and, therefore,
increases the efficiency of a FEM algorithm by reducing computational time and storage
requirements.

The mesh used previously by Gibson (2000) for FEM reconstruction was produced by the
University of Utah using a method based on Delauney triangulation. It was found, however,
that, relative to the largest elements, some elements were very small and others were long and
thin. This was thought to introduce errors in the sensitivity matrices. The suitability of
[-DEAS for mesh generation and the possibility of solving the forward problem in EIT of the
human head have been considered previously (Bayford et al 2001). With this software, higher
quatity meshes can be generated and so its use is likely to reduce errors. The mesh generation
15 based on an advancing front algorithm and meshes can be constructed from linear or

quadratic, tetrahedral elements,

2.1.3.2.2 Discretization - Support

A good forward model must describe accurately the distribution of current and potential
throughout the head upon current injection thrbugh scalp drive electrodes. 1t must also
describe accurately the sensitivity relationship between an internal conductivity change and
the associated voltage change measured at the measure electrodes. The former is often tested
by comparing relationship [i-14] (in which the discretized conductivity distribution is related
to the measured voltages by the discretized sensitivity matrix) with the potentials calculated
directly and analytically. 1t is normally found that finer discretization produces a more
accurate numerical solution for potential throughout the volume and also a more accurate
prediction of the boundary voltages V in equation 1-14 whether by use of a numerical or an
analytical sensitivity matrix (Dehghani 1999). However, the larger the number of elements,
the more computationally expensive is the FEM solution and the larger the sensitivity matrix
becomes.

The FEM can produce solutions for field on an elemental basis after calculation of
potential at each of the vodes (Murai and Kagawa 1985; Bayford, Gibson et al. 2001;
Kleinermapn 2001) or it can calculate the field on a nodal basis as does TOAST (Arridge,
Hebden et al. 2000). Other methods calculate ficld at the centre of a cubic or cylindrical

voxel, as described above. For purposes such as calculating the gradient of poteutial and
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discretising the sensitivity relationship, it 15 necessary to define the volume represented by
each sensitivity coefficient. This 15 equal to the volume over which the integral in [1-9] is
evaluated, and will be referred to as the support or v,. For an elemental solution, that is
simply the volume of the element and for a voxel-based solution, the volume of the voxel. 1n
the latter case, many authors ignore support since it is the same for each coefficient (Morucci,
Granié et al. 1995; Gibson 2000). For a nodal solution, the volume is not so obvious and
complementary elements have been suggested, extending half-way along the edges of each of
the elements to which that node belongs (Dong, Bayford et al. 2003). Also used as support
could be the summed volume of all the elements to which that node belongs. This approach is

adopted here.

2.1.3.2.3 Degree of Interpolation

A FEM model can assume that potential varies as a polynomial function from point to
point within an element. For each of the elements in a mesh an interpolation function (or
basis function) is suggested and a summated series of these can be used to approximate the
solution to the entire model. These functions can have any degree but it is most common only
to use linear or quadratic functions. For the latter technique, extra nodes are added at the
midpoints of each element edge. Increasing the number of linear elements will improve the
linear solution but, in practice, a quadratic solution will be more accurate than a linear

solution for the same number of clements, especially in regions of high field variation.

2.1.3.2.4 Solution

A full description of the formulation of the system of equations in FEM is outside the
scope of this thesis. However, the interested reader may wish to consult Jin (1993), who
describes its nse in the solution of electromagnetic problems for 1-D, 2-D and 3-D cases. In a

domain Q, the problem can be described as

Je=f j2-4§

where Jis a differential operating matrix, dependent on the properties of the system, f'is the
excitation or forcing function and ¢ is the unknown function e.g. potential. The book
describes the Ritz (or Rayleigh-Ritz) and Galerkin methods to approximate the solution. The
former 15 a variational method in which a variational expression is minimized with respect to

its variables, giving a differential matrix whose elements depend on the chosen interpolation
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functions. The latter is a weighted residual method and derives a similar system of equations

dependent on the interpolation functions.

2.1.3.23 Implementations

A thorough review of available FEM packages was carried out by Gibson (Gibson 2000)
with an aim to choose one for use in EIT. These were mostly sophisticated, inflexible pieces
of software and it was difficult to see how they could be adapted in order to solve for the 59
differeni boundary conditions described in section 2.1.2.4, EEG source modelling software,
like ASA (Advanced Source Analysis, ANT Software BV, Enschede, The Netherlands) and
CURRY (Neurosoft, Inc., Sterling, USA) was disregarded because it was based on BEM
models of the head. More recently, CURRY has developed FEM meshing and solving
capabilities but this was not considered for studies in this thesis. Neither were the solutions
provided by I-DEAS used, although I wrote a macro which produced 10 consecutive
solutions for 10 different boundary conditions. At this point, however, the demands on
memory became very high.

Gibson used the TOAST software developed at UCL, which solves for photon density
throughout an object when light is injected at one optode on the surface. The scattering of
light is comparable to resistivity but there is no analogue in EIT to the concept of absorption,
However, photon density and the diffusion coefficient were substituted for the electric
potential and conductivity, and the absorption coefficient set to zero in order that the
diffusion equation became identical to Poisson’s equation. The refractive index was set to one
in order to prevent refraction and reflection at internal tissue boundaries. In order to solve for
current injection through a pair of point electrodes, Robin boundary conditions were applied
{a combination of Dirichlet and Neumann conditions described in section 1.6.1.2) to obtain a
solution for injection of light at one optode and this was subtracted from a separate solution
for light injection at the other. Nodal values for intensity were translated onto a pixel basis, as
in section 2.1.4.1, and the gradient was calculated in 3-D in order to build the sensitivity
matrix. This was then smoothed and normalized as described in section 2.1.4.2,

He obtained better, reconstructed images with a low-resolution, quadratic FEM than with
a high-resolution, linear FEM but the latter appeared to localize impedance changes less
accurately than did an analytical sphere model. Regions of negative photon density were
found in both the FEM solutions for light injection through one optode. This is physically
impossible and it was suggested that these crrors were due to the poor quality of the mesh.

The ratio of largest-to-smallest element volume was 40000 for the high resolution mesh and
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170000 for the low resolution mesh. Also present were long, thin elements in which voltage
variation cannot be modelled accurately as a quadratic function, particularly near to the
electrodes. His work emphasised the need for a mesh of high quality in order to produce
accurate solutions.

Maore recently, the UCL group received a version of TOAST written in Matlab for 2-D
and 3-D problems and incorporating boundary conditions appropriate for the case of EIT.
This code, referred to as MaTOAST, had been tested in the 2-D case but it was left to this
group 1o test it in the 3-D case. MaTOAST was used to produce solutions in the following
waork and its nature will be described in section 2.2.1.4.

Preliminary results were submitted a year ago, and are currently in press, which showed
the first reconstructions using sensitivity matrices produced on I-DEAS-generated 3-D
meshes (Bagshaw, Liston et al. In press). The MaTOAST solution produced more realistic
voltage profiles than those reported by Gibson (Gibson, Bayford et al. 2000) and images were
produced from computer simulated data, tank data and human data. The reconstruction
algorithm differed from that described below in several key aspects, namely the matrix
normalization method and the implementation of post-weighting. These are described in
sections 2.1.5.2 and 2.1.5.3 and enable fair comparison to be made between numerical and
analytical reconstructions. Using the algorithm described by Bagshaw ef al. (In press), it was
not possible to produce reasonable images using the analytical shell model. The algorithm

described below allows reasonable images to be reconstructed using both techuiques.
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21.4 The Analytical Method

2.1.4.1  Building a sensitivity matrix for a homogeneous, spherical head

The head has previously been approximated as a homogeneous sphere and a
reconstruction aigorithm developed and validated, based on this model (Gibson, Tidswell et
al. 1999: Gibson 2000; Tidswell, Gibson et al. 2001a; Tidswell, Gibson et al. 2001b). In order
to generate the sensitivity matrix, the upper hemisphere of a homogeneous sphere was
discretized into six horzontal planes of square pixels. The diameter of the equatorial plane
was 32 pixels. Therefore, each sensitivity coefficient represented a voxel of dimensions
approximately 6 x 6 x 15mm. In order to calculate the field, Gibson differentiated the solution

for potential

Vix)= K[i —-log(i—-x-a+r, ):l —[i —log(l-x-b+r, )] [2-21
T

b

41

where electrodes at a and b were at distances r, and r, from a peint x within the sphere. He
calculated the 21 drive and 38 measurement fields, analytically, at the centre of each voxel
and their scalar product was taken (see scction 1.6.2.1) for the 258 appropriate combinations
of field distributions. These were considered to be the values of sensitivity representative of
the entire voxel (o = 1Qm) when, for each measurement, a current of 1A was injected
through point ¢lcctrodes A and B on the surtace of a unit sphere and potential difference
measured between point electrodes C and D (see section 1.6.2.1).

Kleinermann (2001) calculated the electric potential at the nodes of element in a 2-D slice
through a 3-D cylinder and approximated the field throughout the clement using interpolation
functions in the same fashion as did Murai er a/. (1985). For this reason, his algorithm may be
thought of as quasi-analytical, but, since the value is a discretization of a volume integral over
the whole element, that value he calculated as representative of the element may be more
suitable even than that calculated from the analytical value of V@ at the centre of the
element. Another way to derive the scnsitivity coetficicnt would bc to sum values of
v, VY¥,", calculated analytically at # points, evenly distributed throughout the element and
multiply the total by v.A/, f1). Finally, the continuous integration could be evaluated over
the volume of the element but it is not obvious that this extra computational expense would

benefit the reconstruction algorithm.
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2.1.4.2  Smoothing and C-normalization

A further step, introduced by Gibson, was to smooth the sensitivity matnx by making
each coefficient equal to the mean of itself and its eight neighbouring coefficients. This
appeared to smooth steep changes near electrodes without affecting the images elsewhere.
Documentation of this process was not found in other literature. Finally, Gibson C-

normalized the sensitivity matrix as described in section 1.6.2.4.
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215 Reconstruction of Images

2.1.5.1 Truncated SVD

Only one method of inversion was eonsidered in this thesis, since the emphasis is on
improving the accuracy of the forward solution. Sensitivity matrices were constructed and
inverted using the truncated SVD (TSVD) or Moore-Penrose method section 1.6,3.4.2, In the
past, the UCL group has used this method in order to reconstruct images of computer
simulations, tanks and human evoked responses. [y those studies, choice of truncation was
based mainly on localization accuracy and resolution when the position of the impedance
change was known and mainly on visual criteria and noise considerations when it was not
known, as for human experiments. Xu (1998) described the difficulties in setting criteria for
the choice of truncation in SVD methods to solve linear ill-pesed problems. Criteria such as
F-statistic, the L-curve and a quality-based Mean Squared Error (MSE) were discussed.
Choice of truncation level has a significant effect on the quality of images and on the
localization of impedance changes so it 1s very important, when eompanng two algorithms, to

set truncation criteria to the detriment of neither method.

2.1.5.2 R-Normalization

It was mentioned in section 1.6.2.3 that images published previously by this group were
reconstructed from normalized or percentage-difference data (Gibson 2000; Tidswell, Gibson
ct al. 2001a; Tidswell, Gibson et al. 2001b). Tt is necessary in this ease to pre-multiply the
sensitivity matrix by a row-normalizing matrix R whose diagonal is the inverse of the
predicted or measured data. However, whilst they pixel- or column-normalized the sensitivity
matrix in order to suppress the artificially high sensitivity calculated near the eleetrodes, pre-
multiplication by R was not performed, an omission which might have led to increased
errors. In other work submitted by this group (Bagshaw, Liston et al. In press), pre-
multiplication was performed but the diagonal of R was not the inverse of the predicted data
but the inverse of the root mean square (rms) of each row of the sensitivity matrix, It is not
clear how exactly this difference might affect the result but this technique has been avoided in

the studies deseribed below,

2.1.5.3  Post-Weighting and Uniformity

In these studies, Gibson’s algorithm was more sensitive to an impedance change at the

edge of the image. In order to correet for this, he divided the reconstructed image into 16
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concentric spherical shells and invented a radially dependent factor by which each could be
divided. This way, the amplitude of the peak impedance change remained more constant
when an object moved from the centre to the edge. It is unclear what modification might be
required for this correction when the conductivity in the abjcct varies from one radius to
another as in the case of spherical shells. It is also unclear as to how this comrection could be
introduced in the case of a non-spherical image such as that produced by a realistic head-
shaped FEM.

Kotre (1994) pixel-normalized the sensitivity matrix in a similar way to Gibson and also
applied a radially-dependant filter to the resulting image. Clay et al. (2002) introduced a
weighting scheme in which they column-normalized the sensitivity matrix before inversion

but also “column-normalized” the resulting image. They produced impedance data

AZ = (AW)(W'Ac) 2-3]

initially, where W = diag(w,) and

M -2
5] e
m=l

Their subsequent solution was written as

Ac = W(AW) AZ [2-5]

Given impedance data from a tank, this 1s similar to reconstruction of difference data (as
opposed to normalized data) by inversion of Gibson's C-normalized sensitivity matrix with
the image uniformity correction replaced by a second C-normalization. This post-weighting
was not included in the algorithm used for recent work submitted by this group (Bagshaw,
Liston et al. In press). Its use may be of grcat advaatage in further reducing electrode artefact

since changes near the clectrodes are heavily penalized.
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21.6 Summary

The analytical and the linear and quadratic finite element methods have been employed
by the UCL gronp, and others, to reconstruct EIT images from measured and computer
simulated data. Varions methods were described above in order to discretize the volume
under consideration. Also described were techniques to compensate for inadequacies in the
forward models, namely smoothing and normalization. These reduced the effect of the
artificially high current density calculated near electrodes due to the assumption of point
electrodes in the model.

In order to compare the use of different analytical and numerical forward models in
reconstriction, it is necessary to impose a level playing field. In the following section will be
described the implementation of FEM and analytical methods for recanstruction in this thesis.
This has been devised in order that comparison of reconstructed images reflects genuinely the
effects of different forward models rather than a difference in any other aspect of the
reconstruction algorithm when incorporating these models. Discussion will be limited to
implementation for the spherical models to be used in chapter 3. lts extension to realistic

geometry will be described in chapter 4.
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2.2 Methods

2.2.1 The Forward Problem

2.2.1.1 The Physical Models

In each of the models, it was assumed that current was injected and voltage measured by
point electrodes on the surface. The current injected was constant and so Neumann boundary
conditions were imposed.

The homogeneous spherical models had an outer radius of 100 mm (Figure 2-1(1) and
(v)). Tn the 4-shell model, the shells had outer radii (conductivities) of 80 mm (0.25 Sm™) for
the brain, 82 mm (1.79 Sm™') for the CSF, 87 mm (0.018 Sm') for the skull and 92 mm
(0.44 Sm™) for the scalp (Burger and Milaan 1943, Geddes and Baker 1967, Baumann et al
1997)}. These values fell within the range of values listed in section 1.4.1 and were vsed by
Ferree ef al (2000) in their study to estimate head tissne conductivity. Use of the same values
cnabled comparison of my surface potential results with those of their group.

For sensitivity matrices generated to reconstrnct tank umages, the shell modeis included
only 3 contrasting, concentric regions. This was because it was not viable to construct a tank
that had a fourth layer to simulate CSF. The head phantom caonsisted, instead, of a spherical
volnme of conducting fluid in which was suspended a highly resistive, spherieal shell to
simulate the skull. The spherical phantom will be described in more detail in chapter 3, as

will its constructian.

2.2.1.2  Meshing

I-DEAS was used to generate all of the finite element meshes used in the current work
and elements were tetrahedral and linear. [t was necessary to partition the geometrical volume
into octants order that the advancing front meshing algorithm could be initiated. Quadratic
solutions were not considered. The nodal clouds and the equatorial slices are shown in Figure
2-1 for the homogeneous and 4-shell meshes, and the latter show the positions of those point
electrodes which coincide with the equatorial plane. The homogeneous mesh consisted of
24734 nodes and 130229 elements whilst the 4-shell mesh had 22420 nodes and 106825

elements. In the former, the ratio of largest to smallest element was about 49 and, in the fatter,
66.
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Figure 2-1: The nodat clouds of (i) the homogeneous mesh and (37} the four-shell spherical mesh — brain

(grey). CSF (cyan). skull {(bcige). scalp (pink). The 4-shell surface mesh from (ii1) the top, (iv) the left

hand side - 1he back of the head is to the right of the page. The equatorial planes of (v) the homogeneous

mesh and (vi) the four-shell spherical mesh. The red circles show the positions of the simulated

equatorial electrodes and are coincident with nodes on the surface of cach mesh.
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2.2.1.3  Support

Both the FEM and analytical sensitivity matrices were calculated on a nodal basis in
order that discretization was equivalent by each method. Therefore, it was necessary to define
the volume supporting that node. This process is first explained in 2-D. In the numetrical code
provided by Dr Dehghani, the support of a node was defined as the sum of the areas (or
volumes in 3-D) of all the eiements to which that node belongs. By study of Figure 2-2(3), it
can be seen that this results in an overlap of the support of each node. The support of 3 nodes
{each marked with a red x) is shown as a shaded region. The triangular element defined by
these three nodes has shading three times as dense as those elements counted ouly once. In
the case of tetrahedral elements, therefore, it is reasonable to assume that the volume of an
element will be counted 4 times since 4 nodes define it.

This was confirmed by a summation of the support of each node (Figure 2-2(ii)) in the
tetrahedral mesh defining the spheres. This sum was four times as large as the value obtained

using 4n'/3. The support of each node was defined as

N.
§n = Zf:l Ver [2-6)

where Ng is the number of elements to which the nth node belongs and v,; is the volume of
cach of those elements. It was uot redefined to account for overlap because the factor of 4
does not affect the sensitivity of the nodes relative to one another, A distribution is shown in
Figure 2-3 of the magnitude of the elements of support s throughout the upper hemisphere of
a 4-shell mesh. The partitioning of the volume can be seen clearly, as i1t can also in the

homogeneous spherical mesh.
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Figure 2-2: (1} A section of a 2D mesh with the shaded arcas showing the supporr. and it's overlap.
of 3 nodes (red x). (ii) A number of elements make up a polygonal volume defined as the support
of the node of interest in our technique. In the figure, 24 are shown, each of which has this nede
{black 0} as one of its venices. The inner edges are red, dotted lines and the faces nol containing the

node of interest are filled with transparent cyan and bounded by black lincs.

1202mm*

Figure 2-3: The figure is a representation of the support of the upper hemisphere in the four-shell

mesh (divided by 4 so that its sum is equal to the total volume of the sphere).
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2.2.1.4 The Numerical Solution - MaTOAST

In order to perform a FEM solution for the Jacobian, information was collected from
several files. These contained the co-ordinates of the nodes, the connectivity of the nodes,
their conductivity, the positions of the 31 electrodes and the list of M=258 electrode
combinations with which 4-terminal measurements are made.

The electrodes were shifted so that their location coincided with the surface node nearest
their actual position. 21 drive and 38 measurement boundary conditions, or 59 forcing vectors
by-r, . se, were defined at the surface so that current injection was zero at all surface nodes
except those defined as coincident with the active electrodes.

Differential operating matrices were built K, XK'y, K’, and K’,, (like Jin section 2.1.3.2.4)
for scalar and vector fields respectively, using linear interpolation functions. The
preconditioned conjugate gradient method was then used 59 times, as defined in the
MATLAB function reference

(http://www.csh. yvale.edu/userguides/datamanip/matlab/help/techdoc/ref/pee himl), to

produce approximate solutions to [K.@ p-1 5] = [Ps=s. s5], Where @ pey,._ 50 Was a vector
whose elements were the scalar electric potential at each nede in the mesh.

The three components of electric field E 4=y, .59 = [E,, E;, E;] p=;....5s were calculated at
every node for each boundary condition by pre-multiplication of @,-,.. s by K7, K’ and
K’.. When field was plotted, it was not a smooth function, as it should have been. However,

division at each node by the corresponding element of the support vector s corrected for this

each of the M, 4-terminal measurement configurations in order to build the Jacobian so that

the sensitivity coefficient at the #th node during the mth measurement was defined as

AF.EM — (EH _Eu )," 'Sn [2_71

mn drive neds
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2.2.1.5  The Analytical Solution for a homogeneous sphere

2.2.1.5.1 Field Calculation

The calculation of field was carried out in exactly the same way as described in section
2.1.4.1 but, in this implementation, its value was found at every node in the same mesh as
was used for the FEM selution and the lower hemisphere was considered as well as the upper

hemisphere.

2.2.1.3.2 Generation of a Sensitivity Matrix
In order to generate the sensitivity matrix, the scalar product was taken, at each node, of

the drive and measure fields for each 4-terminal measurement. These nodal values were

multiplied by nodal support in order to discretize the Geselowitz sensitivity relationship.
2.2.1.6  The Analytical Solution for a 4-shell sphere

2.2.1.6.1 Field Calculation

In this thesis, to generate a new sensitivity matrix for the head, Poisson’s equation was
solved for @ and then for V@ in a multi-layered sphere with suitable conductivities and
geomelry. ‘the solution for @ was derived by Ferree (Ferree, Eriksen et al. 2000) for injection

of current  through point electrodes on a four-shell sphere in order to estimate the regional

head tissue conductivities in vivo.

0)- 5[ L] o (=) L) -neny

where 7 = |r|; ra and rp represent the locations of the injection electrodes: r, is the radius of

layer a; P, is the Legendre polynomial of order »; and A,Ea) and B,Ea) are constant

cocfticients, for cach region, determined by the appropriate boundary conditions. Those
conditions are the continuity of potential and radial current density between different tissue
layers a and the Neumann boundary conditions at the scalp surface, which state that normal
current density is zero everywhere except under the electrodes. In this case, it was set equal to
-1/ r?.

The solutien [2-1] differs to that of Pidcock because it has been simplified by the
assumption of azimuthal symmetry for injection through each electrode. Hence, it need not

contain the associated Legendre polynomials (Pidcock, Kuzuoglu et al. 1995). To calculate
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the appropriate sensitivity matrix, it was necessary to differentiate expression [2-8] using the
spherical form of V. Hence an analytical expression was found to describe the field E in

spherical co-ordinates

£ (L) Asﬂ)n.[;—‘} 2] )R

n=l

I . . - " . ?'a n+l
+99(7)Z ArE )(f_] +B:E )(TJ ‘F(G,QA,BB,(DA,QOB,IA,IB)

1y & r " y ! [2-9]
+gp[;)-2 AE“’(;} +B§“’(f‘_‘) G(0.0,,0, 0,025 ¥1:%s)
n=l1 a
where
F =fsing, sin(0-0,)-2 (2. (x, )-sinp, sin(0-6,)-2{P.(x, )] (2101
Oxg ' ox ,

G =[{cosgsing,, cos(d —BA)—singocoswA]a—a—{Pn(_r,,)}

X
—(cos@sin @, cos(@ — 0, )—sinpcosgp, )ai {P.(x, )N [2-11]
B
and X5 =FF,p =sin(,os;imp(”ams(t?—19.‘,,8)4—<:r:>s(;oc:os';z)m3 [2-12}

Upon trying to implcment the equations using values reported by Ferree (2000), I found
that solutians diverged. Although their results were valid, the equations they published were

incorrect and an errata was published at a later date (Ferree, Ertksen et al. 2001).

2.2.1.6.2 Convergence

The solution for £ contains an infinite summation, as does expression [2-8]. In order to
implement the solution, 1t was necessary to include only a finite number of terms. A plot of
the partial solution versus N,,,, the number of terms included in that partial solution, revealed
a decaying oscillation, which approached a value £, the solution after summation of an
infinite number of terms. At most points in the sphere, the solution for E converged quickly
enough sa that it sufficed to truncate the solution by averaging over the range N, = 100 —

250. In the scalp, however, the magnitude of the oscillations increased dramatically with
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increasing radius and their period increased as F.fdfg —1. To obtain accurate solutions here,

the lower and upper limits of the average were higher and further apart. ¥, = 250 — 500 was

nsed in this region for the solutions which follow.

2.2.1.6.3 Generation of Sensitivity Matrix

Sensitivity coefficients were calculated as in section 2.2.1.5.2 using the solution for field
in a 4-shell sphere. Values were found at ali nodes except those on the surface of the scalp,
since the convergence of field solutions was poor there,

It was impossible, from the equations, to calculate the field for 2 node at r = 0. The value
here was taken as the mean value of those at its nearest-neighbour nodes. When electrodes
were situated on one of the axes of the mesh, it was impossible to define field on those nodes
situated on that axes because the differentials of thc Legendre polynomials contain a
zero/zero term. However, the functions are not asymptotic either side of the singularities so

their values were approximated again by the mean for the surrounding nodes.
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2.2.1.7  Comparison of Homogeneous and 4-Shell Forward Solutions

In initial numerical simulations, the potential distribution ¢(r}) was calculated for current
injection between electrodes at { £ R, 0, 0) where R was the radius of the sphere (see Figure
2-1(v) and (vi)). ¢ was then sampled at nodes around the circumference of the equatorial
plane of the sphere. Each of the profiles was also simulated analytically, for homogeneous
and 4-shell spheres, using equations [2-2] and [2-8], with N, = 100 — 250 in the latter. The
same homogeneous mesh was used for companson between analytical and numerical
solutions for the homogeneous sphere and the same 4-shell mesh was used to compare
solutions for the 4-shell sphere.

The current density J = oF was also calculated, using the analytical solution for four
shells, at all points on a square grid, 80 voxels across, describing a plane across the centre of
the homogeneous and the 4-shell spheres. In the former calculation, each shell was given the
same conductivity, ¢ = 0.25 S m™'. In each model, the mean magnitude of current density was
then found only for the region defined as brain, This demonstrated the effect on the analytical
solution for current flow when the skull and CSF were included and provided some idea of
the relative sensitivity of each model to resistance changes within the brain.

In order to further compare the solution to the forward problem using analytical and
linear FEM methods, the current density J(r) was calculated on the 4-shell, spherical mesh.
J(r} was found analytically by evaluating E(r) at each node and multiplying each nodal value
by the conductivity of the medium in which that node existed. Nodes ou the boundary
between two media were considered to belong to the mner medium. E(r) was difficult to
evaluate accurately on the outer boundary of the sphere (for reasons mentioned above) so
these values were not calculated. |[A(r)| was then calculated numencally throughout the

volume (including surface nodes) using linear tetrahedral elements in MaToast.

90



2.2.1.8  Generation of Simulated Image Data Sets

2.2.1.8.1 Reference data

For rigorous simulation of the expected data set, a current of 1A was injected through
point electrodes situated at two appropriate nodes on each mesh and the potential difference
then calculated between two other nodes corresponding to the measvrement electrodes. By
this method, 258 4-terminal measurements were simulated in order to compare further
numerical and analytical solutions for potential ¢ in each spherical model, shelled and
homogeneous. Equation [2-8] was used to solve for @ in each case,

As a test of the forward solution, equation 1-14 was then used to generate data sets, V,.p5
for the analytical and FEM 4-shell, spherical models. This will be referred to as the
Discretized Sensitivity Method (DSM) to produce the forward solution. It is the inverse of this
data that forms the diagonal of R, the row-normalization matrix. Results were compared with
the 258 voltage measurements predicted by solutions for ¢. A further data set was generated
including sensitivity coefficients for only those nodes existing in the upper hemisphere. This
was in order to assess the importance of including the lower hemisphere in the sensitivity
matrix.

It is reasonable to ask, if the forward predictions are affected by the omission of
sensitivity coefficient below the equator, how are they affected by omission of coefficients on
the surface of the sphere? Finally, DSM was used to predict voltages using the numerical

sensitivity matrix for 4 shells with and without the surface coefficients.

2.2.1.82 Perturbation Data

Equation [-15 was used to generate perturbation data for numerical and analytical 4-shell
models. For all simulations, nodes were found which fell within a spherical region inside the
brain, of radius Smm, and the corresponding values of the conductivity vector were increased
by 10%. This distribution is referred as the rarget conductivity distribution. V., the
perturbed voltage was found for multiple locations of a single perturbation. The reference
data was subtracted from this and the difference was norimmalized, as described in section

1.6.2.3 so that
AVR = (Vpert - Vi) [ Vo 12-13]
and, as in Equation 1-16, for the ith perturbation

{Av,); = RAAG; [2-14]
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This provided computer-simulated data for reeonstruction. However, to avoid commuitting
the inverse erime (whereby only the matrix inversion is tested, and not the reliability of the
model), the forward calenlation was made, in all cases, for a more densely meshed volume
defined by 44588 nodes and 244073 eleinents. Results of this simulation and subsequent
reconstruction will be left until the next ehapter but its inelusion here is important in order

that the reader may understand the steps in the reconstruction process described in section
2.2.2,
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2.2.2 The Inverse Problem of Image Reconstruction

2,.2.2.1  Normalization, Post-Weighting and Smoothing Combined

The scnsitivity matrix A was R-normalized to give a new matrix RA. as described in
section 1.6.2.3, in order that percentage differcnce data could be reconstructed and electrode
errors could be reduced in tank reconstructions. [t was also C-normalized before inversion.

the nth diagonal element of C being

M -2 [2-15]
w, = [:Z Afm]
m=1

as in the weighting scheme described in section 2.1.5.3. The matrix, to be inverted, was then
RAC. The diagonal matrices Rasscss and Cyn were stored as sparse matrices. A plot of the
iog of w, and of the smoothed weighting vector w,s, are shown in Figure 2-4 for the 4-shell
sensitivity matrix. Suppression can be seen clearly near to the electrodes and amplification
towards the centre and in the lower hemisphere, weighting coefficients for which are up to 3
orders of magnitude greater than near the electrodes. Some asymmetry can by seen in the YZ-

plane as a result of asymmetry in the electrode configuration.

Figure 2-4: The spatial variance of a) the C-normalising vector and b) the same smoothed by
mulliplication by suppoert. for the 4.shell sensitivity mairix. These are plotted in three perpendicular
planes and described by a log colour scale. covering 3 orders of magnitude. The YZ plane is shown

viewed from the right hand side.
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After square Moore-Penrose inversion of RAC (section 1.6.3.4.2), the inverted matrix
was premultiplied by C, in a fashion similar to the weighting scheme of Clay et al. (2002).
This made the reconstruction process consistent with the data generation process, described in
section 2.2.1.8.2. The weighting was also then equivalent for the homogeneous and 4-shell,
analytical and numerical reconstructions, unlike a uniformity correction that might have been
invented for each, similar to Gibson’s (2000).

To summarize the reconstruction process so far

AGimage  C(RAC) * Av, (2-16]

where * indicates the square Moore-Penrose inversion. However, in equation [2-14], A is not
a spatially smooth matrix. It is lumpy because its value, at each node, is proportional to its
support but the detail of its lumpiness is largely lost when only 258 data points Av, are
sampled on the surface. In equation [2-16], the multiplication of A by C, in parenthesis,
removes all the effect of lumpiness introduced by support and it is a spatially smooth matrix
that is inverted. Pre-multiplication by C reintroduces the lumpiness but Av, does not contain
enough information to cancel this. Therefore, a lumpy distribution Agj,,. is produced, even
if the target distribution AG,,.., was smooth. Rather than introducing a Gaussian smoothing
roatine, it sufficed to premultiply again by a matrix S containing the support vector s on its

dragonal so that the final reconstruction process can be sunumarized by

AO’,-mﬂg,_, = SC(RAC) * AV“ [2_]7]

Without this premultiplication, image reconstruction 15 very susceptible to meshing artefacts
since normalization increases sensitivity in regions where the mesh is finer. In the case of the

spherical meshes, changes were drawn towards partitioning planes (see Figure 2-4a).

2.2.2.2 Threshold for Truncation

The matrices generated using the different models displayed different condition when the
decay of the singular values was plotted (see section 1.6.3.4). 1 decided to truncate singular
values once they had decreased to 0,1% of the maximum value. This choice reflected the
noise characteristics of data acquired by Gibson fromi sahine-filled tanks (2000), and was used

to regularize all reconstructions in this thesis and ensure consistency between methods.

2.2.2.3 Condition

The condition of the square matrix AAT was studied for all four generated sensitivity

matrices, as was the effect on this of row-normalization and column-normalization, using
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singular value decomposition as an analysis tool. R and € were calculated for the
homogeneons and 4-shell numerical sensttivity matrices A. In each case, after decomposition
of square matrices AAT, AC(AC)" and RAC(RAC) into U, K and V, the decay of the

diagonal of K was plotted for comparison.
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2.3 Verification Results

2.3.1 The Forward Problem
2.3.1.1 Current Distribution

2.3.1.1.1 Homogeneous versus 4-Shell

The magnitude of current density [J(r){ (Am™) was found at every point on the grid
defined above and the results were plotted (Figure 2-5) in nsing the Matlab SURF function
with interpolated shading, the COLORMAP set to ‘grey’ and a colour axis defined to show
variation in areas of low corrent density while allowing the plot to saturate near to the
electrodes.

4

(1) (i)
Figure 2-5: A Matlab intcrpolated SURF plot of [t} (An®) on an 80x80 grid in the plane of two

bipolar point electrodes applying 1A on the surface of a (i) homogenous sphere of conductivity

a=0.25 § m! and (ii) 4-shell sphere as described in methods. The x- and y-axes are pixel numbers.

The mean value of |J(r)| in the diametric plane across the brain was 9x10° Am? and
5x10° Am*? m the homogeneous and four-layered concentric spheres respectively. lts
maximum value was 1.9x10" Am™ and 1.1x10? Am™ for each respectively. The ratio of the
two means was (.56 and of the two maxima 0.18. The maximum value of current density in
the scalp region of both spheres was calculated to be around 0.06 Am™. This was calculated
0.8mm from the point electrodes by definition of the grid with respect to the electrode
positions. The value was 60 times and 330 times greater than the maximum in the brain

region of the respective models.
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2.3.1.1.2  4-Shell Numerical versus Analytical

Figure 2-6(a) shows the magnitude of current density, calculated analytically on the 4-
shell mesh. For the sake of the plot, [J(r)| at the boundary was set to the mean value
throughout the rest of the object. The solution is also shown in Figure 2-6 (b) using linear

tetrahedral elements in the MaTOAST FEM implementation.

i
0.000002 . 0000000

9] (Am) 14 (Ar)

Figure 2-6: The magnitude of current density |J(r)[ {(plotted on a log colour scale) 1throughout a 4-

shell sphere when current is injected through 2 point electrodes on its surface. sotved (a)}
analytically, (b) numerically on lingar. letrahedral elements, using MaTOAST. Current was oot

evaluated on the surface of the anaiytical maodel
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2.3.1.2 Potential Distributions

Voltage profiles around the equator can be seen in Figure 2-7 for homogeneous (1 Sm)

and 4-shell spheres, calculated analytically and by the MaTOAST, 3-D FEM implementation.
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Figure 2-7: Profiles of voltage on the surface of a) a homogeneous sphere (R=100mm. o=1§ ™)
and b) 4 sphere made up of four shells (R=80mm, R=82mm. R=87mm, R=92mm, ¢,=0.23 § m',
5,=1.79 § m', 5:=0.018 S m’', 6,=0.44 S m''). Each profile is waken along the equatorial arc
joining two point clectrodes on their surfaces. situated opposite each other and on the x-axis. ImA

was passed through the sphere in cach case.
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2.3.1.3  Image Data Sets

2.3.1.3.1 Sampling from Potential Distributions

Figure 2-8 shows a data set. simulated on a homogeneouns sphere (R=100mm, o=1Sm’")
analytically (solid blue line) and numerically, using MaTOAST (red circles). The order in
which electrodes were chosen for the 258 4-terminal measurements confounded intuitive
understanding of the data set and the reader may find it looks like noise. However, its shape is
quite characteristic and will be recognised in chapter 3 when comparison is made between

simulated and measured data sets.
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Figure 2-8: 258 voltage measurements, following ELT protocol, on the surface of a homogeneous

sphere (R=100mm, o=t § "), simulated a) analytically and b) numerically using MaToast.

2.3.1.3.2 The Discretized Sensitivityv Method — 4-Shell Spheres

The rms difference between the two analytical predictions was 15.5% using the DSM and
by direct calculation of surface potentials. When sensitivity coefficients from the lower
hemisphere were neglected, the rms differences between the DSM and direct calculation of
potentials increased to 43% for analytical data generation.

The mms difference between predictions by the numerical DSM and the analytical
solution for potential difference was 41.3%. When the same data was compared with
potential differences predicted by the FEM solution for ¢, the rms difference was 0.18%. This
increased to 48.7% when only coefficients from the upper hemisphere were used.

Finally the rms difference between data predicted using the numerical DSM with and

without inclusion of the surface coefficients was 5.6%.
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2.3.2 The Inverse Problem

2.3.2.1  Condition of Numerical Matrices

It appeared that AA" was better conditioned than AC(AC)" and RAC(RAC)" and that

row-normalization didn’t make much difference to the condition of the square matrices

whether column-normalization had or had not already been implemented.
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Figure 2-9: Singular values for the homogeneous numerical matrix normalized in different ways:

AAT (green); ACADT (1ed) and RAC(RACY (black).
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Figure 2-10: Singular values for the 4-shell numerical matrix normalized in different ways: AAT

(greeny. AC(ACY (redy and RAC(RAC) (black).
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2.3.2.2  Condition of Analytical Matrices

Row-normalization had a horrendous effect on the condition of the square matrix for the
homogeneous sphere. as can be seen in Figure 2-11. Upon examination of the diagonal of R.
it was found to have a large dynamic range as a consequence of some very small data
predictions using the DSM (section 2.2.1.8.1). Six measurements were neglected, along with
the correspanding rows of the sensitivity matrix. to form reduced matrices R, and A,. Where,
before, R and A were MxM and MxN matrices, R, and A, werc M, xM, and M,xN matnices,
where M, was the number of included measurements, 252 in this case. This technique will be
referred to as reduced-row-normalization.

In the case of the homogeneous sphere, it appeared. this time, that AA" was worst
conditioned, ignoring the first, disastrous attempt at row-normalization. It can be seen in
Figurc 2-11 that reduced-row-normalization didn’t make much difference to the condition of
the square matrices when column-normalization had been implemented. The same was the
case when column-normalization had not been implemented.

In the case of the 4-shell sphere, it was not necessary to performn reduced-row-
normalization since ordinary row-normalization sufficed. Again, this did not make much
difference to condition. The decay of singular values for AA" was slower initially but became
much faster than for the other square matrices after about 50 singular values or decay to about

0.3% of the maximum value.
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Figure 2-11: Singular values for the homogeneous analytical matrix normalized in different ways:
AAT (green): AC(AC)” (red): RAC(RAC)T (black dotted : ) and R,A, C(RA,C)" (black solid) —
see lext.
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Figure 2-12: Singular values for the 4-shell analytical matrix normalized in different ways: AAT
(green), AC(AC)" (red) and RAC{RAC)” (black).
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2.4 Discussion

Solutions have been compared for electric current density and potential, as have the
sensitivity relationships between conductivity distribution and predicted boundary voltage
measurements.

There was a dramatic difference between the two current distnibntions calculated
analytically and shown in Figure 2-5. Shunting occurred in both the scaip and the CSF of the
shell model, as expected, and the mean value of current density in the brain region of the 4-
shell sphere was about half that in the equivalent region of the homogeneous model whilst the
maximum value was about a fifth. Therefore, by using the sensitivity matrix for a
homogenecus sphere, a reconstruction algorithm will overestimate the sensitivity of scalp
measnrements to resistance changes in the brain. The reduction in sensitivity was consistent
with Gibson’s results (see section 1,7.2.2.1.) for homogeneous image reconstruction of data
from a homogeneous and from a shelled hemisphere. He found that the mean peak change in
images from the latter was one third that in images from the former (Gibson 2000),

It appeared that there was a discrepancy, however, between predictions of current density
throughout the analytical and FEM 4-shell models. The decrease of |J(r)| was monotonic
along a line towards the centre from the electrode in the analytical solution while, in the FEM
solution, there was a dip in the skull region. There are three possible reasans to doubt the
accuracy of the FEM solution in this region. Firstly, a lincar method has been used. This is
difficult to justify mn regions of high ficld vaniation as 1s the case near an electrode and near a
boundary between tissues, especially when they are of high resistivity contrast, as in the head.
Secondly, each tissue layer is thin and, in the mesh, was only one element thick. Thirdly, in
order to obtain the analytical solution for 4-shells, continuity of radial current density was
imposed as an internal bouadary coudition. No such condition is imposed in the MaTOAST
FEM solution. To predict |J(r)|, electric field was multiplied by the strictly region-specific
conductivity values. This would have produced the results seen for numerical predictions,
which smoothed the high field variation between regions due to insufficient meshing, order of
interpolation and imposition of boundary conditions.

It can be seen in Figure 2-7 and Figure 2-8 that analytical and numerical solutions for ¢
were very similar when calculated for a homogeneous sphere. However, there was a marked
difference between analytical and numerical solutions for a 4-shell sphere, as is elear from
Figure 2-7. In this, the potential profile on the FEM 4-shell sphere lies somewhere between

the analytical profiles for a 4-shell sphere and for a homogeneous sphere. This further
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snggests the inability of a linear FEM to take into account the presence of thin, highly
contrasting tissue layers, especially when those layers ar¢ only ane element thick.

Comparison was made of the rigorons and the discretized sensitivity method to generate
reference data on the surface of the 4-shell sphere. The analytical sensitivity matrix prodnced
data with an rms difference from the gold standard almost 3 times less than did the numerical
sensitivity matrix. It was also 3 times less than the ems difference between rigorous
predictions, made numerically, and the gold standard. However, the difference was still 15%.
This suggests that, although the analytical model may more accurately represent electric field
throughout the abject, its accuracy is limited when discretization is performed i order to
generate the sensitivity matrix. When coefficients from the lower hemisphere were ignored,
the rms error increased to 43%, suggesting that it is important to include them.

Data predictions were affected much less by omission of boundary coefficients. Although
not published here, recanstructions were performed using the FEM sensitivity matrix with
and without surface nodes included. Images were not visibly different.

Examination of the matrices intended for inversion proved to be very fruitful indecd. 1t
was seen that ordinary row-normalization could cause the condition of the sensitivity matrix
to deteriorate badly if some measured voltages were close to zero. However, it was shown
that row-normalization was still viable if small measurements were left ont of the
reconstruction process. In future, the measurement protocol may be modified so that there is
no risk of small measurements. Results suggested the AAT was better conditioned in
numerical reconstruction, calling into question the need for row normalizing at all. However,
the difference was slight and the advantage gained by nommalizing was significant enough for
analytical reconstruction that the square matrix RAC(RAC)' (or R,A,C(R.A,C)) was

inverted in all the following reconstnictions.
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2.5 Conclusion

Methods have been described to generate analytical and FEM sensitivity matrices for
recoustruction of EIT images of honiogeneous and shelled spheres. In the process, the current
and potential distributtons throughout each system have been shown to be substantiaily
different, both by analytical and by numerical methods, although the difference was more
profound by the former method.

Results snggest that the analytical method and the numerical method perform similarly
for a homogeneous object of ideal geometry such as a sphere. However, they suggest that the
analytical method more accurately reflects reality in the presence of concentri¢c shells of
contrasting resistivity.

It remains to be seen how images are affected by the inclusion of shells in the model and
to what relative degree analytical and numerical methods take them into account. The method
for reconstruction has been described above with a modification, suggested by results from

SVD analysis of reconstruction matrices

AO';,,,ﬂge = SC(R,-A,-C) * Avn [2‘181

where R, and A, are reduced row-normalization and sensitivity matrices. This technique will

be used, when necessary, in the following two chapters.
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The Effect of Layers
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3 The Effect of Layers

3.1 introduction

3.1.1 Inadequacy of Homogeneous Reconstruction

In the past, many EIT image reconstruction algorithms have assumed homogeneity and ideal
geometry even when the object under study is inhomogeneous and is of non-ideal geometry. These
were reviewed in section 1.7, Although the human head is a layered structure, images have been
published using aun algorithm that assumes it to be homogeneous and spherical (Gibson, Tidswell et
al. 1999, Gibson 2000; Tidswell, Gibson et al. 2001a; Tidswell, Gibson et al. 2001b). Gibson
specuiated that, as for EEG inverse dipole modelling (Ary, Klein et al. 1981), the prescnce of shells
could be accounted for if the loci of peak impedance changes were multiplied by a factor of about
1.6

This was shown to be true, to a certain degree, in image reconstructions from data measured on
a 187mm diameter, hermspherical tank containing a simulated hemispherical skull made of Plaster.
It can be seen from the results, however, that the position of most eccentric change would require a
correction factor >2 (Gibson 2000). It is not clear that it was appropriate to model that
hemispherical conductor as a sphere, especially when some electrodes were so close o the flat
surface. However, using a reconstriction algorithm based on truncated SVD inversion, he obtained
images of an jnsulator moving through 5 positions, within the tank, with a mean localization error
19+15mm and a full width at half maximum (FWHM) of about 55£15mum in the horizontal plane.
Upon application of the correction factor 1.6 to the loci of reconstructed peaks, the localization
errot can be reduced to 8+8mm. However, his homogeneous algorithm produced images
containing information about only six planes in the upper hemisphere. Therefore resolution in the
z-direction was only 15mm (8% of the image diameter), by the definition of his sensitivity matrix.
Z-localization was not considered and errors quoted previously were effectively 2D. The measures

were thercfore underestimates of localization error.
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3.1.2 Purpose

Rather than to suggest methods to compensate for the presence of the skull using a
homogeneous reconstruction algorithm, it is the purpose of this chapter to report the effect on
image reconstruction of including concentric layers of contrasting resistivity in the forward model
of conduction. Layers were taken into accounmt in both analylical and numerical models, as
described in chapter 2, and these were used to reconstrrct data simulated on a computer and

measured on a tank phantom.

3.1.3 Recent Studies

A similar study was described in work subimtted by this group last year (Bagshaw, Liston et
al. In press), except reconstruction was made using only numerical models {see section 2.1.3.2.5),
In terms of loealization accuracy, no significant effect was revealed, due to the presence of layers
in the assumed model, for reconstruction of either FEM-simulated data or spherical-tank data. I
reported some preliminary images previously (Liston, Bayford et al. 2002), using an analytical
multi-shell model, but these were obtained without use of a uniformity correction, post-weighting
or row-normalization. By that method, analytically simulated impedance changes, inside a 4-shell
sphere, were localized with errors as large as 32mm using a 4-shell analytical sensitivity matrix. It
was hoped that post-weighting and row-normalization would improve that result in the study that
tollows. This study uses analytical models, as well as FEM models to investigate the effect of
layers in a sphencal conductor and the seconstruction algorithm was chosen, as described in

chapter 2, in order that both methods could be used with confidence.
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3.2 Methods

3.2.1 Computer Simulation of Image Data Sets

3.2.1.1  Sensitivity Matrices

Two finely discretized forward sensitivity mairices were used for data generation and
four for image reconstruction in the computer simulation studies. These are documented in
Table 3-1. They were generated analytically and numerically as described in the previous
chapter.

It was necessary to generate data with a different matrix from that used for reconstruction
in order to avoid committing an inverse crime. Since finer discretization also produces more

accurate results, coefficients were assigned to nodes of a fine 4-shell mesh (44588 nodes;

244073 elements) in order to bnild A:;:E and Afﬁ"‘hf, the two apalytical and numerical

forward matrices. Data was not simulated for perturbations in a homogeneous sphere.

The four reconstruction matrices were evaluated analytically and numerically on coarser
meshes describing a homogeneous sphere (24734 nodes; 130229 clements) and a 4-shell
sphere (22420 nodes; 106825 elements).

Analytical Numerical
Homogeneons Sphere A2 A ;E;f
4-Shell Sphere Al Al
4-Shell Sphere (fine) A:‘ﬁ‘”'e Af}f;’::

Table 3-1: A summary of the sensilivity matrices for computer simulation studics.

3.2.1.2  Simulation of Image Data Sets
Reference and perturbation data sets were generated as described in section 2.2.1.8.2,

: e . 1l FEM :
bsing the unchanged sensitivity matrices, A7 and 4 o, to multiply a reference 6,and a

perturbed conductivity distribution vector o,,,. By this method, perturbation data was
generated apalytically and numenically. In total, 39 spherical perturbations were simulated, of
rachus Smm and magunitude 10%, along the x-, y- and z-axes. As an example, those along the
negative y-axis are shown in Figure 3-1. In each case, a different number of nades fell within

Smm of the centre of the change aud hence the volume of the effective, discretized
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perturbation was not consistent. This variation was reflected in the magnitude of the
perturbation in the predicted data set. Therefore, images were normalized according to the
number of nodes that had been changed in the conductivity vector. which is reasonable since

the magnitude of support is fairly constant along the axes. Data was normalized with respect

ANASshell
L

to the reference data to produce (A v Yoy yeand (A v:m ey e

Figure 3-1: Nodes (red) in fine 4-shell mesh on which was imposed a 10% conduclivity increase.
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3.2.2 Tank Measurements

3.2.2.1  Construction of the Spherical Tank

Two hemispherical shells of Perspex, diameter 187mm, were bolted together across a
rubber seal and filled with a saturated solution of Caicium Sulphate (Ca8Q, - the choice of
solution was in order to prevent the simulated skull from dissolving). The tank is shown in
Figure 3-2. Measurements of its conductivity o, returned a median value of around 0.25Sm™
{similar to that of brain tissue) and ranged from 0.21 Sm’' to 0.44Sm™, Silver ball electrodes
were placed on the inside of the sphere in positions similar to the 10-20 configuration. These
were used rather than disc electrodes in order that they closely resembled the point electrode
model.

Within the sphere, to sinulate the skull, was a spherical shell cast in Plaster of Paris. In
practice, core samples were made from many consistencies of plaster until an appropriate
mixing ratio was found such that its conductivity was about 0.012Sm™ whcn soaked in the
CaS0, solution. The contrast in resistivity of the shell to its surroundings was therefore about
21:1, a ratio which lies between that reported by Qostendorp et al. (2000) and that resulting
from comparison of measurements by Saha and Williams (1992) and Geddes and Baker
(1967). However, after deciding upon an appropriate ratio, and during construction of the
shell, many further core samples were made and their conductivities measured. Compiling the
values obtained, and those from further conductivity measurements made on the actual shell,
it was found that there existed a range of values, even for cores made from the same batch of

plaster mix. It was more realistic to say that the conductivity of the soaked shell was 0.008

Sm™? - 0.013Sm™.

3.2.2.2  Collection of Data

Through a hole ai the top of the tank and one at the top of the shell, a narrow piece of
doweling (2mm) was inserted in order to suspend a 6.3cm’ cylinder of Perspex (length 2em,
diameter 2cm} at various positions within the tank, introducing a 100% conductivity
decrease. A baseline-stimulus-baseline paradigm was adopted. For each position, image data
sets were acquired continuously at a rate of about 35" for a period of 210s using the UCL
Mark 1b system operating at 38kHz with constant current injection of 2.2mA. The doweling
was present throughout and was used to hold the Perspex for 40 seconds of stimuius during
this time. By this method, images were obtained of the difference between conductivity

during baseline and that during stimulus, demonstrating the change due to the Perspex
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cylinder alone. Changes were introduced at 29 positions along the x-, y- and z-axes in 29
separate experiments. Data was examined afterwards, from each experiment. and those
channeis with high levels of noise or drift were set to zero.

For each experiment. data was averaged throughout the baseline epochs before the
perturbation was introduced and after it had been removed. This constituted the reference
data set V.. The perturbatton data set V., was found by averaging image data sets acquired

thronghout the stimulus epoch. The normalized difference between the two

(A vf'"“’"'" )i=1.. 29 was saved to file for reconstruction.

&) (n
Figure 3-2: (i) The spherical 1ank phaniom, shown for clarity without the presence of the shell to

represent the skull and (ii) one haif of the Plaster of Paris spherical shell under construction.

3.2.2.3  Comparison of Simulated with Measured Data

3.2.2.3.1 Homogeneous Tank

Initially, data was collected from a homogeneous tank and several perturbation images
reconstructed successfully using the old algonthm in order to check acquisition and to check
that the electrodes had been manufactured sufficiently well. Data was averaged from
30second baseline epochs before and after the perturbation epoch in one experiment and this

was taken as a typical reference image data set.

The image data set was predicted rigorously (section 2.2.1.8.1) using the 4-shell
analytical solution for ¢ with o, given a range of values from 0.21 to 0.26Sm’, the outer
radius r, set to 93.5mm, [ set to 2.2mA and boundary conditions imposed at actual, rather
than ideal. electrode positions. It was found that measured and predicted data fit best for O,

= 0.21Sm™. In this case, discounting the eliminated measurements, the rms error between the
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two was 27%. relative to the simulated data, and the median difference 0.3%. The two sets

are plotted in Figure 3-3 where it can be seen that 3 measured data points were set to zero due

to poor noise levels.
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Figure 3-3: Imige data set as measurcd from the homogeneous. spherical tank (black) and as
predicied using the analytical cquations for potential throughout a 4-shell sphere, with conductivity

Op214= 0.2) Sm'l.

3.2.2.3.2 Shell Tank

A similar exercise was carried out using data from the tank with the plaster shell in place.
Parameters were varied in the analytical model in order to provide the best fit between
rigorously generated data sets (section 2.2.1.8.1) and measured data. ©,,; was varied between
0.21Sm™ and 0.418m” in steps of 0.04Sm™, Gpinsier Was varied between 0.008Sm™ and
0.0138m™ in sieps of 0.001Sm™ and the thickness of the plaster shell (r3 - rz) was given
values Smm, 6mm and 7mm. Although the intended thickness of the shell was Smm., it was
difficult to confirm that this had been achieved by measurement. It was likely 1o be more than
5mm. due to certain processes in its manufacture.

It was found that predicted and measured data fit best when 6,,, = 0.258m" and Cplasier =
0.008Sm™. In this case. discounting the eliminated measurements, the rms error between the
two was 29%, relative to the simulated data. and the median difference 0.8%. The two sets

are plotted in Figure 3-4. Again, three measured data points were set to zero.
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Figure 3-4: Image data set as measured from the spherical tank with simulated skull (black) and as
predicted using the analytical equations for potential throughout a 4-shell sphere. with conductivity

T;24= Oy = 0255[‘01 and Oy = Gplﬂsmr =0.008 Sm-l-

3.2.2.4  Sensitivity Matrices

For the shell-tank study, new sensitivity matrices were generated taking into
consideration the actual, rather than the ideal. electrode positions and, in the case of the

multi-shell matrices, to use correct conductivities in the model. Homogeneous matrices
A oand A,CM  were created for reconstructions assuming homogeneity. For multi-

shell models, the representative value 6, = 0.25Sm™" was assigned imitially to layers I, II and

IV and Gpuge = 0.012Sm™ to layer IIl. Analytical and numerical sensitivity matrices

Smm 4 ANA Smm 4 FEM . .
A eians And A e Were then created and reconstructions performed. It was poor

resnlts from this method that drew the attention of the anthor towards the error minimization

study described in the previous section.

That study showed it would be more appropriate to generate a matrix ™™ A ;o using

values 0, = 0.25Sm’ and Optasier = 0.008Sm™* and setting the thickness of the skull layer to
7mm instead of Smm. This modification was implemented only for the analytical model
partly for reasons that will become clear in the results and partly because a modified mesh

would have been required to produce further FEM solutions. Table 3-2 shows a summary of

the sensitivity matrices used in the tank study.
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Analytical Numerical
Homogeneous Sphere A A poton
3-Shell Sphere g4 T A etank
" A -

Table 3-2: A summary of the sensitivity matrices for the tank study.
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3.2.3 Reconstruction of Numerically Simulated Data

(pylEMshely s, the normalized, FEM-simulated data for perturbations in a 4-shell

. FEM Mo :
sphere, were reconstructed nsing A and Aﬁ,e;, in order to assess the effect of layers in

hom
reconstruction when they are included in the numerical forward model. Two families of

solitions were produced, for comparison, from the one family of data as follows

AG rEMIom = SCR A C)* (AvTEMSMY 1 5 [3-1)
and AGFE:W4SII€H ~ SC(R Aii:?j C) + (Av:f:,m.mu )1'=I,...,39 [3-2‘

where R, C and S are as described in the previous chapter and * denotes the square Moore-
Penrose inversion {section 1.6.3.4.2). For simplicity, no subscripts or superscripts will be
attached with these matrices to describe the mesh or the method of solution. 1t is tacit that
they are simply those normalization and support matrices associated with the labelled A.

The condition of each numerical matrix was very similar. The singular value spectra of
RAC(RAC)" are plotted for each in Figure 3-5 along with thosc for analytically generated
matrices. Truncation was performed after singular values decayed to 0.1%, as described in
section 2.2.2.2 so that 99 singular values were used in the inversion for homogeneous FEM

reconstruction and 97 for 4-shell reconstruction.
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Figure 3-5: Singular value spectra for all matrices RAC{RAC)" used for reconstructions of

computcr-simulated data.
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3.2.4 Reconstruction of Analytically Simulated Data

1 v:‘v’“”"" )i=1....39, the normalized, analytically- simulated data for perturbations in a 4-

shell sphere, were reconstructed using A;r and A;%" in order to assess the effect of layers

in reconstruction when they are included in the analytical forward model. The same data was
also reconstructed using A;ig, in order to assess the improvement of the numerical shell

matrix over the analytical homogeneous matrix. By this method, three families of solutions

'were produced, for comparison, from the one family of data as follows

ANA * ANAdshell
AG axanom = SC(R, A" C) " (Av]"" Yiz) 39

howms I3-3]
AG anasshen = SC(R A;57%, C) * (Av, MMy | 5 [3-4]
and ACrEmasnenr = SC(R Aﬁ':, C)* (av! kel .30 [3-5]

Notice, in eguation [3-3], the r subscript after R, indicating reduced-row-normalization,
as described in section 2.3.2.2. For reasons explained there, a reduced sensitivity matrix was

also used for reconstruction using the analytical model for a homogeneous sphere and the

ANA4shell
" )

corresponding . measurements in {(Av ;=129 were neglected. The 4-shell

reconstructions used the entire sensitivity matrices.
Again, truncation was performed after singular values decaved to 0.1% and the singular
value spectra of RAC(RAC), for the three matrices, can be seen in Figure 3-5. 97, 72 and 97

singular values were used respectively in the inversion for analytical homogeneous and 4-

shell and for numerical 4-shell reconstruction.
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3.2.5 Reconstruction of Data from the Shell Tank

(A v;""*”"‘” Yi=1...20, the normalized data sets acquired from the 3-shell tank during

- . - . - FEM
perturbation experiments, were reconstructed using the two numerical matrices A and

hompmnk
Smm 4 FEM . : ANA Smm 4 ANA rmm g ANA
AJs.hrHrank and three analyhcal matrices Ahommnk H Ajshemank and Aj.cheﬂtank »

described in section 3.2.2.4. Once more, this was in order to assess the effect of layers in
reconstruction when they are included in the forward model.

Truncation was performed at 0.1%. The numbers of singular values included for each
reconstruction are listed in Table 3-3 and, in Figure 3-6 is shown the singular vatue spectra of
the row- and column-normalized matrices when they are multiplied by their transpose. Also
shown in Table 3-3 is an indication of the improvement made to condition of RAC(RAC)"

by using the reduccd-row-normalization method rather than ordinary R-normalization.

Sensitivity Matrix Truncation Extra Singular
Point Values
Homogeneous A 103 24
Sphere FEM
Ahammnk 103 B
- Imm o ANA
3-Shell Sphere A 82 80
‘mm ¢ ANA
A Fshelttank 72 7 0
Smm FEM -
AJshch’mnk 108

Table 3-3: A table lislihg the sensitivity malrices used for tank reconstructions and the corresponding
truncation points when these are inverted using the square Moore-Penrose method. Also shown is the number

of singular values recovered by use of RR-normalization instead of R-normalization,
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Figure 3-6: Singular value spectra for all matrices RAC(RAC)T used in reconstructions of tank
data.

3.2.6 Analysis of Images

Images were displayed and analysed using TOASTIM, part of the TOAST snite of
programmes (Arridge, Hebden et al. 2000). and using Matlab. Three aspects of the different
reconstructed images were compared:

. spatial accuracy - the loci of peak impedance changes will be plotted and their errors
calenlated with respect to the loci of the target impedance changes'.

. resolution — since the image is 3-D, the Full-Width at Half-Maximum (FWHM) was
found in the xy-plane containing the peak change and also in the z-direction.

. correlation / image quality — the percentage correlation of the each reconstructed

image Ao™™" and each target image Ag™** was calculated over k=1,..N nodes using the

following definition

ZAU:::H;E! _Ao,:zmge
k

\/; (aoye \/ 2 (agpsf

corr =

[3-6)

' All measures of distance were normalized relative to a 92mm sphere for simulations and 10 2 93.5mm
sphere for tank experiments. By this method, resulis using the 92mm 4-shell sphere model could be
compared with those using the 100mm homogeneous sphere. despite their difference in size.
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3.3 Results

3.31 Reconstruction of Numerically Simulated Data

In this section and in subsequent results sections will be shown figures describing image
reconstruction for perturbations moving along the x-axis only. These will be tabulated in

section 3.3.1.5 along with results for y- and z-movement for ease of understanding.

3.3.1.1  lmages

FEM
A

Images are shown in Figure 3-7 of perturbations, simulated numerically, using A, ,

at

positions y =z = 0 and x = [ -70, -50, -30, 0, 30, 50, 70 ]. Four slices were extracted, 15mm
apart, with the lowest on the equatorial plane. No significant changes occurred above this.
Reconstructed images were normalized, first, according to how many conductivity values
were changed in the computer simulation. They were then normalized to the peak of the
impedance change in the image. Thus, changes in the images below are seen as having the
same magnitude when, in actual fact, for each set of reconstructions, those in the centre were
about seven times smaller than those towards the edge. Scales were symmetric about zero for

each image.

3.3.1.2  Spatial Accuracy

Results are plotted for reconstructions of perturbations moving along the x-axis of the

finely-meshed numencal 4-shell model. ln Figure 3-8(1), loci are shown of the peaks in the

- . FEN FEM :
images reconstructed using A, " (blue) and A,,, , (red). These, rig. are projected onto

the XZ-plane. A dotted line connects cach data point with the corresponding locus of the
target perturbation. These 10Ci, T, are shown in black. Figure 3-8(i1) shows the loci when
only the X-coordinate was eonsidered. Again, the target loci are plotted (solid black). Also
shown {dotted black) are target loci modified by the correction factor 1.6, suggested by Ary ef
al.(1981} to compensate for the presence of the skull when a homogeneous model is assumed
for dipole localization. Ln general, reconstructed loci lie between these two lines. Localization

errors for movement along all axes are summarized in Table 3-4.
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NUMERICALLY-SIMUILATED PERTURBATIONS

HOMOGENEOUS

0000

5000 0000

@

Q0o
2000

(i)

Figure 3-7: Normulized images of FEM-simulated perturbations at y = z = 0 and x = [ -70, -50. -30,

0. 30, 50. 70] reconstrucied using (i) A,if;” and (i) AL‘E::.I. In each set, rows of images are

horizontal slices through the sphere, separuted vertically by |5mm, with the lowest through the
equator.
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Figure 3-8: (i) 15 target positions (black) along the x-axis and the positions of peaks in 15 images
FEM

. FEM " . .
reconstructed using A,mm (blue} A-I-.s‘he.’f (red). (ii) The target x-coordinates and the apparent x-coordinates

of peaks in 15 images reconstructed using each matrix. The key in the lower sub-figure applics 10 both sub-

figures.

3.3.13 Resolution

Resolution was similar in x- and y-directions in the horizontal XY -plane and results are
given as represemtative of both together. It was much poorer in the vertical z-direction,
especially at central locations. Results are shown in Table 3-4 for resolution when target
perturbations are moved along all axes. The horizontal and vertical FWHM are shown in

Figure 3-9 for movement of a target perturbation along the x-axis only.
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reconstructed using Ahm

3.3.1.4  Correlation
Percentage correlations are shown in Figure 3-10 of 15 reconstructed images A G, With

15 target distributions A, of conductivity perturbations moving along the x-axis omnly.
These values were calculated using equation [3-6] and results for all axes are summarized in
Table 3-4. Until a radius of about 60mm. correlation appears to improve as the eccentricity of

perturbations increases.

16 T : — T
15t I}\ E
14 3 / J
i‘; /' ! \\\ / lia J
B i 'i\\ .'f , k
g ;’l \\ ‘,v ./. -\l1
-3 \ )
g * |r \\, f’\ Ay Z/ 11
I VAR
g it . ! ! \‘
1 v ’
g VA i /r—-‘J L
=3 [ L}
5 8 { \—L‘...\ ' ! l&“. B
ANEAN \
] A%y . W f i
S N
%o 5 40 » [ % Py ) a0

x-coordinate of target change (mm)
Figure 3-10: Percentage correlations of 15 target distributions with |5 images reconsiructed using

A" mlueyand A7 (rea.

hom

124



3.3..5

Significance of Results

Results are summarized in Table 3-4 for reconstructions of simulated movement of a

conductivity perturbation in all directions throughout the numencal 4-shell model. Listed are

the mean lecalization error, the FWHM in the XY- and Z-planes and thc percentage

correlation between target distributions of conductivity change and images reconstructed

using the homogeneous and the 4-shell FEM model.

For perturbations simulated i the 4-shell FEM model, there was ne significant

improvement in locahzation accuracy when shells were included in the numerical

reconstruction and resolution was similar under assumptions of homogeneity and layers,

Mean tocalization Mean XY- Mean Z-FWHM Mean
error (mm) FWHM (mm) (mm) Correlation (%)
Homogenequs X 97+£29 470138 86.7 + 26.6 100£24
y 10.5£34 449 £ 60 9721248 87x27
z 79+43 527+%6.1 7221262 8.4+£32
all 9.6+3.4 474 +£5.2 87.8 +25.8 9.2+2.7
4-shell X 100420 | 473247 86.1 £26.8 9.9+23
¥ 10.0 £3.1 474176 99.0+24.4 §2+£29
z 79318 589164 742+27.8 85%30
all 9.5+2.38 49.8 £ 6.4 88.7+26.0 8.9+27

Table 3-4. Analysis results for reconstructions using numerical homogencous and 4-shell models. Data was

generated using the numerical 4-shell model for perturbations in 135 positions {-70:70mm), equally spaced

along cach of the x- and y- axes and 9 positions along lhe z-axis (-30:70mm).
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3.3.2 Reconstruction of Analytically Simulated Data

In this section, again, will be shown figures describing image reconstruction for
perturbations moving along the x-axis only. These will be tabulated in section 3.3.2.5 along

with results for y- and z-movement for ease of understanding.

3.3.21 Images

Images are shown in Figure 3-11 of perturbations, simulated analytically using A:‘;:E , at

positions y =z = 0 and x = [ -70, -50, -30, 0, 30, 50, 70 ]. Four slices were extracted, 15mm
apart, with the lowest on the equatorial plane. No significant changes occnrred above this.
Reconstructed 1images were normalized, again, according to how many conductivity
values were ehanged in the computer simulation. They were then normalized to the peak of
the impedance change in the image. Thus, changes in the images below are seen as having the
same magnitude when, in actual fact, for each set of reconstructions, those in the centre were
2.7, 4.3 and 2.5 times smaller than those towards the edge. Scales were symmetric about zero

for each image.

3.3.2.2 Spatial Accuracy

Results are plotted for reconstructions of perturbations moving along the x-axis of the

finely-meshed analytical 4-shell model. In Figure 3-12(i), loci are shown of the peaks in the

. ‘ ANA 1N FEM
images reconstructed nsing A, (blue), A4, (red) and A, , (green). These, Fiug., are

hom

projected anto the XZ-plane. A dotied line connects each data point with the corresponding
locus of the target pertorbation. These loci, Fiqy., are shown in black. Figure 3-12 (ii} shows
the loct when only the X-coordinate was considered. Again, the target loci are plotted {solid
black), as are those modified by the correction factor 1.6 (dotted black), suggested by Ary et
al.(1981). In general, reconstructed loci lie between these two lines. Localization errors for
movement along all axes are summarized in Table 3-5. Also shown in Figure 3-12 is a plot of

the localization error |rupeer — Fimagel between expected and reconstructed positions by each

reconstruction method.
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ANALYTICALLY-SIMULATED PERTURBATIONS

Figure 3-11: Normalized images of analytically-simulated perturbations at y =z=0and x = [ - 70, -

50, -30. 0, 30, 50, 70] reconsiructed using (i) A::r:‘ . (i) A:"::” and (iii} Afj{:’; [n each set. rows

of images arc horizomal shices threugh the sphere, separated vertically by 15mm. wiih the lowest
through the equator.
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Figure 3-12: (i) 15 target positions (black) along the x-axis and the positions of peaks in 15 images
reconstructed using A,mm (plue). A4 wey (red) and A_,‘,"_” {green). (i1) The distance between

image loci and target loci for reconstructions using each model. (i) The target x-coordinates and
the apparent x-coordinates of peaks in 15 images reconstrucied using each model. The key in the

lower sub-figure applies to all three sub-figures.
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3.3.2.3 Resolution

Again, resolution was similar in x- and y-directions in the horizontal XY -plane so results
are given as representative of both together. They are shown in Table 3-5 for resolution in
each set of reconstructed images when target perturbations are moved along all axes. The
horizontal and vertical FWHM are shown in Figure 3-13 for movement of a target

perturbation along the x-axis only.

1401—' < v L T - ¥ v T

100+

80

FWHM (mm)

40|

20t .

0 1 1 i 1 1 1 L _J

-80 -8Q -40 -20 o] 20 40 60 80
x-coordinate (mm)

Figure 3-13: The horizontal (circles) and vertical {squares) FWHM for peaks in 15 images

ANA

reconstrucied using Ahm

(blue).A:_;:,?” (red) and A:‘iﬁ, {green).

3324 Correlation

Percentage correlations are shown in Figure 3-14 for each set of 15 reconstructed images
A Gimage With 15 target distributions A, of conductivity perturbations moving along the x-
axis. These values were calculated using equation [3-6] and results for all axes are
summarized in Table 3-5. Until a radius of about 60mm. correlation appears to improve as the

eccentricity of perturbations increases.
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3.3.25  Significance of Results

Results are summarized in Table 3-5 for movement of a conductivity perturbation in all
directions throughout the analytical 4-shell model. Listed are the mean localization error. the
FWHM in the XY- and Z-planes and the percentage correlation between target distributions
of conductivity change and images reconstructed using the homogeneous and 4-sheil

analytical models and the 4-shell FEM model.

For perturbations simulated by the analytical 4-shell model and reconstructed using both
A; ‘;\;‘: and Af;:iw the mean localization error was reduced significantly from 15.8 £ 6mm, in

the former, to 5.8 + 2.2mm in the fatter( p = 1.7x10™"" - two-tailed, paired T-test), using a

significance level of 5%. No improvement was offered by A:ﬁﬁ, over A (p=0.12)and

it was worse than using A" (p=1.1x10°).

XY -resolution was significantly poorer when A:S':ﬁ, was used ( p = 3.7x10” } than when

A% was used. In this case. the FWHM was increased from 49.5 + 7.0mm (27% of the

image diameter) to 57.8 £ 14.7mm (31% of the image diameter). There was no difference in

XY-resolution for shelled-FEM reconstruction. Z-resolution was similar using A" and

hom
FEM
AE

sny but was better than both using A% ( p = 0.022 and p = 0.004 respectively),
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Inclusion of shells improved correlation in both analytical and FEM reconstructions { Pung

= 1.6x10"°; Prey = 5.9x10°7 } from 5.6 + 1.5% in the homogeneous reconstruction to 8.5 +

2.2% and 7.2 £ 1.8%, respectively. Correlation by the analytical method was significantly
higher than by FEM (p = 2.6x107*).

{numerical)

Mean Vean XY-FWHM || Mean Z- FWHM Mean
localization error (mnt) (mm} Correlation (%)
(mm)
Homogeneous | all 15.9+£6.0 495+ 7.0 97.51£22.0 56%1.5
(analytical)
4-shell all S8x22 573+ 14.7 90.6 £ 22.0 B.5%2.2
(analytical)
4-shell all 149 £ 6.0 51.1£5.2 98.8 £23.1 72118

Table 3-5: Analysis rcsults for reconstructions using the analytical homogeneous and 4-sheil models and the

aumcrical 4-shell model. Data was generated using the numerical 4-shell model for perturbations in 15

positions (-70:70mm), equally spaced along cach of the x- and y- axcs and 9 positions along the z-axis (-

30:70mm).
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3.3.3 Reconstruction of Data from the Shell Tank
3.3.3.1  Ilmages

Images are shown in Figure 3-15, of tank perturbations at positions y = z = 0 and x = [-
75, -55, -35, 25, 45, 65 ]. Four slices were extracted, !15mm apart, with the lowest on the
equatorial plane. No significant changes occurred above this. Reconstructed images were
normalized to the peak of the impedance change in the image. Thus, changes in the images
below are seen, again, as having the same magnitude. In reality, for each set of
reconstructions, those in the centre of the FEM reconstructions were each 1.8 times smaller
than those towards the edge and those in analytical reconstructions, 1.8, 2 and 2,5 times
smaller as the effect of the shell became greater. Scales were symmetric about zero for each

image. Finally, images were multiplied by —1, which is why changes appear as conductivity

mcreases,

3.3.3.2  Spatial Accuracy

Results are plotted for reconstructions of the Perspex as it moved along the x-axis of the

3-shell tank. In Figure 3-16(i) and (i), loci are shown of the peaks in the images

: FEM ANA Smm  FEM
reconstructed using homogeneous, 4, . and A, ° . (blue), and 3-shell A opetiank

5 AN 71 ANA . - .
and "7 Aj e (red) and ™ALL (green) matrices. These, Finqg., are projected onto

the XZ-plane, a dotted line connecting each data point with the corresponding locus of the
target perturbation. These loci, ri.., are shown in black. Also shown (Figure 3-16(iii)) is a
plot of the localization ervor |Furger — Finuge| between expected and reconstructed positions
using each reconstruction method. Figure 3-16 (iv) shows the loci when only the X-
coordinate was considered. Again, the target loci are plotted (solid black). Localization errors

for movement along all axes are summarized in Table 3-6,
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FEM Analytical

HOMOGENEOUS

3-SHELL (7mm)

Figure 3-15: Normalized images of Perspex in the shell-tank at x = [ -75, -55. -35. 23, 45, 63]

reconstrucied using lwo FEM-generated matrices and three analytically-generated matrices. In each

sel. rows of images arc horizontal slices through the sphere, separated vertically by [Smm, with the
lowest through the equator.
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Figure 3-16: Loci of peak impedance changes in images of Perspex reconstructed using
: FEM Smm 4 FEM .. ANA Smm 4 ANA 7mm 4 ANA

(1) Ahammnk and A.hhellmnk and (i) Ahomrank 4 AJshelﬂank and ASshthank .

(1ii) The distance betwcen image loci and rarger loci for reconstnuctions using each model. (iv) The

targel x-coordinates and the apparent x-coordinates of peaks in 11 images reconstructed using each

made!. The key in the lower sub-figure applies to all three sub-figures.
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3.3.3.3  Significance of Results

Results arc summarized in Table 3-6 for movement of a Perspex object in all directions
throughout the 3-shell tank. Listed are the mean localization error, the FWHM in the XY- and
Z-planes and the percentage correlation between target distributions AGug. of conductivity
change and images AGjmq. reconstructed using the homogeneous and 3-shell analytical and
FEM models.

Localization error was not reduced significantly when shells were incorporated in the
FEM model for reconstruction ( p = 0.29 ). It was significantly lower when shells were
incorporated into the analytical model for reconstruction, both when the shell was madeiled
to be 5mm thick with a conductivity Gpjuge = 0.012 Sm'' and 7mm with condnctivity O plaster =
0.008 Sm’' ( Dsmm = 9.2x]0'5; Prmm = 6.0x107 ), in which cases the mean error fell from 20.3 £
9.9mm to 16.4 £ 7.6mm and 14.0 £ 5.8mm. The 7mm analytical model provided better

localization than did the Smm analytical model (p = 6.3 x10™),

. . Smm g ANA Tmm g ANA
XY -resolution was rednced significantly when ™" A4,,°, . and ™" A;,°, . were used

( Psmm = 3.1x10°7"7 ; Prwm = 3.3x10° ). In these cases, the mean FWHM was increased from
25% of the image diameter to 29% and then 31% as the thickness and resistivity of the shell
was increased. The inclusion of shells in the numerical model improved resolution by about
Imm and all FEM reconstructions had significantly better XY -resolation than the shelled
analytical reconstructions. All FEM reconstruction gave Z-resolution similar to the analytical
reconstruction when a homogencous sphere was assumed, but analytical shell models gave
worse Z-resolution than the homogencous model.

For tank reconstructions, inclusion of shells did not offer a significant improvement in
correlation. For the FEM shell model, correlation was actually slightly lower than for the

FEM homageneous model.

135



Mean localization

Mean XY- Mean Z- Mean
error (mm) Resolution (mm) Resolution {mm) Correlation (%)
ANALYTICAL
Hemogeneous 203%+99 46.1 £5.0 78.9 £19.0 56126
3-shell (Smm) 164 £ 7.6 531171 84.81£223 60122
3-shell (7Tmm) 14.0£5.8 57.71£8.9 816175 62+1.6
FEM
Homogeneous 211 £103 458*53 80.3 £208 56127
3-shell (Smm) 208103 448143 79.4 £20.7 52129

Table 3-6: Analysis results for images reconstructed using homogeneous and 3-shell matnices calculated

analytically and numcrically. Images described Perspex perturbations in the sphencal 3-shel tank phantom

placed at 29 different locations along the x-, y- and z-axes.

136




3.4 Discussion

3.41 Comparison with Previous Results

It was possible, using the analytical method, to reconstruct images of conductivity
perturbations inside a tank phantom with a mean localization error of about 14+6mm and a
FWHM of 58+9mm, corresponding to an elliptical half-sensitivity volume (HSV) of about
33% the volume of the object. Resolution was similar to that reported by Gibson for 2-D
errors in 3-D hemuspherical tank reconstructions using a homogeneous sphere algorithm.
However, the spread of error values in the present study was only slightly over one third that
repotted by Gibson. This suggested less spatial variation of localization accuracy, an asset in
a reconstruction algerithm. The mean was 5mm less for the new reconstruction technique but,
because of the large spread of values he reported, it was not significantly less. 1t is unclear

how the inclusion of z-error in his results would affect the comparison.

342 Shells in the Linear FEM

The inclusion of shells made no difference to spatial accuracy and little to reschution
when a linear FEM model was used for inverse solutions. The only netable improvement over
the homogeneous assumption came for reconstruction of analytically simuiated data, when
correlation was slightly higher. This suggests that inclusion of layers, by this method, had the
effect of reducing noise slightly in the images since the locations and spreads of the peaks
were similar. This result concurred with that reported by Bagshaw et el (In press) using a
reconstruction algerithm  without the post-weighting stage. 1t was apparent also, by
comparison of the two scts of images, that electrode artefact was less using the reconstruction
algorithm described above. This is not surprising since the post-weighting process was used
here and suppresses heavily changes that accur ciose to the electrodes. Meshing issues aside,
{section 3.2.2.4), | decided not to medify the FEM model similarly to the analytical model,
for tank studies, because so little improvement had heen gained in reconstruction of simulated
data.

The author had more confidence in the analytical than the numerical predictions for the
effect of shells on current density. No difference was made to resolution when they were
included numerically, which leads him to further doubt the ability of the linear FEM to
account for their presence adequately. Further to this, the analytical model predicted the

image data set substantially better than did the FEM shell model.
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343 Improvements with the Analytical Shell Model

3.4.3.1 Localization

When an analytical model was used to account for shells in the reconstruction process,
spatial accuracy was improved by 10mm and 6mm in analytical simulation and tank studies.
The maximum localization error was 9.5mm for movement along the y-axis, as compared
with 32mm, reported previously (Liston, Bayford et al. 2002), so it would appear that post-
weighting and correct row-normalization improved reconstruction. When only the radial
displacement was eonsidered, it was seen in Figure 3-12(iii) and Figure 3-16(iv} that peaks
were located too centrally, as was expected, when homogeneity was assumed. A correction
factor 1.6 was applied to the target loci to give theoretical corrected loci. These were plotted
in Figure 3-12(iii) along with those loci for homogeneous and FEM 4-shell reconstructions.
Those reconsteucted loci appeared to be closer to the corrected loc than to the original target
loci. However, although this suggests that either of these models could be assumed for
reconstruction if a factor was applied afterwards, none of the loci plotted above described
straight lines. Further to this, were the factor to have been applied to the homogeneous- and
FEM 4-shell-reconstructed loci, several of the most eccentric loci would have described a
perturbation outside the skull. Therefore, it is unwise to apply a correction factor blindly.

The correction factor was not necessary when the analytical shell model was assumed to
reconstruct analytically simulated data. For analytical reconstruction of tank data, the
inclusion of shells improved localization but, although peaks were less central than for
homogeneous reconstruction, they were still slightly morc central than the target
perturbations. Again the ioci did not describe a straight line and blind application of a
correction factor may have located perturbations outside the skull. It may have been that
mmperfections in the manufacture of the spherilcal shell introduced error to the results but the
experiment revealed the tendency of the analytical, layered model to locate impedance

changes less centrally and more accurately than a homogeneous model for measured data in

the presence of shells.

3.4.3.2 Resolution

Large out-of-plane changes were seen in Figure 3-7 and Figure 3-15. In other words,
changes were observed in the images, relating to the target perturbation, in planes other than
that which contained that target perturbation. This was the case becanse Z-resolution was

very poor in all reconstructions, as a result of the arrangement of electrodes. Whilsi there
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were electrodes placed symmetrically around the z-axis, giving reasonable XY -resolution,
there were only 4 electrodes below the equator (Figure 2-1(tii) and (iv)) so it was impossible
to attain the same resolution in the z-direction.

For tank and computer simulation, the mean spread in the XY-plane was increased by a
few percent when shells were included, analyticaily, in the reconstruction. The FWHM was
increased from about one-quarter to almost one-third the image diameter. The difference can
be seen clearly upon inspection of the images. Resolution is already known to be low in EIT.
When surface electrodes are used to study an object, it is higher near the surface, where
current density 1s high, than deeper inside. 1t is not surprising that, since current density in the
brain is reduced by the presence of a skull, as seen in the previous chapter, the work above

has shown resolntion also to be reduced.

3.43.3 Correlation

Although correlation was improved by the inclusion of shells in an analytical, spherical
model, it was still not remarkably high. Study of planes below the equator revealed smoothly
varying changes of a high magnitede relative to those in the upper hemisphere. The process
of post-weighting amplified changes in regions of low sensitivity while suppressing those in
regions of high sensitivity, as seen in Figure 2-4. Since the truncated inversion process loses
information, these may have been exaggerated when C-normalization was applied to the
inverted matrix in compensation for the C-normalization before inversion. When only the
upper hemisphere was considered, correlation rose by several percent in all instances. It is

likely that an iterative solution would improve these figures further by reducing the noise in

regions distant to the perturbation.

3.5 Conclusion

In conclusion, for ideal geometry, it i1s desirable to include shells in a reconstruction
algorithm when they are present in the object under study. 1t does not appear, however, that a
linear FEM takes shells into account as well as an analytical shell model, which outperforms
not only a hemogeneous model, but also the FEM shell model for both tanks and simulations.
Whilst reducing resolution, the inclusion of layers in an analytical model for reconstruction
draws changes towards the surface and, as a result leads to higher localization accuracy for

single impedance changes within concentric spherical shelis.
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The Effect of Geometry
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4 The Effect of Geometry

4.1 Introduction

411 Analytical versus FEM

In Chapter 3, by imaging perturbations inside concentric spheres, benefits were shown of
using an analytical model over a linear FEM model in a reconstruction algorithm intended to
account for layers. One might reasonably ask, not simply whether it could provide better
images from human data than could a homogenous sphere madel, but whether it coutd
perform similarly or better than a full, linear, FEM head model, which incorporated both
layers and correct geometry. Although the analytical model contains imcorrect information
about the geomelry of the head, it may account for the effect of layers more successfully than

could the FEM model. It is not clear which effect will dominate.

41.2 Layers and Realistic Geometry

A review can be found in section 1.7.3.2 of investigations into the effects of including
geometry and layers in EEG inverse modelling. There is only one preliminary study to report
of their inclusion in EIT (Bagshaw, Liston et al. In press) for data from a realistic, head-
shaped tank. However, it did not use the post-weighting method described in section 2.1.5.3
and the row-normalization method was not ideal (scction 2.5.1.2). A further inadequacy of
the stucdy was that models assumed electrode positions as in the previous chapter for an ideal
sphere {Figure 2-1(i1) and (iv)), whereas they should have been as measured in the head-
shaped tank and shown in Figure 4-5. The actual positions are tilted so that the anterior
electrodes are almast 30mm above the equatar and the posterior electrades over 10mm below
it. The z-error dominated localization error for posterior targets in that study and it is likely
that this was conlributed to significantly by inaccurate definition of electrade positions.

in the past, for homogencous, spherical reconstructions of tank images, where the tank
had reahstic geometry and contained a real human skull, peak changes were too central and
localization could have been improved by application of a radial correction factor (Tidswell,
Gibson et al. 2001b). When human images were reconstructed by this method. results were
less easy to interpret. [t was not obvious that they could have been improved by the inclusion
of shells alane in the model. if that were to have been the case, images may have made more

physiological sense merely by application of such a correction factor.
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Gibson (2000} included a realistic FEM model of the head for reconstruction of both tank
and human images but found no improvement over the homogeneous sphere model in
localization or interpretability. However, he was concerned about the quality of the mesh he
nsed to produce the FEM solutton. Use of a higher quality mesh is likely to represent the
capabilities of FEM more justly. Such a mesh was used by Polydorides ef af. (2001) and he
reported successful reconstructions of simulated impedance changes in the back of the head.
However, by his method two-thirds of the electrodes were concentrated near the region of
interest, thus biasing the solution towards that region. Na localization accuracy was reported
and no comparison was made to spherical reconstruction.

It 15 unclear exactly how modelling both shells and realistic geometry will affect EIT of
non-spherical, inhomogeneous objects but it was seen in Chapter 3 that a more accurate
forward model produced more accurate inverse solutions. If the advantage of including layers
outweighed the advantage of including geometry, it would be sensible to use the analytieal
multi-shell sphere model for functional imaging of human brain function. If the opposite was
the case, the full linear FEM model would be more appropriate, even if it took into account

the presence of layers only partially, as suggested in the previous chapter.

4.1.3 The Target Image for Human Studies

It is easy to predict the desired result for reconstruction of tank images since the internal
conductivity permrbation is known. However, from the evidence of functional brain imaging
studies (see section 1.2.2.2.11), prediction becomes more difficult for study of human
subjects using EIT since it relies on precise knowledge of changes in CBV. From brain
anatomy and from fMRI and PET studies, visnal stimuli are expected to result in increased
activity in the visual cortex, which lies in the occipital lobe (see section 1.2.2.1) at the back of
the brain. Less is known about changes elsewhere due to increased activity or suppression of
activity in other regioné although they have been observed in PET studies (Mentis, Alexander
et al. 1997). 1t is possible, that the changes in CBV accompanying evoked responses could
occur throughout the brain, having opposite polarity, even in regions adjacent to one another.
EIT of evoked responses will obtain images that reflect this but a measure of their accuracy

will be difficult to make in comparison with tank images for which the target image is well

known.
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41.4 Purpose

It is the purpose of this chapter to report the effect on image reconstruction of inclnding
geometry in the forward model of conduction when the object under study is layered and non-
spherical. In doing so will be assessed the relative benefits of including layers and including

realistic geometry.

41.5 Design

Image data was acquired, by Dr Tom Tidswell, a former member of this research group,
from a tank phantom made in the shape of a real human head. To investigate the effect of
geometry alone, the tank was filled with saline and a perturbation placed at different
locations. Images were then reconstructed using an analytical model of a homogeneous
sphere and a FEM model of a realistically-shaped homogeneous head.

To investigate the effect of geometry in the presence of shells, a perturbation was moved
inside a real human skull, placed inside the head-shaped phantom. Recomstructions were then
performed using two analytical sphere models (homogeneous and layered) and two
realistically shaped FEM models (homogeneous and layered). The dual effect of geometry
and shells was further investigated by reconstruction of human data acquired during evoked
response (EP) experiments performed by Dr Tidswell, |

No computer simulations were performed in this study since these must rely on the FEM
model and it was unlikely, therefore, that these would have taken into account the presence of

shells to the degree required for the proposed tests.
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4.2 Methods
4.2.1 Tank Data

42.1.1 The Head-Tank

A head-shaped phantom was constructed by Dr Tidswell and Dr David Holder from a
silicone rubber cast of a head shaped model made from a human skull covered with clay.
Thirty-one Ag/AgCl elecirodes of 1 cm diameter were embedded into the inner walls of the
tank during the casting process. These can be seen in Figure 4-1. The upside-down tank was
homogeneous and was filled through the neck with 0.2% saline which had a resistivity

2.3720.02Qm (Tidswell er al 2001b), similar to that of the brain,

4.2.1.2 The Skull-Tank

The same head-shaped phantom was nsed to investigate the effect of the skull on
reconstructed images (Fignre 4-1). Inside the iank was placed a human skull whose
resistivity, measured at nine different positions, was 208.0£2.10m (Tidswell, Gibson et al.

2001a).

4.2.1.3  Collection of Data

Through the neck a narrow piece of doweling was inserted in order to suspend a 6. 3cm’
cylinder of Perspex (length 2em, diameter 2cm) at various posifions within the head tank,
witroducing a 100% conductivity decrease as for tank studies in the previous chapter. The
doweling was present throughout the baseline and stimulus epochs.

For experiments in the skull-tank, data were measured using the Hewlett-Packard 4284A-
based EIT system, described in section 1.5.3, and delivering a current of 1-3mA at 10kHz
(Tidswell, Gibson et al. 2001a). For homogeneous experiments, data were collected using the
UCLH Mark b EIT system, delivering 2.2mA at 38 kHz (Yerworth er af 2002). As in the
previous chapter, those channels with high levels of noise or drift were set to zero.

Changes were introduced, with and without the skull, at 12 positions along the anterior-
to-posterior direction and at 10 positions from left to right, all measured relative to the

position of the foramen magnum (Figure 4-1).
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A foramen magnum

Figure 4-1: The head shaped tank phantom shown with the two halves scparated and a human skull
inside.

422 Human Data - Visual Evoked Responses (VER)

For visual evoked response (VER) experiments, 14 normal volunteers were studied. Each
was presented with an 8Hz aliernating chequerboard at a distance of 30cm., a baseline
reading was taken for 150 s, followed by stimulus for 75 s and then recovery for a further
150 s. 12 experitments were performed on each. However, experiments were only considered
for reconstruction if more than three-quarters of the image data set showed satisfactory noise
and drift characteristics over time. Since it was not possible to average over time (due to low
sampling fs=0.04Hz), it was necessary to average over experiments for each subject.
Therefore, if less than 6 experiments could be considered for any one subject, that subject

was not included. 7 subjects had to be eliminated from the study so only 7 are considered

here.
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4.2.3 The Forward Problem

4.2.3.1  Physical Models and Meshing

Three further geometries were required for meshing, further to the homogeneons and 3-
and 4-shell spheres described in the previcus chapter. These were a homogeneous head-shape
{homogeneous-head), the same head-shape containing a human skull (skuli-head) and that of
a full, fayered human head containing brain, CSF, skull and scalp (ful{-head). The full head
model also contained a cavity to represent the air-space behind the nose.

[-DEAS was used to generate meshes describing realistic head geometry with linear,
tetrahedral elements (Bayford, Gibson et al. 2001). The head shaped meshes were produced
by Andrew Tizzard nsing a solid model generated using lofted, 2-D non-uniform rational B-
spline (NURB) surfaces of the head, sknll, CSF and brain (Figure 4-2). The NURB outlines
were obtained by segmeniation of MR! image slices. The skull used segmented MRI section
data as a basis for the form but these proved inadequate in themselves for generating accurate
surfaces for the jaw, eye socket and nasal cavity geometry. Additional data were acquired in
the form of photographs of anatomical models and reconstmcted images from the Visible
Human Project and these were used creatively to complete the generation of internal surfaces.
These were cast as image planes for surface - modelling
{www.nlm.nih.gov/research/visible/visible_human.html). These data alse enabled more
realistic modelling of the brain and spinal column to be carried out, as well as some idealised
representation of vertebrae from C1 to C3. It was again necessary to partition the geometrical
volume, although this was done by a different method than for the spherical meshes, It was
not as apparent when a plot was made of the nodal support throughout the head, as in section
2213,

The surface meshes for the four compartments, described above, are shown in Figure 4-2,
and nodal clouds, in Figure 4-3, colour-coded far tissue type, for the skull-head mesh, the 4-
shell sphere mesh and the full, layered head mesh. The numbers of nodes and elements are
listed for each in Table 4-1, along with the ratio of largest-to-smallest element, a measure of
mesh quality. Larger values indicate poor quality. The layered meshes of realistic head
geometry were poorest but these compared well with the linear and quadratic meshes used by

Gibson (2000} (ratios 40,000 and 170,000 respectively).
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Number of nodes | Number of Ratio of largest-to-
elements smallest element-volume
Homogeneous Sphere 24734 130229 49
4-Shell Sphere 22420 106825 66
Homogeneous Head-Shape 13610 63992 179
Head-Shape with Skull 16983 86775 2050
Full Head with 4 layers 19773 103606 1605

Table 4-1: Listed are the five meshes used in this chapter, the number of nodes and elements in caeh

and the ratio of largest-to-smallest clement size in eaeh, a measure of their quality. A smaller value is

desirable.

o

e

Figure 4-2: The ciement faces an the surfaces of the four parts of the full. layered head mesh a) the

scalp. b) the skull, ¢) the CSF and d) the brain region. The scalp region contains 8067 nodcs, the

skull region 6122 nodes, the CSF region 2018 nodes and the brain region 3566 nodes.
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Figure 4-3: The nodal clouds describing a) the head-shaped mesh with skull compartment. b) the
four-shell mesh and ¢} the full. layercd head mesh. The different tissues arc colour-coded as shown

in the key.

11579 mm?

Fipure 4-4: The figure is a represeniation of the support throughout the full, layered head mesh
{(divided by 4 so that its sum is equal to the total volume of the spherc) and through the

homogencous head-mesh,
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4.2.3.2  Electrode Positions, Mesh Co-Registration and Warping

The electrode positions were measured on the inside of the head tank with 3-D digitising
arm. It was assumed that these wounld represent the positions of electrodes on human subjects
better than would the ideal positions for a sphere (section 2.1.2.4), which have been nsed in
the past for human studies and tank studies (Tidswell, Gibson et al. 2001b; Bagshaw, Liston
et al. In press). The measured positions were translated and rotated so that they were no
longer upside-down, so that the front of the head faced in the negative y-direction and so that
the origin was defined as the muid-peint of the line joiming electrodes 17 and 13, These then
defined the x-axis and will be referred to as the orienting electrodes.

The centre Ouppere and radius Rypper. were found for the sphere best described by the new
positions of the 31 electrodes. The mean distanee from the electrodes to the best-fitting
spherical surface was 6.124.0mm. For solution to the analytical forward problem, Ogppere Was
subtracted from the positions and they were then multiplied by 100/Rphere OF 92/R ppere 50 as to
fit to the surfaces of the homogeneous and 4-shell meshes respectively. In both analytical and
FEM solutions, the boundary node nearest each magnified real-electrode position was defined
as the new model-electrode position. The mean distance between cach measured electrode
position and the node assigned io that elecirode, on the surface of the head mesh, was
4.7¢x] 4dmm.

A geometrical correction, or warping, was then introduced for the spherical meshes,
similar to that suggested by Yvert et al. (1997). Y-coordinates less than zero were multiplied
by 1.195, the ratio of the mean y-coordinate of the two most anterior electrodes in the head
model] and the sphere model. Y-coordinates greater than zero were multiplied by 1.032, the
ratio of the mean y-coordinate of the two most posterior electrodes in each model. All x-
eoordinates were multiplied by 0.885, the ratio of the x-¢coordinate of orienting electrode 13
in each model.

Figure 4-5(i) shows the nodes of the mesh and the model-electrode positions for the FEM
solution (black) and those for the homogeneous analytical solution, translated by Q... and
magnified by Rypee/100 (red) for co-registration. The resultant, warped mesh, and the
corresponding, warped electrode positions, are shown in Figure 4-3(ii). The forward solution
was calculated using the spherical mesh but reconstructed images were projected onto the

warped mesh for image analysis,
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Figure 4-5: (i) The head-shaped mesh (black). the spherical mesh (red) and the corresponding
clectrode positions used to solve the forward problem for each. Meshes and electrode positions are
corggistered so that their origin is the mid-point of the line joining electrodes 17 and 13. (ii) The
head-shaped mesh (black), the warped spherical mesh ({red). and the electrode positions,

coregistered in the same way.
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4.2.3.3  Current Density

The cusrent density was ealculated for injection through eleetrodes 17 and 13 and the
distribution of its magnitude is shown in Figure 4-6 for the four-layered head model. It can be
seen that it differs from the analytical solution for concentric spheres in the same fashion as

did the numerical solution presented in Chapter 3 (Figure 2-6).

\

0.000000 = - 0 003379
9] (Am)

Figure 4-6: Plots (on a log colour scale) of Jf through three onthogonal cross-sections of the full-

head mesh. calculated numerically using the lincar, MaTOAST FEM implementation.

4.2.3.4  Sensitivity Matrices

For the head tank and human studies, new sensitivity matrices were generated for all
geometries, taking into consideration the measured electrode positions in the head tank and
using correct conductivity values. These values were as listed tn section 4.2.1 for the tank

matrices and as listed in Table [-2 for human studies. For tank studies, homogeneous

ANARomsphere

- FEMhaomhead
matrices A, and A

headiant were generated for reconstruction assuming

- . NA3shell) i : J
homogeneity and shell-matrices A/ ¥30betiwhere ang g FEMkulihend  aesnming layers. Matrices

A ANAdshelisphere

A FEMfulthend
human

and A, -~ were generated for reconstruction of human data assuming 4

layers. All sensitivity matrices used in this chapter are listed in Table 4-2,
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4.2.4 Reconstruction

4.2.4.1  Spherical & Homogeneous = Head-shaped & Homogeneous

(Aplhomheadtanky | 5, the normalized data sets acquired from the homogeneous tank

ANAhemsphere

during perturbation experiments, were reconstructed using the numerical matrix A4,

FEMhamked : : . . - -
and A, ;0" described in the previous section. This was in order to assess the effect of

geometry alone in reconstruction when it was included in the forward model.

All the following reconstructions were by square Moore-Penrose inversion {section
1.3.4.2) of a reduced matrix, as described by equation [2-18] with truncation performed at
0.1%, as in the previons chapter. The condition of each matrix was similar when
homogeneity was assumed. For spherical reconstruction, 100 singular values were included

and for head-shaped, 90. The numbers of singular values included for all reconstructions are
listed in Table 4-2.

4.2.4.2  Spherical & Homogeneous = Head-shaped & Layered

4.2.4.2.1 Skull-Tank

(A vskrn’!tnnl );‘:[

n

:r» the normalized data sets acquired from the skull-tank during

AMAhomsphere

perturbation experiments, were reconstructed using the homogeneous matrices A, .00

FEAMhamhead : ANAIshellsphere FEAskulthead : :
and Ay, qunk and the 3-layer matrices A, ..» and A, described in the

previous section. This was in order to assess the effect of geometry and layers when they
were included in the forward model.
All matrices were similarly conditioned except that for the analytical shell model, which

required truncation after just 56 singular values {(Table 4-2).

4.2.4.22 Human Data

Visual evoked response data were reconstructed using the homogeneous matrices

ANAbomsph FEAMhombead
A emsphere and A froem e

. : ANAdsheflsphere FEAfulthend
headtank beadiant and the 4-layer matrices A and A m

human Turman

order to assess further the effect of including layers and geometry.

The analytical shell model again produced the most poorly conditioned matrix, and

required truncation after 72 singular values (Table 4-2).
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Sensitivity Matrix Truncation Point To reconstruct...
Homogeneous Sphere 4 ANdhomsphere 100
keadiank
All data
Homogeneons Head-Tank 4 FEMBombead )
headtank
3-Shell Sphere 4 ANAdshellsphere 36
headiank Data from skull-tank
Head-Tank with Skull 4 FEMskuitheud 104 only
headtank
4-Shell sphere 4 ANAsshellsphere 72
homan Human data only
Human Head A FEMfulthead 9]
human

Table 4-2: A table lisling the sensitivity matrices used for reconstructions of tank and of human
data and the corresponding truncation points when these were jnvericd using the square Moore-

Penrose method.

4.24.3  Analysis of Images

Before analysis, spherical images were projected onto the cgg-shaped mesh described in
section 4.2.3.2. All nodal images were then rasterized onto a grid of 3mm cabic voxels and
displayed using an imaging suite called Nim, developed for Matlab by Dr Tom Tidswell.

For tank images, spatial accuracy was considered in the localization of Perspex, as was
the resolution of the peak. For visual evoked response images, a different approach was
adopted since the target image was not so well defined. The Nim display program allowed the
user to pick a voxel and could then perform a search for a local peak. The search algorithm
was not highly sensitive so, on several occasions, it was necessary to perform the search
mannally by scanning throngh image slices. The locations of secondary peaks were recorded
if their magnitudes were over about one-quarter that of the peak change. Loci were examined
for consistency between algorithms for the same subject and for consistency with the
expected neurophysiclogical response. Since the target image was not known, and multiple
changes niay have occnrred in the same vicinity, qualitative measures of resolution were

made in order to compare reconstruction using different models.

153




4.3 Results

4.3.1 Reconstruction of Data from Homogeneous Tank

4.3.1.1 Images

Images are shown in Figure 4-7 of the Perspex insulator inside the homogeneous head-
phantom at positions y = 43mm, z =2 and x = [ -45, -25, -5, 5, 25, 45 ] relative to orienting

: ANdAhom sphere FEMhombead
electrodes 17 and 13. They were reconstructed using A, ;.0 and A, s - Four

slices were extracted, 15mm apart, with the lowest on the plang containing the orienting
electrodes. No significant changes occurred above the highest slice. Each image was
normalized to the peak of the impedance change in that image. Thus, peaks in the images
below appear to have the same magnitude when, in actual fact, for each set of
reconstructions, those in the centre were aboul one-third and two-thirds those towards the

edge. Scales were symmetric aboul zero for each image.

T : ANAROMsPh : -
The images reconstructed using A, ooe ¢ are shown projected onto a warped version

of the homaogeneous spherical mesh. This was in order not to bias the eye further than is

necessary when comparing the sets of images and proves useful for blind testing of human

images.

4.3.1.2  Spatial Accuracy

Results are plotied for reconstructions of the Perspex as it moved in the left-to-night and

anterior-to-posterior directions. In Figure 4-8(i) and (ii), are shown the loci of peaks in

, , . ANAomsph
images reconstructed using matrices for a homogeneous sphere, 4, " (blue), and for

a homogeneous head-shape, A, qoe ™" (ted). The 10¢i, Fiuge, were projected onto the XZ-

plane and the YZ-plane, a dotted line connecting each data point with the corresponding locus
of the target perturbation. These 10¢€i, ri,.. are shown in black. For spherical reconstruction,

results are shown for the peak position after application of a geometrical correction (see

section 4.2.3.2).

154



PERSPEX IN HOMOGENEOUS PHANTOM

SPHERICAL

o 'oooo.

HEAD-SHAPED

o Qeeeeg
—— . - |-+

Figure 4-7: Normalized images of Perspex in the homogencous head-phantom at x = [-45, -25. -5,

. . ANAhomsphere .. FEMhomhead
5, 25, 45 ] reconstructed using (i) Ahead‘mnk P (i) and A',“,‘w,w,,‘!,r . In each set, rows of

images are horizontal slices through the model. separated vertically by 15mm. with the lowest

through the orienting electrodes 13 and 17.
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of the head and the corresponding positions of peaks in images reconstrucied using Ah;adm:':jp €

FEMhomhead
(bluey A, 5 2P (red).
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4.3.1.3 Resolution

As in the reconstructions described in the previous chapter, resolution was similar in both
the x- and y-directions and was significantly worse than both, in the z-direction. In the XY-
plane, the mean FWHM was 27.5£3.6mm and 44.1%7.2mm, respectively for spherical and

head-shaped reconstrnction and, in the z-direction, it was 35.3+5.2mm and 84.3+36.0mm.

4.3.1.4  Significance of Results

Listed in Table 4-3 are mean values of localization error and the FWHM in the XY -plane

and the z-direction for images of Perspex moving in the homogeneous head phantom,

AMAhemsphere and A FEMhomhead

reconstructed using A, ot veadamk + Images for the former were analysed on a

mesh warped according to the scheme in section 4.2.3.2.

For perturbations in the homogeneous, head-shaped tank, there were no significant
mprovements gained by incorporation of realistic geometry. For lefi-to-right movement,
mean localization error was 15.0+3.9mm and 16.8+2. 1mm respectively for head-shaped and
warped-spherical reconstruction. For anterior-to-posterior movement it was 14.9x5.8mm and

14.644. Imm. The mean localization error for all measured positions was 14.945 0mm and

FEMbomhead
headtank

15.613.7mm. When the spherical image was not warped, A did provide greater

localization accuracy for perturbations moving left-to-right ( p = 2.6x10” - two-tailed, paired

T-test ), bat the overall mean localization error, for all positions, 15.615.6mm, was no better.
Use of FEM for reconstruction greatly decreased the resolution of images. The mean

FWHM i the XY -plane was about 17num less over 10 positions of Perspex from left to right

{p=1.6x10"), and the FWHM less in the z-direction by about 50mm ( p=3.5x10").

MEAN MEAN XY- MEAN Z- FWHM
LOCALIZATION | FWHM (MM) (MM)
ERROR (MM)
Homogeneous 15.613.7 27.513.6 35.319.2
Sphere (warped)
Homogeneous 149450 d4.11+7.2 84.31£36.0
Head-Shape

Table 4-3: Analysis resulls for reconstructions of data from the homogenecus head-shaped tank.
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4.3.2 Reconstruction of Data from the Skull Tank
4.3.2.1  Images

Images are shown in Figure 4-9 of the Perspex insulator placed inside the skull cavity at

pasitions y = 43mm, z = 2 and x = [ -45, -25, -5, 5, 25, 45 ] relative to orienting electrodes 17

. ANAomsph ANA3 shellsph FEMhomhend

and 13. They were reconstructed using Ap .o s Aportint Tty Apegaer - and
FEMskulthand . . .

Ap e Again, four slices were extracted, 15mm apart, with the lowest on the plane

containing the orienting electrodes. Each image was normalized to the peak of the impedance
change in that image. For spherical reconstructions, those in the centre had magnitudes 0.8
and (.9 times those at the cdge for homogeneous and layered models respectively. For head-

shaped reconstructions, their magnitudes were 1.6 and 1.2 times those at the edge! Scales

: : , : ANAhomsph
were symmetric about zero for each image. The images reconstructed using A, o’ and

Y, tsph . . .
ApNLsheliphere were again shown projected onto a warped version of the homogencous

spherical mesh.

4.3.2.2  Spatial Accuracy

Results are plotted for reconstructions of the Perspex as it moved in the left-to-right and
anterior-to-posterior directions, In Figure 4-10(i) and (i), are shown the loci of peaks in
images reconstructed using all four matrices. The loci, Fiuuge, were projected onto the XZ-
plane and the YZ-plane, a daotted linc connecting each data point with the corresponding locus
of the target perturbation. These loci, ry,,., are shown in black. For spherical reconstruction,

results are shown for the peak position in the warped image.

4.3.2.3 Resolution

Resolution was studied for 5 positions of Perspex from the middle to the left-hand side. 1t
was similar in each of the x- and y-directions for each reconstruction method and was

significantly worse in the z-direction by all methods. In the XY -plane, the mean FWHM was

: : : - ANAR h . ANAXshellsph
significantly better for reconstruction with A 770%™ than with Ag o

(p=0.00028) and with A Z4memkend (5=0 0056) but not A/ Ehkuibesl (Bigure 4-9). Values are

summarized in Table 4-4. The analytical 3-shell sphere model gave
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PERSPEX IN SKULL HEAD PHANTOM

Analytical Spheres FEM Head-Geometry
HOMOGENEQUS

90006 90000

3-LAYERS

399000 00000
9990006 990006
299006 99006
300006 90000

Figure 4-9: Normalized images of Perspex moving right to left in the skull-tank: x = [-45. -25, -5,

. . ANAhomsphere FEMhomhead
5. 25, 45 ] reconstructed using homogeneous matrices Ahmm"k and Aheadmnk and

ANASshell and A FEMskulthead

layered matrices Ahmdmnk headiast . [n cach set, rows of images are horizontal slices

through the model, separated vertically by 15mm, with the lowesl through the orienting elecirodes
13 and t7.
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worse XY -resolution than the FEM homogeneous head ( p=0.007 ). Z-resolution was best
using the homogeneons sphere model but it was better using the 3-shell sphere model than the
homogeneous head-shaped model (p=0.019). The resolution of both sets of FEM

reconstructions was similar.

4.3.2.4  Significance of Results

Listed in Table 4-4 are the mean values of localization error and FWHM in the XY -plane

and the z-direction for images of Perspex moving in the skull tank, reconstructed using

ANAhemsphere ANA3shellsphere FEMhgm head FEMskullhead :
Ahmdrmn\' * Aheatfwnk ’ Aheadmnk and Ahmdmnk ' Images for sphencal

reconstructions were analysed after projection onto the warped spherical mesh.

For reconstruction assuming realistic geometry, mean localization error was 20.8+£5.9mm
and 16.4+£7.7mum respectively for the skull matrix and the homogeneons matrix. For spherical
reconstruction, it was 14.324.7mm and 15.7+6.7mm with and without mclusion of layers
(Without warping, the mean error was slighter higher in both cases but not significantly). The
mean localization error was less by 6.5mm using the analytical 3-shell sphere model than
using the FEM skull-head model, which included realistic geometry and conductivity. After
performing six T-tests between results from all reconstruction methods, these were the only
significantly different sets of localization errors (p = 0.035). Therefore, no algorithm provided

significantly better ar worse localization accuracy than did all the others for the skull tank.

. o el - - ANAhamsphere ANA3shellsphere
XY -resolution was significantly better using A, .. than A, ..« and
FEMhamhead 3 3 . .
Apeton T Pishetisprere = 36107 Phomhess = 2.8x107 ) and both FEM reconstructions gave

better X Y-resolution than use of A :e:;;:: tsphere { Phommens = 0.030; Prrutthean = 0.010 ),
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Figure 4-10: (i} 10 target positions (black) from left 1o right and (ii) 12 from the anterior o the

posterior of the head in the skull tank and the carresponding positions of peaks in images

. . ANARomspl FEMhomheod
reconstructed using homogeneous matrices Aheadm{::w ¥ and Ahmﬂ.‘;:k e {blue) and 3-layer
. ANAIshell FEMskutlhead
matnces Aheadmnk and Ahendmnk {red).
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Mean localization error Mean XY-FWHM Mean Z- FWHM
{mm) (mm) (mum)
Homogeneous 15.746.7 34.242.7 52.242.7
Sphere (warped)
3-Shell 14.334.7 55.245.5 65.442.5
Sphere {warped)
Homogeneous 164177 438146 81.019.5
Head-Shape
3-Shell 20.815.9 44.219.1 79.8121.2
Head-Shape

Table 4-4: Analysis results for rcconstructions of dala from the homogeneous head-shaped skuil tank.

4.3.3 Reconstruction of Human Data

Although significant impedance changes occurred in the 4-termminal measurements
{Gibson 2000; Tidswell, Gibson et al. 2001b) during vispal stimulation, only images from
five subjects, out of the seven considered, gave pixel values during stimulus that were
significantly larger than the noise in the pixel values during baseline. At least one algorithm
located a posterior impedance decrease, whether primary or secandary, in all five subjects
and an accompanying posterior increase in three.

Examples are shown in Figure 4-11 of the time course and peak locations of impedance
changes imaged during visnal evoked response experiments on two subjects. A slice 1s

shown, 15mm above the orienting electrodes, for reconstruction using the homogeneous

A.—I‘.\«'Ahom:phere and AFE;'.Ihamhemf

T : ANAdshellsphere
matrices A, o hendront and the 4-layer matrices A and

hirman

FEMfulthead . . . .
AjLrmiihen® The two subjects were chosen to give examples of a primary increase and a

primary decrease of similar magnitude. In each, the change occurred deep in the brain.
However, in each subject, these were accompanied by significant changes elsewhere of equal
and opposite polarity and with similar or greater magnitude depending on which model was
assumed for reconstruction. A primary change is defined, nommally, as that which had the
highest magnitude in most, if not all, reconstructions. A secondary change is defined as that
which was significant but had a lesser magnitude in most, if not all, reconstructions.
Resolution can be observed. qualitatively in each set of images.

The magnitudes of the changes were similar across subjects for each algorithm but within
subjects between algorithms due to such factors as element sizes in the different nmeshes used.
Without investigating further the precise relationship between image impedance change and
actual impedance change I simply showed the images in Figure 4-11 with a symmetric colour

scale normalized to the peak of the primary impedance change
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In the first set of images, the magnitude of the primary, mid-brain resistivity increase was
significantly higher than that of the posterior decrease for reconstruction assuming spherical
models. Their magnitude was similar when realistic geometry was assumed. In the case of
homogeneous-head reconstruction, the decrease was greater in magnitude than the increase,

In the second set of images, the primary mid-brain resistivity decrease was not detectable
assuming four concentric spheres but was the most significant change assuming all other
models. A significant decrease was also seen in all, on the right of the brain, and with similar
magnitude. A decrease on the left was only seen assuming spherical models though these
were of similar magnitude to the primary decreases. A significant increase was seen in the
posterior of the brain assuming all models. The frontal increase was only observed when
homogeneous models were assumed though its magnitude was similar 1o that of other

changes.
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11: The time-course and loci of impedance changes, during visual evoked Tesponse experiments on
two subjects (data averaged from 6 experiments in each), reconstructed using all algorithms. The tlime-course
is shown on a single slice only, 15mm above the orienting electrades. Far each subject. the first set of

transverse and sagittal plois describe the loci of the primary impedance changes and the second, the
secondary changes.
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4.4 Discussion

Reconstruction algorithms were presented, based on the finite element method, which
incorporated realistic geometry and conductivities in the forward model. Also presented were
algorithms based on the analytical method, one of which incorporated the effect of layers. All
algorithms assumed point electrodes attached to the mesh surface at a point closest to the

electrode positions measured accurately on the head-shaped tank.

4.4.1 Spherical & Homogeneous = Head-shaped & Homogeneous

It was seen that, for reconstructing images of a Perspex perturbation in a homogeneous,
head-shaped tank, no benefits were obtained by accurately modelling the realistic geometry
of the head. Since resolution was hampered by use of the FEM, the analytical, spherical
algorithm performed better, when spherical images were projected onto a spherical mesh
warped according to the measured electrode positions. The FEM model accounts for a much
larger volume than does the spherical model, as can be seen in Figure 4-5. Much of the
volume is also at considerable distance from the electrodes causing there to be a region of
low sensitivity even more extensive than for the sphere. As a result, the largest post-
weighting coefficients (section 2.2.2.1} were 5 orders of magnitude higher than the smallest,
whereas values for the sphere covéred 3 orders of magnitnde. This latter factor is likely to
degrade the image by weighting it towards those regions, as described in séctidn 3.4, and is
responsible for some of the very high values of FWHM in the z-direction, which had adverse
effect on the mean.

The realistic mesh also had about half as many nodes (Table 4-1). This fact alone would
suggest that the mesh was less dense. However, the ratio between largest and smallest
elements was 30 times greater than for the homogeneous sphere mesh so, whilst there were
regions meshed to a similar density, there were also regions meshed much less densely. It was
found that the node corresponding to the largest value of support s, and therefore representing
the largest discrete volume, existed in the centre of the head volume. This is abvious from
inspection of Figure 4-4 and is shown diagrammatically in Figure 4-12. Those in the
homogeneous mesh existed 1n the centres of each octant of the mesh (for discussion of
partitioning, see 2.2.1.2), If these discrete volumes were approximated to be spherical (which
1s reasonable — see Fignre 2-2(ii)}, those for the sphere would have diameters 20mm and that
for the head-shape 34mm. 1t may be that mesh density was the limiting factor to resolution m
the case of each reconstruction method since the ratio of these volumes is 0.59 and that of the

mean FWHM was 0.625 in the XY-planes of the two sets of images. 1t is not wise to
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conclude on the relative resolution of the two methods in this plane until calculations are
performed again with a FEM sensitivity matrix generated on a mesh that is ficer in the region

of interest.

4.4.2 Spherical & Homogeneous = Head-shaped & Layered
4.4.2.1  Skull-Tank

The mean localization error was lowest for reconstruction of skull-tank data when a 3-
shell spherical model was assumed and solved analytically but it was not significantly lower
than for assumption of the homogeneous sphere or the homogeneous head-shaped models.
The highest mean localization error was found when the 3-layered, realisticaily shaped model
was assumed for reconstruction but it was only significantly higher than errors when the 3-
shell sphere model was assumed,

The homogeneous models returned very similar impedance change loci for both left-to-
right and anterior-to-posterior movement, as can be seen in Figure 4-10. As in the previous
chapter, the analytical shell model appeared to localize the changes less centrally than the
homogeneous sphere model, again seen in Figure 4-10. Tt also appeared to localize them less
centrally than did either realistically shaped model. In particular, the analytical, spherical
shell model reconstructed frontal perturbations more frontally and more accurately than did
all other models. Over most of its surface, the skull was represented by ouly one layer of
nedes and this result suggested that the linear FEM, once agarn, did not take into account the
effect of thin layers as well as did the analytical method. 1n all reconstructions, the layered
FEM model tocalized peaks higher up in the head than did the homogeneous FEM. Plotted in
Figure 4-12 are the positions of the node with maximum support in each FEM mesh. This
occurs lower down in the hemogencous model and may have acted to draw impedance
changes towards it. The variation of support may also explain the fact that the magnitude of
central changes was larger than for superficial changes in FEM reconstructions (section
4.3.2.1), Whilst smoothing, by multiplication of support was intended to reduce the artefacts
in reconstructed images due to inhomogeneities in the mesh., these results would suggest that
it is important to produce solutions on meshes with little variation of deusity throughout the
regions of interest. They also suggests that it is difficult to determine whether the bias of the
full-head mode! towards the centre, in comparison to the analytical sheli model, is due to the
effect of layers in the latter or to the effect of mesh density in the former.

Resolution was better in the XY -plane using the homogeneous sphere model than the

spherical shell model and the homogeneous head-shaped model. This was as expected from
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the results of Chapter 3 and from arguments in section 4.4.1 respectively. Resolution was not
significantly worse using the layered head model. This wus because, although the mean
FWHM was 10mm more, the spread of FWHM values was 9. 1mm, almost twice as high as
that for the homeogeneous head-shaped reconstructions. It can be seen in Figure 4-4 that the
variation of support is much greater throughout the region of interest in the full-layered
model, which could he responsible for the variation in resolution. Higher resolution can be
seen for these reconstructions in Figure 4-9, near the inner surface of the skull, and lower
resolution towards the centre of the skull cavity. Z-resolution was best, again. using the
homogeneocus sphere model and was betier using the shelled sphere model than the
homogeneous head-shaped model. As descnibed in the previous section, gain, the effect of
post-weighting on the latter was to draw the distribution of a peak impedance change towards
the low sensitivity regions around the neck and chin, giving very large vatues for FWHM in
the z-direction for some positions of the inhomogeneity.

1t

Figure 4-12: The pasitions of the node with maximum support s in the homogeneous (red) and the
layered (green) head-shaped mesh

4.4.2.2 Human Data

By each method. in its present state, reconstruction of human data gave images that were
recognizable as the same evoked response and primary or secondary impedance changes were
found at the posterior of the brain in all five subjects whose images showed changes greater
than baseline noise. However. there was no consistency in the location or polarity of primary
impedance changes between functional images of the subjects during VER experiments. For
one subject. peaks could not be localized at all using the 4-shell sphere algorithm. In general,
for any particular subject, reconstructions using each algorithm returned peak changes of the
same polarity and in the same hemisphere to within about 40mm. There was more
consistency between peak loci in spherical reconstructions and between those in head-shaped

reconstructions than there was between either of these two sets of reconstructions. There was
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no noticeable bias of any method towards regions of low mesh density but further conclusion
was confounded by inter-subject variability. 1t is difficult to know whether the localization
errors were the result of the approximations made in the forward models or whether they
were due to the physiological mechanisms underlying the conductivity changes in the brain
during functional activity, since a PET or an MRI study on each of the patients may well have
yielded similarly variable results (section 4.1.3).

Over all 5 subjects, the homogeneous sphere algorithm appeared, consistently, to give the
best resalution, sometimes separating peaks when they were absorbed into one, larger peak in
the other algorithms. For less central changes, the full-head algorithin appeared to give
slightly better resolution than the homogeneous-head algorithm, consistent with the
arguments above conceming support. The shelled sphere algorithm, in general, gave the

poorest resolution.

168



4.5 Conclusion

It was thought that the introduction of cormrect geometry wonld improve image
reconstruction in head-tank studies, as compared to reconstruction assuming spherical
geometry. In their present state, however, reconstruction by both methods was similar in
homogeneous tank stndies and no benefit was gained by incorporating realistic geometry into
the forward model. In sknll-tank studies, there was an advantage reconstructing fronial
changes using the analytical, shelled-sphere model though, overall, it was no better than the
homogeneous sphere or homogeneous head-shaped model and resolntion was best with the
homogeneous sphere model. The layered head model gave the highest mean localization error
and resnlts snggested that the inclusion of geometry and layers wonld not benefit
reconstroction of EIT images when the object under study is layered and non-spherical.

Since the density of the realistically shaped meshes was about one-fifth that of the
spherical meshes in the regions of interest, it is not strictly fair to compare localization
accuracy and resolntion in reconstructions assuming these different models. Conclusion
camnot therefore be made, from these studies, on the effect of geometry, in the presence of
layers, in images that might be obtained if higher density meshes were to be nsed. However,
the stndies carried out in this chapter revealed the significant influence of mesh density and
heterogeneity on localization and resolution in image reconstruction. The effects were large
enough to mask any improvements that might have been gained by inclusion of accurate
geometry and conductivity distributions. It will not be difficult to produce new meshes with a
finer and more homogeneous distribution of nodes throughout the brain. It will be possible to
make more confident assertions on the benefits of the realistic FEM model when these are
used to reconstruct the same head-tank data using the algorithm described above.

In the EIT problem, it would appear, from the above, that the introduction of a mere
comphicated geometry cancels, to some extend, the benefits of using of an analytical sphere
mode} to account for the presence of layers. The homogencous model, has high resolution,
and the use of the 3-shell sphere model, for the skull-tank, improves localization accnracy in
the front of the head (and gives slight improvement overall). But in every other respect, all
models perform similarly whether they include layers and/or realistic geometry, so no one
nwodel in pacticular, as it stands, would be recommended for use in a clinical setting.
However, the differences in information given by reconstruction of human images suggest
that one model may give insight into the images given by another and it would be of benefit

to use all four, in their present state, in order to improve interpretation of results.
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5 Imaging Neuronal Depolarization

5.1 introduction

Electroencephalography, EEG, has excellent temporal resolution but a poor spatial
resolution, especially for changes deep within the brain. PET and fMRI} have good spatial
resotution, of several millimetres, but a time resolotion that is only sufficient to measure the
metabolic changes associated with neuronal activity, occurring over a few seconds (section
1.2.2.2). 1t wonld be of great nse could an imaging technique combine the level of spatial
resolution they demonstrate with the temporal resolution of electrophysiological methods in
order to map newronal activity itself, rather than its consequences. EIT could offer this

possibihity.

5.1.1 Physiological Background

Much work has been done over the century to model the electrical properties of the
tubular structures (celf processes - axons and dendrites — see Figure 3-1) which extend from
the main cell body (soma) of each nearon and of bulk grey matter (Cole and Hodgkin 1939;
Hodgkin and Rushton 1946; Hodgkin 1947; Ranck 1963; Rall 1975; Okada, Huang et al.
1994; Rall 1999). All of their models required the appiication of cable theory and presented
results with which the medical world today is reasonably well satisfied.

The bulk resistivity of cortex has been reported as having values ranging from 208Qcm
to 321Qcm at varions freguencies between 3000Hz and SHz (Freygang and Landau 1955,
VanHarreveld and Ochs 1956: Ranck 1963; VanHarreveld, Murphy et al. 1963; Ranck 1966).
Several mecasurements have been made of localized cortical resistance changes during
activity, ranging from 0.005%, at 10kHz using depth electrodes (Klivington and Galambos
1968), to —0.03%, at DC using electrodes placed on the cortical surface (Boone 1995). These
were summarized in section 1.4.2.3. A crude estimate was made of the relation between the
local change and the change in a 4-terminal measurement on the scalp (Boone 1995). A ratio
of 10:1 was suggested since cortical resistivity changes of AS%, related to blood volume
changes, caused A0.5% mean, negative voltage changes on the scalp in previous EIT
measurements (Gibson, 2000). However, the maximum changes had magnitudes between 1%

and 2%, so a ratio 5:1 could be assumed to estimate the maximum scalp signals due to

neuronal impedance changes.
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Figure 5-1: A - A glial cell with dendritic processes extending from the ¢cll body or soma B - A
neuron {(motoneuron) with dendritic and axonal processes exiending from the cell body or soma. C
- A scction of the motoneuron axon. An intracellular electrode provides cusrent, which flows
parallel to the axis of the process and 'leaks™ out into the extraccllular space with increasing

distancc from the source.

51.2 Purpose

The purpose of this work was to estimate the change that might be observed in a four-
terminal scalp impedance measurement during neuronal depolarization. From this result, it
was intended to assess the possibility that EIT might combine the temporal resolution of EEG
and a spatial resolution more similar to fMRI and PET in order to image neuronal

depolarization directly.
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513 Design

The carrent flow through neuronal tissue is governed by cable theory. This was originally
applied to the problem of transatlantic telegraph cables. Applied to neuronal conduction, the
theory suggests eleetrical cireuits equivalent to eell membranes and processes and it reduces
the problem from three dimensions to one. The cell membrane is equivalent to a resistor and
capacitor in parallel and this forms part of a ladder-like circuit, which is equivalent to the
extended, eylindrical cell process.

Although it was my wish to predict the resistive behaviour of the cortex during activity, [
first applied cable theory to that of a peripheral erab nerve, The geometry of the problem is
quite simple for the case of the peripheral nerve. Reasonable assumptions eonld be made in
the development of a mathematical model and experimental verification was relatively
straightforward. All but one of the assumptions were identical to those in the model
developed by Boone (Boone 1995). However, a more appropriate boundary condition was
used in the model reported here.

The geometry of cortical neurons is more complex than that of the peripheral axon and
experimental verification of predictions is diffieult. However, several of the assumptions
made in the peripheral model were also appropriate when modelling ecortical neurons.
Additional assnmptions were made to prodnee an appropriate cortical model deseribing the
resistive behaviour first of individual newrons and then of bulk cortical tissue during
depolarization. A further eomplication is that the parameters required by the models are not
well known, There are, however, ranges published and these were used to estimate margin of
error in the results. .

This chapter describes a model developed to estimate the size of the local impedance
change associated with the depolarization of a population of neurons. The peripheral model is
presented first, with its experimental validation. The cortical model is then presented. It is
similar to that developed by Boone (Boone 1995) but with several ehanges, which will be
highlighted as they oceur. Further to this, using 3D models of the head, deseribed previously
in this thesis, this microseopic cortical model was extended to predict the signal that might be
-measnred on a single channel of an EIT system. The change was expected to be much smaller

than those described and imaged in the previous chapter.
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5.2 Methods

5.21 The Peripheral Model

The nervous systemn is divided into two sub-systems, the central, which extends inside the
spinal column and includes the brain, and the peripheral, which innervates the rest of the
body. Cable theory applies to conduction in both but the simplest case of core conduction in
the nervous system is that in the unmyelinated peripheral nerve axon, whose form resembles

that in Figure 5-1(b) and whose geometry is described by Figure 5-2.
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Figure 5-2. A cut-away diagram showing the geometry of the nerve fibre model. See

text for explanation of symbols

5.2.1.1  Assumptions and Appreximations

In the following, the assumptions used for the peripheral model are labelled with a P and
those for the cortical model, later, with a C.

[P1] The nerve axon was assumed to be a uniform cylinder consisting of purely resistive
intracellular fluid surrounded by a capacitive and resistive membrane bathed in a resistive
extracellular fluid which occupied a fraction @ of the overall tissue valume (Figure 5-2).

[P2] r., €w and r; were assumed to be constant on each branching cable and the cell
passive and lineac with respect to the testing current. This assumption was justified by
Hodgkin and Rushton (Hodgkin 1947) and is necessary for application of classical linear
cable theory.

[P3] Measuring electrodes were placed some distance 2L apart along the length of the
nerve, and the axon assumed to be sufficiently thin that the electric field in the intra- and

extracellular space was parallel to the fibre.
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[P4] The extrapolar length of the axon was sufficient to be assumed infinite so the axon
was assumed to be ‘open-ended’. Boone assumed the axon to be ‘closed ended’ (see
assumption [C8])

[P5] The nerve was assumed to exist in two steady resistance states, resting and
depolarising. In the former state, the longitudinal resistivity was calculated using the
expression derived below and all the relevant parameters. In the latter state, this was repeated

with membrane resistivity multiplied by a factor (1/D,).

5.2.1.2 Notation

Variables:

x  distance (m) along axon

i, extracellular current (A)

i intracellular current (A)

I total current flowing through the axon and extracellular fluid {f =7, + )

im current (A cm’') passing into axon through the membrane

V. potential (V) of extracellular fluid with respect to a distant point: ¥, = —f Fi,dx

¥y potential (V) of intracellular fluid with respect to a distant point: ¥, = —f riddx

V. the potential difference (V) across the surface of the membrane (V,, = V.- ¥})

Constants:

a radius (cm) of axon

e proportion of tissue considered to be extracellular

2L the separation (cm) of the electrodes

26 the width (cm) of the electrodes — to be made vamshingly small

P Tesistance x unit area of the surface membrane (O sz)

C» the capacity per unit area (F cm™") of the surface membrane in the axon
D the factor by which membrane resistivity decreases during depolarization
o specific resistivity of the intracellular fluid (Q cm)

Pe specific resistivity of the extracellular fluid (€2 cm)

. resistance per unit length (Q cm') of extracellular fluid {o(1-a) axa®)
r; resistance per unit length (Q cm™) of intracellular fluid (p/na’)

r» resistance X unit area (£2 cm) of the surface membrane in the axon (p,/2na)
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¢ the capacity per wnit length (F cm'') of the surface membrane in the axon ( Cp,x 27ma )
A length constant = V[r. / (r: + r.) ]

T, time constant = r,c = 5, C,,

5213 Theory

Following the definitions, it is possible to write down iwo equations demonstrating
Ohm’s Law

%: _reic [5-1]
ox
LA [5-2]
ox
d -
o D= (s, 1)~ I, 53]
ox

Rearranging [5-3] and, since ¥, and ¥, =0 at x = 0, for the intrapolar region, integrating with

respect to x

5-4
sz[r"+rf]Ve+}}[]dt >-4)

r

Membrane current can be expressed in terms of current conservation and as a sum of

capacitive and resistive currents

S [5-5]
m ax
Ay , )
L (5-6]
2
Hence V. ov, & [5-7]
—=+C—=—
Fin o Ox
Substitution for i; from [5-3] gives
K1+Ca[/"" — 1 alym 're ﬂ {5'8]
Yo a L ax? r, +r 6x

The last term vanishes everywhere except under the electrodes since /=0 and /, in the
extrapolar and intrapolar regions. Hence for regions x = -» — (-L-&), (-L+0) — {L-8) and

(L+8) — « we obtain the cable equation

2y V 5-9
‘/126 7m+rmém+Vm=0 [ ]
Ix* ot
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where 4 and rare as defined above. Since we are studying the steady state, the second term is

zero and, defining a new varizble X=x/A

W, [5-10]

ax: "

Certain boundary conditions must be imposed in order to solve equation [5-10]. One is that

membrane voltage V,, > 0 as x — -00. This gives us two solutions for ¥,

for 5;L<X< L;(S szAeX+B€_X [5_1]]

for —o< X <

-5 - . OtL -
5/1 L -C (F+557) [5-12]

Another boundary condition for the intrapolar region is that the voltage distribution is anti-

symmetric, Hence V,(X) = - F,(-X) and 4 = -B so that

for 5;L<X< L-¢ Ve=dAe'(1-e™) [5-13]

There are also two continuity conditions that must be observed. Both ¥, and i; are continuous
functions of x. Since this is the case, as & becomes vanishingly small, we can equate [5-12]

and [5-13] etther side of the electrode i.e. V,,(-L-8) = Vo, {(-L+8) so that

oL et
C=de * (l-e *

)

and therefore,

-6-L (=22, g8zt [5-14]

— A _ A
A I/m = de (I € )

for —o< X <

The constant A can be found by evaluating [5-3] at either side of the electrode at X'=-L

s

o, (e, _ . L _ _ [5-15]
Lax 1_54‘ [Bx ).r=_6_L_(re+’?){(lf)_t=§L ("'r')—é'v!_.} re([.:=J—L I—a‘-L)

But {(i,),_, , —(i).,_, $="0 from continuity of i, /,__, , =0 and I__,_, =1,

so that (5!/} [aV ] [5-16]
—n - == =-rl,4
ax o8-t \ 8X J_-e-t

A is found by substituting [5-13] and [5-14] into [5-16] so that

5-L .y L=8 T
p)

2 [5-17]
V=t 7 o(l-e 1)

for

m
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In order to calculate the potential difference between the two electrodes, something must
be known about ¥, at these points. Evaluating [5-17] at the inner extreme of the electrodes, in

order to snbstitute into [5-4],

: -6 5-18
Vm(L—J):(r‘-+r’]Ve(L—§)+f}fIdx -8
and , - 5-19
Vm(a—L):[re+”']Ve(a—L)dei [5-19]
-4
As 6~ 0, the integrals tend to Lr.f, and -Lrdy and therefore the applied voltage is
, 5-20
Vo=V, (L) -V, (L) = [—’*—](Vm (D-r, @) 2tey, B
i e rJ + re
Substituting for ¥, from [3-17], under conditions of §— 0,
2 2L . [5-21]
p, = fe fok q Ty 2nte
r + re f'l- + re

This is the voltage generated between two electrodes placed on a peripheral nervous tissue of
total cross-sectional area za’/(1-c) separated by a distance 2L. Expressed in terms of specific
resistivities and hyperbolic trigonometric functions, the resistivity of the peripheral nervous

tissue, found by dividing [5-21] by [221x(1-@))/za’ , is therefore

2 L 522
pro PP Pe (1-a) (5} [5-22]

-eerend of- o, vap,[£) o

5214  AC Impedance

Returning to equation {5-9], we can see that, if the injected current is not DC, then, when

the steady state has been reached, [5-10] becomes

[5-23]

= L’:" (] + J.a)rﬂl )

where @ is the frequency of current injection. In all subsequent solutions, 4 is simply

replaced by 1/F, where

5-24
JI+ jor, 1>-24]

A
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Therefore all the expressions for conductivity reported in this chapter are valid at frequencies

greater than zero if A is replaced by U/F,

3.2.1.5 Parameters and Evaluation

To evaluate expression [5-22], it was necessary to know the valnes of the parameters
associated with the crustacean peripheral nerve. These are listed in Table 5-1. P was then
calculated for ‘resting’ membrane resistivity and ‘depolarising’ membrane resistivity and the

percentage difference AP, % found.

3.2.1.6 Realistic Considerations

The suggestion of a two-state system assumed that the impedance reached a steady state
during the time in which the tissue was depolarized underneath the measnring electrodes.
This cannot be the case for low (« 1/7) measuring frequencies. The impedance measurement
cannot reach steady state during the depolanization because the capacitive characteristics of
the membrane act fo resist a change in voltage. In two simulations, constant current 7 was
driven through a resistor R and capacitor C in parallel. One network had a time constant, RC,
of Oms and the other 8ms, representative of a peripheral nerve (Hodgkin, 1947). R
represented the resting membrane resistance and C its capacitance. A resistance change AR
was imposed, taking the shape of a descending half cycle of a sine wave, lasting Tms, having
a minimum at a value (1/D,)*¥R. Duoring a resistance decrease, the time course was calculated
for the voltage generated across the capacitor for each of the time constants. The reduction in
amplitude of the maximum voltage change from the first to the second simulation was
described by a facter (1/7,). This was taken as the multiplicative factor by which the
measured impedance signal would be reduced.

" Another factor to consider is dispersion. Because there were several axons in the nerve
bundle, several action potentials were propagated. The collective pame for these is a
Compound Action Potential (CAP). In reality, there is a distribution of fibre diameters in the
bundle, causing individual fibres to conduct action potentials with a distribution of velocities.
There is theoretical {e.g. Noble, 1979) and experimental (e.g., Hodgkin, 1954) evidence that
unmyelinated fibres conduct at a rate proportional to 2a so larger fibres conduct the action
potential more quickly. As a consequence the magnitude of the CAP decreases with distance
along the nerve as its temporal spread increases. Since the individual action potentials reach

the measurement region at different times, there is incomplete depolarization there. The
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model accounts for this reduction to provide a more accurate estimate of the change to be
measured on an actual peripheral nerve.

The fibre diameters also effect the size of each axon’s contribution to the signal when it is
measured by an extracellular electrode. Since the intracellular and extracellular resistances
act as a potential divider, the ratio of extracellular to intracellular volume determines the size
of the action potential and larger fibres generate a larger extracellular action potential,

It was assumed that, at any given instant in time during depolarization, the voltage
developed by a class of fibres was proportional to (1) the radius of fibres in that class, and (it)
the proportion these fibres occupy of the overall nerve area. Individual action potentials were
modelled as pulses and the ratio C, found of predicted CAP with and without the dispersion
effects. (1/C,), to a first approximation, would be the same as the ratio of the measurable
resistance decrease to that predicted by the two state model above for full depolarization.

As a resnlt of these considerations, the model predicted a ‘resistivity change of
(U/T,CoY*APo% to be measured on a depolarising sample of the walking leg peripheral nerve

of a crab.

Peripheral Neurons Cortical Neurons
Parameter Value Source Parameter Representative Value Source
{Range)
90 Qcm (Hodgkin and Rushton ) 70 Qem (50-100Qcm) (Rall 1975)
Pr %
1946}

P 8000 (Hodgkin and Rushton P 2300 Qem’ (10°-10°Qem?) {Rall 1975)

" Qem’ 1946} " (motonenron)
C, 1.0 {Hodgkin and Rushton C, 2uF/em? (1-4pFlem?) {Rall 1973)

nFfen’ 1946)

T Sms from Oy, and G, T 5ms (1-40ms) from p,, and Cm
l-a 0.75 {Keynes and Lewis 1951} l-a 0.45 (1.5)12
p 20 Qcm {Hodgkin and Rushton o 60 Qcm (Ranck 1963)

¢ 1946) ¢

a 0.25 (Keynes and Lewis 1951} ﬁ 0.1 {Ranck 1963}

- i ° Pie 70 Qem (50-100€2cm) assumed cqual to 2

- - - ¥ 0.43 (1-8)/2
2L lmm electrode spacing 2L, 1.5(1-2) {Rail 1975)

A 4 um (Keynes and Lewis 1951) a 17um (11-50) (Rall 1975)
Dp 40 {Cole and Curtis 1939) D. (9-5.35) (Araki and Terzuolo

1962)

Table 5-1: Paramelers, taken from the literature, necessary for calculating conductivity of unmyelinated erab

penpheral nerve tissue and coriical tissue.
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Figure 5-3. (a) Photograph and (b) diagram of expcrimental set-up for measurement of longitudinal
resistance changes in unmyelinated crab peripheral nerve axons. The ayon of the crab ncrve was

suspended on silver electrodes and the dendrites can be seen in (b) extending from the cell body or
Schia.

5.2.1.7  Experimental Procedure

A method was developed to measure the longitudinal impedance change during the

depolarization of the nerve bundle extracted from the walking leg of a crab, Cancer Pagurus.
As can be seen in Figure 5-3(a), this was suspended by a series of silver electrode hooks at
various distances from each other {Boone 1995). tt was lowered into an ice-cooled bath of
Ringer’s solution (an electrolyte) between measurements for preservation purposes.
Two impedance measurements were made alternately. For the first, the odd measurement, DC
was driven one way in the region of interest between two driving electrodes separated by
Ilmm. A battery-powered current generator was used and was triggered via an optical isolator.
The potential difference was measured simultancously between two measurement electrodes,
one placed several millimetres mare proximal to the site of nerve stimulation than the driving
electrodes and the other placed several centimetres more distal. The amplifier used for the
voltage measurement was isolated from the controlling PC and from its mains power supply.
The nerve was attached to a common ground at a point between the 4-terminal measurement
electrodes and the stimulating electrodes. as shown in Figure 5-3(b). The even measurement
was made whilst driving DC in the opposite direction to that in the odd measurement so that
the delivered current took the form of a square wave.

The collective depolarization of the nerve fibres generated a compound action potential
(CAP), which propagated along the nerve. The shape of the CAP near the stimulator
resembled that of an action potential (AP) that may be seen on an individual fibre. However,
the magnitude of the CAP decreased and its spread increased due to dispersion as it passes
along the nerve. The placing of one measurement elecirode close to the stimulating elecirodes

and another at a large distance ensured that the measured CAP was monophasic and the
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placing of the former several length constants upstream of the proximal drive electrode
ensured that the current injection did not have an effect on the shape of the measured CAP.
This enabled separation of that part of the recorded signal that was the CAP and that which
was the assoctated resistance change.

The CAP was initiated at the same time during each half-period of the corrent cycle using
an isolated, battery-powered pulse generator and about 150 fuli cycles were recorded. During
each half-cycle, the CAP generated an increase in the voltage, whereas the change in
resisfance caused a simultaneons decrease in its magnitude. For this reason we subtracted
each even section of the trace from each odd section in an averaging process that cancelled
the CAP’s but preserved the resistance decreases. A baseline was fitted to the averaged half-

cycle and the resistance change was seen as a deviation from the baseline.
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5.2.2 The Cortical Model

Dendrites are the most prevalent neuronal processes in the cortex. These are randomly
oriented and branch off iato tree-like structures, or arborisations, which can be seen in Figure
5-3(b). Glial cells also make up a proportion of cortical volume comparable to neurons. They
have a geometry similar to that of the neurons and mnst be accounted for as a third
compartment in the madel. Blood also makes up 2% of cortical volume (Ranck 1963) but was

not included in the following model.

intrﬂ:cl]ular-‘\l
fluid

membrape .

3
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‘\ - ‘ : “. . \\
x=-L x=0 x=L

Figure 5-4: A cul-away diagram showing the geometry of the cortical nerve fibre model.
5.2.2.1  Assumptions and Approximations

(C1) As Rall (Rall 1975) proposed, a dendritic arborisation was represented by a single,
equivalent (virtual) cable of electrotonic length L,=(L/A), conduction in which was governed
by simple cable theory.

{C2) Each of these cables 15 equally likely to have any orientation and its midpoint to
have any co-ordinate. When integration is performed over a salid angle of 2=, it can be seen,
and was assumed, that the collective resistivity of a population of these cables is 3 times that
of a population which is randomly distributed but parallel (Ranck 1963). This result holds
when the region of interest lies grealer than 300p from the current source, in which case
Ranck suggesled that field lines were nearly parallel.

(C3) rpm, cm and r; were again assumed to be constant on each branching cable and the cell
passive and linear with respect to the testing current.

(C4) The nerve process, a uniform, virtual cylinder was assumed to consist of purely

resistive intracellular fluid surrounded by a membrane. When glial cells were considered, the
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cable was bathed not only in extracellular fluid (resistivity p. £2.cm} but surrounded also by
the conductive glial cells. It was assumed that the effects of blaod vessels and of connective
tissue are negligible in grey matter and we considered only neurons, interstitial space and
glial cells. These constituted two resistive components in parallel surrounding the neuronal
process. Since the neuroglial fibres are many times longer than their length constants {a few
microns), it was assumed that the longitudinal resistivity of the glial component may be
considered to be equivalent to that of its intracellular fluid (resistivity pg; §d.cm). However,
since ghal transverse resistivity is much higher than this, and the fibres were assumed to be
onented randomly, the overall glial resistivity was assumed to be three times the longitudinal
value.

(C5) Extracellular resistance was increased by a factor of U/ = 1.42 due to the increased
path length of current flowing around each cable (Ranck 1963).

(C6) Ranck (Ranck 1963) proposed that the virtual cable representing a dendritic
arborisation constituted one half of a longer cable with sealed ends, the other half of which
extended from the other side of the cell body and was equivalent to another arborisation. Tt
was assumed therefore that the average arborisation on one side of a plane through the soma
was the same as that on the other side. Further to this, the cell body was assumed to have no
effect on the longitudinal resistance of this cable (Ranck 1963), which seems reasonable since
the surface area of dendritic irees is about 20 times that of the soma (Rall 1975). The axon
was omitted in the model.

(C7) Assumption (C6) suggested the placement of the measuring electrodes n the model
for a single process. They were situated x=1I. .. +L.A apart along the length of the cable,
with the soma at x=0 and the axon assumed to be sufficiently thin that the electric field in the
intra- and extracellular space was parallel to the fibre.

(C8) The extrapolar length of the axon was therefore zero and the cable was assumed to
be ‘sealed-ended’ i.c. i,{(£L)=0.

(C9) The process was again assumed to exist in two steady states, resting and
depolarising. In the former state, the longitudinal conductivity was calculated using the
expression derived below and all the rclevant parameters. In the latter state, this was repeated

with membrane resistivity multiplied by a factor (1/D,).
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5222 Notation
Additional Variables

i, total exiracellular current (A), including that passing through glial cells

T total current flowing through the axon and extracellular fluid (7 =i +1i;)

¥V, potential (V) of extracellular fluid with respect to a distant point: V,=- L r,idx
I:’Um the potential difference (V) across the surface of the membrane { 17,,, =V -V, )

Additional Constanis
£ proportion of tissne cansisting of extraccllular fluid

y proportion of tissue consisting of glial cells

« propartion of tissue nat consisting of neurons (p +v)

U afactor 1.42, 10 include the effect of tortuosity (Ranck 1563)
pe Specific resistivity of the glial intracellular fluid (€2 cm)

7, effective resistance per unit length (€2 em™) of tissue surrounding neurons

4 length constant =1J|rm /i?‘,- +F, )1

These new constants allowed us to consider the longitudinal resistance of three compartments
using the same approach as for two compartments but replacing the variable r, in that
approach with 7,. The constant &, which wilf be introduced below, suggests an ‘effective’
extracellular volume. As described in section 5.2.1.4, expressions for conductivity reported in

the remainder of this chapter are valid at frequencies greater than zero if 1 s replaced by

1/ F.

5.2.2.3 Theory

Each of the parallel conductors are present in proportions of (l-a), £ and ¥ It is

necessary to define the resistance per unit length (Q cm™) of each compartment separately.

- 1 - .
pa’ U(l a“)pe and r o= 3( a)pgt

}y=— . = ”
Pz Pra” ° yma’

where the factors of 3 and U are included for and random orientation tortuosity, as explained

in assumptions (3.1} and (3.2).

Adding these resistances in parallel, the resistance that appears as extracellular to the

neurons s
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[5-25]

- Ull-a) [5-26]
re=———> P
Lo #7143
where [5-27]
a=| g+ __7Up,
3pg

acts as an ‘effective” extracellular tissue proportion ( 1-¢z ) remains the geometric proportion
of tissue classed as intracellular neuronal space. 7, and 7 are substituted for r,and A in all the

relationships between current and voltage in section 2.1,

Since, again, the voltage distribution must be anti-symmetric between the electrodes, the

solution to the DC steady state cable equation is

for

S-L_y  L-6 v, = de* (1-e7¥) [5-28)
A A

It follows that

WV g (142 [5-29]
dX
Using the new variable X, [5-3] becomes
ov [5-30]

d‘; :I(;: +r|')i|' _[’:i

[5-29] and [5-30] can be equated for x = -L+Jbut when & — 0, i{(-L+8) — 0 (“sealed-end”

boundary conditions) so that

A [5-31)

[5-30] is rearranged so that

an Y i~ Y Y
W_ »t(rc -l"’i)le + Il

[5-32)

And this is integrated between X = -L /A and L / X when 6 — 0. Using [5-1], we obtain
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e ZJTL N ~ (5-33]
2".:10'1761 |- 7 =(_ref_r,.) Ve[_ _L;]—Ve[éﬂ—ﬂ.rjlﬂ
L I, A 4

l+e?

The term in square brackets is equivalent to the applied voitage ¥, so, if [5-33] is
rearranged in the same way as is [5-21] to produce [5-22], we obtain the specific resistance of
a volume made up of parallel neurons, extracellular finid with included tortuosity effects and

randomly oriented glial cells

7 L
(Up. Y (1 -—a)sinh(:]
POC - Upe Pi + A

(O ) capLleon(Z) 1534

This model accounts for ‘sealed end’ boundary conditions and there is a cosh' term
replacing the exponential term in the ‘open end” solution [5-22]. In all other respects, the two
are virtually the same except that p. is replaced by Up, and every « that occurs outside of the

(1-@) parenthesis (representing the neuronal proportion) is replaced with an ‘effective’

extracellular proportion & .

5.2.2.4  Parameters and Evaluation
1t is common (Ranck 1963; Boone 1955) to consider the specific admittance of cortical
tissue to be the simple sum of (a) thc admittance of the ncuronal compartment ([1-a]*yv,), (b)
the admittance of ihe neuroglial compartment (Y = ¥/ 3pg ), and (c} the admittance of the

extracellular fluid (¥, = #/ Up. ) when each are considered to be “in parallel”.

ar ﬁ ;V I
Y =(-ajy, + + =-—
° ( ) Upe 3pg|‘ P(;’: [5-35]

! 1 a
Yu= *(1_—a) E—‘O—E [5-36)

From assumption {C2), the ovcrall conductivity of cortical tissue, in which the dendritic

or

processes are randomly oriented, 15 therefore

Ymnd__l _1__“ & + a - 1
0 3 PO( Upe UPP - pOC(mnd) [5-37]
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As can be seen m Table 5-1, there are ranges of reported values for the parameters

required to evaluate [5-37]. N, permutations of several plansible values were used in order to
calculate N, values of A Poc,,i'“"‘f)% where n= 1,..,N,. Our reported value of A P{ band)og, was

calculated using representative values of each parameter and the error by looking at the

. . !
maximum and minimum values of A P(S,("‘"' J%.

5225 Realistic Considerations

This time, to account for the reductive effect of membrane capacitance as the system
switched between ‘resting’ and ‘depolarising” states, a factor of (1/7,) was calculated using a
time constant 7,,=5ms {1ms-40ms), calculated wsing the parametric values in Table 5-1, and a
reststance drop to (1/D,).

Since the model of cortical resistivity above applies when the entire neuronal population
depolarizes, a factor (1/C.) was introduced to account for those neurons which do not
depolarize. The effect is to reduce the signal to a fraction equal to the proportion of cells
which are active. This is not known but Elul (1967) proposed that the simultaneous activity of
10-20% of the neuronal population produces an evoked potential, or EEG signal. The
evidence for this ts unclear but, for the purposes of this study, a conservative estimate was
made and a figure of 10% was used. A larger proportion may be recruited during more
vigorous activity such as an epileptiform spike

The impedance signal on the scalp will be further reduced because of the distance of the
measurement electrodes from the change and because between the two lies the highly
resistive skull. The model only predicts a localized resistivity change. A method will be

described in the next section to predict scalp signals it causes.
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5.2.3 Prediction of Scalp Measurements

It was attempted to use the realistic FEM maodel to predict signal changes on the scalp.
since the visual area could be well defined in the brain region of the mesh (Figure 5-5). It was
defined as all those nodes in the brain behind a vertical plane 20mm in front of the extreme
posterior of the brain and between horizontal planes 20mm above and below z=0. The total

volume represented by this change was about 10cm’. Simulations were carried out using

equation 1-14 and the sensitivity matrix A, ~2«% Appropriate conductivity values were

changed. first, by 5%, the conductivity changes expected due to increased blood flow. This
was in order to test the predictions against data measured during the VER's, described in the
previous chapter. If the two compared well, the model would seem reasonable and, since
equation [i-14] is linear. the predicted changes would be multiplied by AG,..ona / 5%,

assuming that thc change due to neuronal depolarization occupied a similar volume to the

blood flow change.

Figure 5.5: The nodes in the head mesh defined as the brain ¢(black .} and thosc also defined as the visual
conex for simutavon.

It was found that predictions for scalp impedance changes, using the FEM model. were
about an order of magnitude smaller than the values actually measured on human subjects.
Predictions for the skull tank (4.2.3.4) were more consistent with measurements. when the
head shaped mesh was used. but poor results were obtained using the spherical models.
Revisiting the experiments in chapter 3. predicted changes were several orders of magnitude

smaller than measured changes using both analytical aud numerical models. These difficulties
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were not resolved so 1 assumed the crude reduction factor 0.1 suggested above in order to

estimate the mean, negative changes and 0.2 to estimate the maximum change.
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5.3 Results

531 Predictions of the Peripheral Model

For an electrode spacing of lmm, the ideal peripheral model predicted a DC resistance

decrease of 22.3%. When the effects of capacitance (1/7,) = 0.62 and incomplete

depolarization (1/C,) = 0.2 are taken into account, the model predicts a measured decrease of

2.8%. Figure 5-6 shows the frequency variation of the solution and Figure 5-7 the capacitive

effect on the measured signal.
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Figure 5-6. The predicted change in resistivity versus frequency during depolarization of a uniform

penpheral nerve sample (4zm radius) for an clectrode spacing of Imm. This predictton docs not

take into account any of the realistic considerations discussed above.
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depolanising peripheral nerve membrane (8ms) and cortical nerve membrane {Sms). These are

shown with the voltage that would he developed id the time constant were Oms in each case. All

voltages were normalized relative to the steady state voliage (R,

5.3.2

DC Resistance Changes as Measured on Peripheral Nerves

Using the technique described above and an excitation electrode spacing of 1mm, (Boone

1995) measured a DC resistance change of —1.0%30.6% at the peak of depolarizaticoh in

peripheral nervous tissue. Barbour (Barbour 1998) repeated these experiments and reported a

change of —1.1%x0.1%. An example trace is shown in Figure 5-8. Using a larger current

electrode spacing and measuring further from the stimulus, Holder (Holder, 1989) reported a

longitudinal resistance change of -0.3%.
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Figure 5-8. A \ypical trace showing the Compound Action Potential and the percentage resistance

change observed when a measurement is made on crab peripheral nerve in the fashion described

above.
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5.3.3 DC Predictions of the Cortical Model

Using representative values and ranges of parameters, the cortical model predicted a bulk
resistivity of 2700 cm (203 - 353CQcm). The ideal model predicted a resistivity decrease of
15.6% (11.1-18.4%).

When the effects of capacitance {1/T.) = 0.3% {0.05-0.93) and incomplete depolarization
{1/C.} = 0.1 were taken into account, the model predicted an effective decrease of 0.6%

(0.06-1.7%).

53.4 Scalp impedance changes

Mean scalp signal changes were estimated assuming a reduction factor of 0.1 and
maximuin changes assuming a reduction factor of 0.2 (section 5.1.1). If local changes were as
quoted in the previous section, this translates into predicted mean scalp signal decreases of
0.06% (0.006-0.17%) for impedance measurements made there. Maximum signals would

have magnitude 0.12% (0.012-0.34%).
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5.4 Discussion

It can be seen in Figure 5-6 that the resistivily change is maximal at DC. At this
frequency, the new peripheral model predicted a resistance decrease of about 2.8% rather
than 3.7%, as suggested by Boone (1995). The model assumed boundary conditions more
appropriate to those during measurement of a 1% decrease, as described above. During
measurement, it was possible {a) that the nerve tissue was not completely depolarized at the
stimuiating electrodes, {(b) that remnants of Ringer’s solution were absorbed by the fascicles
of the nerve while it was submersed and (c) that the measuring instrument underestimated
resistance changes, as it did in calibration studies. Especially considering all of thesc factors,
which would act to reduce the measured change slightly, the theoretical prediction and the
measurements were in broad agreement.

The representative value predicted by the cortical model for bulk cortical resistivity fell
well within the range reported in the literature. The same model predicted a representative
value for the local resistivity change, at DC, of —0.6% for evoked responses, a result that
would translate to 0.06% scalp changes.

It is difficult to compare the predictions with the existing reports of in vivo measurements
due to the range of frequencies and different measurement configurations used. The
sensitivity of the Klivington and Galambos (Klivington and Galambos 1967; 1968) resistance
measuremcnts was maximal in the region of depolarization so their reported figures were
roughly equivalent to measurements of localized resistivity change. However, the
measurement was made at 10kHz, at which frequency the above model is not optimized and
phase considerations may need to be made. In preliminary measurements Boone observed a
decrease at DC of 0.01-0.03% during cvoked responses in rabbit cortex. The results require
confirmation but these distant measurements seem consistent with the predictions of the
cortical model. However, measurements of resistance are acutely sensitive to the placement
of the electrodes and their proximity to the activity. Without resolving issues in the use of
FEM methods for bulk field calculations, it is difficult to compare measurements reporting a
resistance change, to the predictions of the model, which concern a localized change in
resistivity.

Many assumptions have been made in the cortical model, two of which appear to have
the most significant effect on its predictions, The literature reports electrotonic length L, for
many different types of neuron but only the range of vaiues for cat spinal motoneuraons has
been used in this model. Perhaps a more complete model of resistance changes in the cortex

during depolarization would take into account the different active neuronal populations and
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their different electrotonic lengths. The resistance change is very sensitive to the reduction of
L, from 1.5%) to A, so it may be that different neurons contribute more or less to the
resistivity change per umit population density, depending on their electrotonic length.
However, the integrative properties of dendritic trees require that electrotonic length is
neither too large, in which case distal synaptic input would never cause a neuron to fire, nor
too small, in which case the neuron would fire constantly (Rall 1975). It is not unreasonable
to suggest that the range of values of £, used in the model above represents adequately those
of the entire set of cortical neurons.

Dendrites were long thought only to depolarize electrotonically, which is to say that they
do not actively propagate action potentials as do axons. Instead théy were thought to
depolarize passively and locally, at varying degrees of synchronization along their length.
Since most of the membrane in the cortex is dendritic, the above model would drastically
averestimate the bulk resistivity change associated with neuronal depolarization. However,
most neuronal dendrites are now believed to have excitable properties (Segev and Rall 1998;
Rall 1999; Segev and London 1999) although the dendntic membrane resistance change
during depolarization is unknown and difficult to measure. (Araki and Terzuolo 1962) were
unsure whether to report a somatic or a dendritic resistance change after their voltage clamp
experiments from which we took values for D, However, there is a near linear relation
betweer the percentage membrane resistivity change and the bulk resistivity change so their
result suffices as an order of magnitude estimate.

Using the crude estimate presented in section 5.1.1, scalp EIT signals of order —-0.06%
may be expected during evoked responses. However this is dependent on the assumption that
synchrenous depolarization occurs throughout a sinular Qolume to that occupied by blood
flow changes. Boone presented a typical cortical recording of resistance change during
median nerve stimulation on a rabbit (Boone 1993). Noise on this trace is of order 0.03%
after 800-2000 stimulations. The smaliest predicted resistance changes 0.006% would not be
observed but the representative value would give a signal to noise ratio of 2. The model
therefore predicts that it would be possible to measure resistance decreases with a 10/20
system of electrode placement after 800-2000 evoked responses.

Our group expects soon to make DC single channel scalp measurements of the fast
cortical resistance changes that accompany evoked responses in humans. These will be
compared to the predictions of the model described above. Further work may involve use of
the cable model to predict slower impedance changes due to cell swelling, thought to be

responsible for some of the signals observed in previous E1T images.
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In summary, the smallest predicted mean signal decreases were of the same order as the
change of 0.01% predicted by Boone. Representative mean signal decreases were 6 times
larger, the representative, maximum predicted change was 12 times larger and the upper limit

of the maximum predicted change was 34 times larger.

5.5 Conclusion

Scalp signals generated by the predicted resistivity changes are at the limit of
detectability using hardware presently available and image reconstruction is already difficult,
even with the larger signals obtained previously. At present, the predicted resistivity decrease
could not be imaged but, allowing for improvements in EIT technology, the technique may be
used in the future to produce images of the fast resistance changes associated with neuronal

depolarization,
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Conclusions and Suggestions
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6 Conclusions and Suggestions

6.1 Progress

New mathematical models were presented in this thesis in order to approximate the
conduction of electricity through spherical tanks, head-shaped tanks and the human head in
order to reconstruct impedance images. Modifited models were also presented of conduction

through resting and depolarising neuronal tissue.

6.1.1 Modified Reconstruction Algorithm

A new one-step, linear, SVD reconstruction algorithm was suggested in chapter 2 in
order to provide a level playing field on which reconstruction could be compared using
layered, non-layered, spherical and non-spherical models. The algorithm employed post-
weighting, which represented an advance on the technique, used previously by this group, of
multiplying the resultant image by a radially depcndent penalty function. It also reduced
electrode artefact since the post-weighting was dependent both on radius and on distance
from the electrodes.

Correct row-normalisation was also performed for the first time when reconstructing the
normalised data acquired by this UCL group (section 2.1.5.2) and the possibility was
highlighted of neglecting data when it corresponds to small predictions of voltage

measurements {seciion 2.3.2.2).

6.1.2 New Analytical Shell Model

For the first time, EIT images were reconstructed using an analytical 4-shell spherical
model and an algorithm optimized for an inhomogeneous object. Use of the model was
shown to produce more accurate image reconstruction of resistance perturbations within
concentric shells than did use of a homogeneous model (Chapter 3). The model was also
moderately successful for image reconstruction of perturbations within realistic head-shapes,
tank and human (Chapter 4), when best-fit electrode positions were used and the

reconstructed images were warped.

6.1.3 Testing MaTOAST Linear FEM Implementation

Also presented (Chapter 3} was the first thorough test of the ability of a 3-D, knear FEM
model to account for shells in spheres when post-weighting and row-normalisation were

incorporated in the recomstruction algorithm. As in the previous study, without these
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(Bagshaw, Liston et al. In press), the linear FEM model appeared to be unable to account for
the effect of shells.

The same FEM was then applied to a layered, realistic head-shaped 3-D geometry, in
chapter 4, and perturbations reconstructed, with moderate success, within a skull in a saline-
filled, head-shaped tank. No improvements were gained by inclusion of geometry or layers in
the models used but meshing differences were found to be too great to draw general
conclusions by this MaTOAST linear FEM implementation. The study was very useful,

however, for revealing the importance of meshing and its potential to bias solutions.

6.1.4 Neuronal Depolarisation

New microscopic models were presented of depolarizing tissne using more rigorous
approximations and more appropriale boundary conditions than before (Boone 1995).
Boone’s cortical model was taken further, assuming a range of values for each parameter and
assuming that 10% of neurons depolarise in active tissue. The mean scalp signal decrease was
predicted as well as the maximum signal expected if the present EIT mecasurement protocol
were to be nsed. Although signals were predicted which were larger than those predicted by

Boone they are still at the limit of detectability under present noise considerations.
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6.2 Future Work

6.2.1 Reconstruction issues
6.2.1.1 Forward

6.2.1.1.1 Meshing

As a first step, 1 suggest that further layered and homogeneous head-shaped meshes bc
produced, with mesh densities as similar to each other and as regular as possible throughount
the region of interest, namely the brain. It is desirable for the spheres to be re-meshed also,
so that there may be no bias towards the centers of the partitioned octants. These should have
density similar to the head-shaped meshes for a fair comparison to be made using the above

data, reconstruction algorithm and analysis techniques.

6.2.1.1.2 Quadratic FEM

The results of chapter 3 suggest that the differences, in Chapter 4, between homogeneous
and layered, head-shaped rcconstruction are likely to have been due to meshing issues rather
than the ability of the linear FEM implementation to account for the presence of the thin,
resistive skull layer. Should this be confirmed, after repcated studies using better meshes, the
next step should be to implement the quadratic FEM within the existing MaTOAST code.

This would take into account thin layers to a higher degree than the linear method
(scction 2.1.3.2.3). For spherical studies, it may show similar improvements over the
homoegeneous model as dicd the analytical multi-shell model, when perturbations occurred
within concentric, spherical layers. While the linear FEM may prove useful for modeling

realistic geometry, the quadratic FEM might go one step further and also model, more

convineingly, the effects of scalp, skull and CSF.

6.2.1.1.3 BEM/FEM

Another method which could better take into account the layers in the head would be to
solve a model for the outer layers using the Boundary Elenient Method (BEM) and then to
impose the solution found on the outside of the brain as the boundary condition for a FEM
salution inside the brain. BEM / FEM has been applied before to the problem of spherical
shells (Bradley, Harris et al. 2001) and for consideration of the electrocardiographic forward

problem (Fischer, Tilg et al. 2000). It may be worth considering this method for EIT of brain
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function but, as mentioned in section 2.1.3.1, it would sacnifice the potential advantage of the

FEM to account for holes and anisotropy in the skull.

6.2.1.1.4 Anisotropy

Perspex presents a much larger resistance perturbation than does any physiological
change within the brain and the target image in VER studies is much less well defined than in
tank studies. For these reasons, as well as the presence of anisotropy within the human head,
the human images in this thesis were much more noisy and difficult to interpret than tank
images.

Another reason may be that the human brain is highly anisotropic, whereas tanks were
filled with saline, which is isotropic. In the future, once issues of mesh density have been
resolved, inclusion of information about the anisotropy of the brain and skull may lead to
significant improvements in image quality. This information could be obtained from diffusion

weighted MR (section 1.7.4).

6.2.1.1.5 Capacitance

One further reason, which may account for the significant difference between human
images and tank images, is that the human head has capacitive properties while the tanks
were purely resistive. Kieinermann suggested that capacitive effects should be taken into
account in a model] for conduction when frequencies are above 100kHz (Kleinermann 2001).
However, this threshold was determined for blood. It is not clear-cut and depends on the
biological material under investigation.

Since there is a move by this group towards spectroscopic imaging using frequencies up
to and beyond 1MHz, it would be of great use to develop a multi-frequency algorithm where
the solution for field is calculated using the full, frequency-dependent Maxwell equations.
This has been implemented analytically for a finite night circular cylinder (Kleinermann
2001) and could also be implemented, for brain imaging, using the FEM for a head shape or
analytically for concentric spheres. It might also prove useful for single-frequency
reconstructions at 38kHz, the frequency used for the human experiments described above,
and answer the question more fully as to whether the quasi-static approximation is valid for

imaging human brain function.
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6.2.1.1.6 Individual MRI's

The logical conclusion of producing more and more accurate models of the head would
be to take a diffusion tensor MRI for every subject, since head shapes and internal
conductivity distributions vary considerably from individunal to individual. Individual MRI’s
could be segmented, meshed and conductivity tensors defined at each node. 1t would be
trivial then to measure the positions of the scalp electrodes and transfer these directly to the
head mesh in order to provide boundary conditions for a full quadratic and anisotropic FEM
solution for each subject. At the present time, it is time consuming to produce a full head
mesh, since the process is not automated (section 4.2.3.1), and MRI’s would not be available
for most normal volunteers taking part in evoked response experiments. This method may be
practicable for patients with focal epilepsy for whom MRI’s are available and it would be
desirable to use a model with the greatest accuracy possible to locate the epilcptic focus
(section 1.4.2.1.3). However, given the inconclusive evidence, presented in this thesis, for the
improvement gained by inclusion of correct geometry and conductivity distributions,. it does

not appear that the production of individual sensitivity matrices is of great priority at the

present time.
6.2.1.2  Inverse

6.2.1.2.1 [lteraiive Reconstruction

It was suggested in chapter 3 that an iterative process could reduce the noise in regions
distant to the perturbation caused by over-compensation by the post-weighting vector. This
could be attempted easily using the analytical model and Landweber’s linear method (section
1.6.3.5 and equation [1-24]). Since the problem is essentially non-linear, a non-linear iterative
solution could be attempted using the FEM solver to generate a new sensitivity matrix at each
step using an updated conductivity vector at each step. This would be very time consuming,

however, for the fine 3-D meshes required for an accurate head model.

6.2.1.2.2 A Priori Information

It would be of great interest to investigate the effect of using a priori information by the
methods listed in section 1.6.5 conceming smoothness in the image, anisotropy and the
reduction of the volume iinto a smaller number of sensitivity regions. These sensitivity

regions could reflect the known anatomy in an individual’s head and could also reflect
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knowledge of the physiology of an evoked response experiment if the same paradigm were to

be used for an fMRI experiment on the same subject.

6.2.2 Image acquisition

For the data reported in this thesis, one 1mage was acquired every 25s during evoked
response experiments. Since the physiclogical response to stimulus occurs over only a few
seconds, it would be of great use to carry out further evoked response experiments using the
UCLH Matk 1b, with which images can be acquired at a rate of more than 2s”'. A further
advantage of faster image acquisition 1s that more electrodes could be used and more
measurenients nade to generate each mmage. The nverse problem would then be better
conditioned and resotution would be higher (section 2.1.2.4),

Repeating the VER experiments would also allow improvements to be made to the
stimulation paradigm. A more sophisticated example, suggested by Gibson {2000}, was to
compare images of left field and right field visnal stimul. These would produce simlar
activation in other regions of the brain, which would cancel, but different activation in the
visnal cortex. If experiments were to be carried out on subjects who had already taken part in
a VER experiment using fMRI, the paradigm could be made as similar as possible for our
ElT experiments and results wonld be directly comparable. These types of experiment could

provide a more convincing validation of our reconstruction algorithms for imaging human

brain activity.

6.2.3 ‘Neonatal Imaging

A mesh has just been generated, by Andrew Tizzard, of a neonatal head using the I-
DEAS package. The mesh will be used, shertly, to preduce a neonatal sensitivity matrix using
the MaTQAST linear FEM implementation with appropriate e¢lectrode positions and
conductivities (Gibson, Bayford et al. 2000). This will enable reconstruction of the data
already acquired by Dr Tom Tidswell during visual and motor evoked response experiments

carried out on neonates in the past, using the UCLH Mark 1b system (section 1.4.2.1.1).

6.2.4 Imaging Epilepsy

Preliminary findings encourage the idea that EIT may be able to offer functional imaging
in ambulant pattents undergoing presurgical EEG telemetry, which wonld provide a valnable
addition to current clinical practice (Bagshaw, Liston et al. [n press). However, much effort

remains to be made to process the data collected thus far, since baseline data have often
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shown considerable fluctuations and images are highly dependent on the choice of the

baseline epoch.

6.2.5 Data and Image processing

None of the suggestions made by Gibson {Gibson 2000) have been implemented,
regarding data processing. Noisy data channels are manually removed, rather than weighted
according to the inverse of their variance. However, both techniques act to suppress noisy
channels and the improvement gained by more sophisticated data processing is unlikely to be
dramatic.

In the use of fMRI and PET, images are analysed using a suite of programs, written for
Matlab, known as Statistical Parametric Mapping (SPM, Funcional Imaging Laboratory,
UCL, Frackowiak, Friston et al. 1997). These produce probability maps showing whether
signals in each pixel could have arisen by chance or whether they are likely to be associated
with the stimulues. At present, no such analysis is performed on EIT images and SPM could
provide substantial benefits in the interpretation of functional brain images. Further

collaboration would be recommended with the Functional Imaging Laboratory.

6.2.6 Multi-Frequency Imaging

Mention has already been made of the moves by this group to apply multi-frequency EIT
to imaging hemorrhage and ischemia (Sections 1.4.2.1.2 and 1.5.2.3). However, this
technique may also improve understanding of the complex mechanisms, which cause EIT
signals during evoked responses (Section 1.4.2). The changes are thought to be due to a
combination of effects due to blood flow and cell swelling and it would be possible to
separate these if multi-frequency measurements were to be made. Images couid then be
presented with more direct relation to fMRI images, which are reliant on the BOLD response.

The new technique could be referred to'as BOLD-Related EIT and the future might be said to
be BREIT!
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6.3 Reasons to be Positive

Impedance changes occur during human evoked responses and are easily measured on the
scalp using the systems presently available. Although results presented here cast doubt on the
ability of EIT to image the small impedance changes associated with nenronal depolanization,
it has been shown already that it is possible to reconstruct images of the slower, medium-
sized changes due to the metabolic response to brain activity. It is encouraging that human
EIT images can be been obtained even when the head is assumed to be a homogeneous
sphere. Implementation of the improvements suggested above, in particular meshing, the
introduction of a quadratic FEM solution, and the use of a priori information, will result in
further refinement of the reconstruction algorithm. It is likely that images will then give a
more accurate report of the complex and subtle impedance changes occurming in the brain
during activity and that they will be understood more fully in relation to the activity they

accompany.
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