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ABSTRACT 

This thesis discusses Che resulCs of cwo Cypes af study, (a) of Che 

relaCionships between journey-time and C r a f f i c flow during peak 

periods on two sections of urban road, each about 0.4 miles i n length, 

and (b) of relationships between journey-tlmes and a number of 

land-use variables over about 50 miles of suburban main roads i n 

off-peak periods. 

The r e s u l t s of study (a) show thaC the most s i g n i f i c a n t relationships 

occurred when Che data was analysed using non-linear or two-regime 

models. In the l a t t e r case the two régimes were separated by a 

c r i t i c a i flow. Above the c r i t i c a i flow changes i n flow were 

correlated with changes i n journey-time and below the c r i t i c a i flow 

the changes appeared to be random. Further évidence i s provided to 

show that the use of différent sampling i n t e r v a i s can give r i s e to 

différent empirical relationships with the same data. A queueing 

model postulated by Davidson (1968) has been shown co give a 

s a t i s f a c t o r y agreemenC with the results of study (a). A model i s 

developed i n this thesis which accounts for consistent changes i n 

saturation flow a r i s i n g from the use of différent sampling intervais 

i n Davidson's model. Additionally, an empirical index has been 

derlved which r e f l e c t s the changes i n a c t i v i t y during the peak hour, 

and journey-time i s highly correlated with this index. 

Study (b) shows that after the effects of major intersections have 

been accounted for, journey-time was s i g n i f i c a n t l y correlated with a 

number of factors of land-use along the suburban main roads which were 

studied. Furthermore, a number of mathematical techniques have been 

used which permit the calculation of indices of the v a r i a t i o n of the 



surrounding conditions and these techniques were shown to produce 

robust and repeatable r e s u l t s . Journey-time was s i g n i f i c a n t l y 

correlated with an A c t i v i t y Index which was associated with a number 

of land-use parameters-
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CHAPTER 1 

INTRODUCTION 

This research i s concemed with an investigation into the effects on 

journey-times and journey-speeds on urban roads of a number of factors 

which are expected to influence them, such as t r a f f i c flows, pedestrian 

flows, parked vehicles and adjacent land-uses. The choice between 

journey-speeds or journey-times as parameters for investigation i s 

discussed by the Bureau of Public Roads (1965). Journey-time i s the 

concern of the driver when planning a journey, rather than 

journey-speed, and t r a f f i c engineers must be able to determine 

journey-times when assessing the benefits of highway proposais or when 

carrying out t r a f f i c assignment i n transportation studies. Furthermore 

journey-speeds are not additive over several sections of the same 

journey whereas journey-times are. However, there are certain 

advantages i n studying journey-speeds since, under free-flow conditions, 

the d i s t r i b u t i o n s tend to be symmetrical whereas journey-time 

di s t r i b u t i o n s exhibit a long positive " t a i l " . Thus assumptions of the 

normality of di s t r i b u t i o n s are more l i k e l y to be v a l i d for 

journey-speeds than journey-times and the accuracy of the prédictions of 

journey-speeds can be tested. 
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INTRODUCTION 

The fieldwork was carried out on a number of main roads i n the London 

Boroughs of En f i e l d , Haringey and Barnet and the de t a i l s w i l l be given 

i n a l a t e r chapter. Insofar as these roads are t y p i c a l of roads i n 

urban areas then the results and conclusions may be expected to apply 

elsewhere and where unique or unusual effects occur these w i l l be 

i d e n t i f i e d . 

The studies have been carried out i n both peak and non-peak periods, the 

major difference between them being that i n peak periods variations of 

flow and journey-time may be s i g n i f i c a n t l y correlated whereas i n 

non-peak periods the variations are independent. 

In the peak period studies two sections of roads i n Enf i e l d have been 

investigated i n d e t a i l . Data concerning journey-times, t r a f f i c flows, 

turning ve h i c l e s , crossing pedestrians and t r a f f i c s i g n a l times has been 

colle c t e d . The basic sampling period was a one-minute i n t e r v a l and some 

of the important conclusions of the study are concerned with the effects 

of d i f f e r e n t sizes of sampling period on the results when the data i s 

aggregated over successively larger sampling periods. 

In off-peak periods journey-times were found to be independent of 

t r a f f i c flows and consequently d i f f e r e n t types of studies were carried 

out on these and other roads at these times. It i s clear that i f there 

are differences i n journey-speeds on dif f e r e n t roads i n off-peak 

conditions then these differences must a r i s e from variations i n the 

chara c t e r i s t i c s of the features along the road such as the frequency of 

inte r s e c t i o n s , pedestrian crossings, parked vehicles, adjacent land-uses 

and, possibly, weather. Extensive studies have been carried out to 

observe and measure these effects and the results w i l l be discussed i n 
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INTRODUCTION 

la t e r chapters. Often i t i s not evident which variables are l i k e l y to 

be important and sometimes the variables measured may be acting as proxy 

for the factors which may be most s i g n i f i c a n t i n influencing 

journey-time. This p o s s i b i l i t y was considered when the studies were 

planned and the methods of analysis used were those which could take 

account of these e f f e c t s . The study r e l i e s upon established methods of 

multiple regression analysis i n order to detect any predictive 

r e l a t i o n s h i p s . In addition other methods of multivariate analysis have 

been used i n order to deal with some of the problems caused by 

inte r c o r r e l a t i o n s between the "independent" variab l e s . Attention w i l l 

be directed to the use of transformations of data used i n other studies 

which may be i n v a l i d because of int e r c o r r e l a t i o n s which these 

transformations create. Problems caused by the lack of standardisation 

of sampling periods i n di f f e r e n t studies - for example, certain kinds of 

bias and d i f f i c u l t i e s i n making v a l i d comparisons - w i l l also be 

discussed. 

I t i s i m p l i c i t i n this kind of research that great use must be made of 

computing f a c i l i t i e s and some of the analyses carried out were only made 

possible because of the new computing system which was i n s t a l l e d at 

Middlesex Polytechnic i n 1977. The program packages used and the 

sp e c i a l programs written for this study are b r i e f l y described i n 

Appendix D to t h i s thesis. 

In order to place this study i n perspective the next chapter reviews the 

h i s t o r i c a l development of a number of theories about the factors 

a f f e c t i n g journey-times and journey-speeds and the various empirical 

studies which have been carried out. Such an h i s t o r i c a l review i s also 
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INTRODUCTION 

useful i n i d e n t i f y i n g gaps i n the knowledge of t r a f f i c behaviour and 

comment on the methods and results of dif f e r e n t studies. 
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CHAPTER 2 

HISTORICAL REVIEW OF FLOW/JOURNEY-TIME STUDIES 

Relationships between the fundamental pararneters of t r a f f i c flow have 

been of considérable interest to t r a f f i c engineers for many years. 

Both the o r e t i c a l and empirical relationships bave been postulated with 

varying levels of r e l i a b i l i t y i n the r e s u l t i n g prédictions. 

Smeed (1949) reported the results of investigations into the 

relationships between both running and journey-times of t r a f f i c and 

flows on roads i n Central London* On a number of roads of average 

width 48ft a lin e a r relationship was found between running speed and 

vehicle flow with a maximum speed of 26-8 mph. The slope of the l i n e 

was 0.73 mph/100 vph and this relationship was found to apply over a 

range of flows from 370 to 1740 vph. In the same report the maximum 

journey-speed was reported to be 25.3 mph and the régression slope was 

0.81 mph/100 vph; the lengths of the routes lnvestigated varied 

between 0.13 and 0.75 miles. The periods of the time sampling 

intervais (for flow measurements) were not stated and i t i s l i k e l y 

that thèse varied between sections since the moving-observer method 

was used for c o l l e c t i n g the data. A number of l a t e r studies, Rothrock 

and Keefer (1957), Wright (1972), bave shown that the use of différent 

sampling periods can produce différences i n the régression 

co e f f i c i e n t s and i t i s advisable to report the sampling i n t e r v a i s i n 

any such study. 



HISTORICAL REVIEW OF FLOW/JOURNEY-TIME STÜDIES 

Further results of investigations i n Central London were reported by 

Newby et a l (1950) and Wardrop (1952) which applied to roads over a 

wide range of widths and t r a f f i c flows. The results were expressed by 

means of the following équation: 

v = 3 1 - w ^ r ; o r 2 4 m P h 

whichever i s less» 

where V = running speed (mph) 

Q = t r a f f i c flow (vph) 

w » road width (feet) 

The results were also represented graphically which shows more c l e a r l y 

the nature of the relationship for t y p i c a l road widths (see Fig 2.1). 

In R.R.L. (1965) these results are shown as the basis for 

capacity-restrained t r a f f i c assignment and the équation w i l l be 

further discussed l a t e r i n this chapter. 

Rothrock and Keefer (1957) report the results of an investigation into 

the relationships between journey-time and entering t r a f f i c flow i n a 

congested Street i n Charleston; the investigation was concerned with 

the measurement of urban congestion using an empirical index of 

congestion calculated from t o t a l vehicle occupation time. The basic 

data was collected at both ends of the Street and certain intermediate 

points along the section over a séries of 6 minute sampling i n t e r v a i s . 

No reason was given for the choice of entering flow as abscissa 

although this could bave been important since the length of the Street 

investigated included two intermediate cross-roads and a sign a l 

controlied cross-road at the upstream end of the S t r e e t . Edie (1963) 
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HISTORICAL REVIEW OF FLOW/JOURNEY-TIME STUDIES 

argues that the flow of a t r a f f i c stream should i d e a l l y be defined as 

the aggregate distance t r a v e l l e d by a i l vehicles passing through a 

space-time domain divided by the area of the domain- However, this i s 

a d i f f i c u l t measure of t r a f f i c flow to observe accurately and few 

studies since 1963 (and none before) have reported using t h i s measure 

of flow. An int e r e s t i n g feature of Rothrock's r e s u l t s was the 

observation of the turning back effect (see F i g . 2.2) on the 

jouraey-time/flow curves at certain times. This effect was postulated 

by Greenshields (1952) and other authors - for example, see 

Wardrop (1963) - although usually the argument for the existence of 

such an effect i s made from the point of view of t r a f f i c flow and spot 

speed r e l a t i o n s h i p s . However, as w i l l be argued l a t e r , this effect 

may only be observable where congestion i s caused at some intermediate 

point and entering flow i s affected, - see Branston (1976). One other 

important feature of Rothrock's results related to the présent study 

i s the use of alternative time i n t e r v a i s for displaying the r e s u l t s -

Thèse were shown i n graphs corresponding to time i n t e r v a i s of 6, 12, 

18, 24, 30 and 60 minutes respectively and are reproduced i n Fig 2.2-

The effects of différent aggregations on averâge values of the 

parameters were not discussed i n that paper, although this kind of 

aggregation can have a s i g n i f i c a n t effect on the relationships 

obtained. 

An i n t e r e s t i n g study was carried out by Guerin (1958) into the 

relationship between t r a f f i c flow and journey-time i n Washington 

Boulevard, Chicago and Temple Street, New Haven. Elevated observers 

measured vehicle journey-times and entering and leaving t r a f f i c flows 

i n the test sections. The data were collected i n 1 minute sampling 

intervais and aggregated i n a number of différent ways depending upon 



HISTORICAL REVIEW OF FLOW/JOURNEY-TIME STÜDIES 

the variable being aggregateci and the t r a f f i c conditions during the 

period being considered. When the t r a v e l time was less than 2 minutes 

the mean t r a f f i c flow was defined as the average of the entering flow 

during the previous 2 minutes and the leaving flow during the 

following 2 minutes- When the t r a v e l time was greater than 3 minutes 

the flow was defined as the weighted average of the entering flow 

during the previous 3 minutes and the leaving flow during the 

following 3 minutes. The flows i n the 3 consecutive minute periods 

were weighted 1, 2, 1. Concentrations were aggregated i n a si m i l a r 

way. The concentrations were measured i n d i r e c t l y by assuming that 

concentration i s equal to flow times average t r a v e l time. (This w i l l 

l a t e r be cal l e d pseudo-concentration i n t h i s report). High 

corrélations were reported between journey-time and concentration 

(0.94 and 0.93 res p e c t i v e l y ) . The corrélations between journey-time 

and flow were i n s i g n i f i c a n t i n both studies. 

Underwood (1960) postulâtes an exponential r e l a t i o n s h i p between 

space-mean speed and concentration. Data frcm two s i t e s were used to 

j u s t l f y this hypothesis. As a resui t of thèse investigations i t was 

suggested that a generalised speed-volume diagram could be used to 

i d e n t i f y three separate zones of behaviour; a zone of normal flow, a 

zone of unstable flow and a zone of forced flow. No information was 

provided on the p r a c t i c a l methods or assumptions used i n t h i s study 

and, as w i l l be discussed l a t e r , thèse can have a s i g n i f i c a n t effect 

on the conclusions. 

An unusual study was reported by Wardrop (1963) of expérimental 

speed/flow relations i n a single lane. The experiments were carried 

out on c i r c u l a r tracks of r a d i ! approximately 50 f t , 100 f t , 200 f t , 

and 400 f t respectively and on a straight track. In some of the 

22 



HISTORICAL REVIEW OF FLOW/JOURNEY-TIME STUDIES 

experiments the number of vehicles was fi x e d and they were driven as 

fast as was comfortable, whilst on the straight the speed of one 

vehicle was fixed and the others followed at minimum spacing. The 

relationships between speed and flow indicated a certain degree of 

agreement with those found on actual roads where speeds were 

comparatively high and using the headway relationship quoted by Smeed 

and Bennett (1949). The relationship observed between speed and 

concentration was s i m i l a r to that postulated by Underwood (1960). 

A flow/travel time relationship derived from queueing theory was 

postulated by Davidson (1966), 

T = To + T o ^ 

where T = journey-time 

To « jouraey-time at zero flow 

C = r a t i o of a r r i v a i rate/service rate, 

which i s équivalent to the r a t i o 

of a r r i v a i flow/saturation flow 

J = delay factor (sometimes c a l l e d Davidson's factor) 

Davidson suggested the use of the factor J to account for some of the 

différences between the multiple queueing s i t u a t i o n which occurs on a 

f i n i t e length of road and the idealised single-server queueing system 

from which the model was derived. The value of J can be varied 

depending upon the type of road and the associated factors which give 

r i s e to delay on that road. The model was tested against r e s u l t s 

published by Irwin et a l (1962) and Wardrop (1952). I t i s not 

possible to use l i n e a r régression to determine the s i g n i f i c a n t 

constants i n the relationship and a method of successive 
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approximations was adopted i n order to minimise the mean square error. 

When plotted, the postulated curves were seen to f i t the observations 

s a t i s f a c t o r i l y for both sets of data. The analysis of Wardrop's data 

was more revealing because of the wider range of types of roads and 

t r a f f i c flows which were observed. The parameter J as calculated by 

this process, varied inversely with road width. In cases where high 

values of J apply even at r e l a t l v e l y low flows s i g n i f i c a n t increases 

i n joumey-tirae occur for increasing service rates.Thus the model can 

descrlbe observed conditions quite c l o s e l y . 

One of the c r i t i c i s m s l e v e l l e d at Davidson's model i s that i t predicts 

that very. large journey-times w i l l occur when the t r a f f i c flows 

approach the saturation flow, whereas i n r e a l i t y the flows may be 

small when the journey-times become very large. Another d i f f i c u l t y i s 

that t r a d i t i o n a l queueing theory does not account for the space 

occupied by the queue. The queue could be assumed to occur at the 

downstream end of the l i n k and the t r a f f i c flow measured at the 

upstream end, but i n short l i n k s the queue can extend for the f u l l 

length of the l i n k . Suitable values of the model parameters are 

d i f f i c u l t to determine, the method of successive approximations has 

been used by Davidson and the use of the model has only been reported 

i n A u s t r a l i a . Taylor (1977) reports a new method of estimating J 

using the least-squares p r i n c i p l e which may lead to greater use of 

this model. 

Speed/flow relationships i n an urban area were discussed by 

Dick (1968) i n a paper which reported the results of such studies i n 

Newcastle. The important contribution of this paper was that i t 

extended the studies reported by Wardrop (1952) to take account of 

différences i n the surroundings through which the roads passed, 
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although the results were limited because the roads were categorised 

i a t o only four groups. The groups were determined by considering two 

major factors - number of parked vehicles/mile and number of major 

intersections /mile. Journey-times were measured by driving a vehicle 

round a route keeping pace with the general t r a f f i c flow. T r a f f i c 

flows were measured using a t r a f f i c counter i n each section. No 

détails were given of the sampling intervais or the lengths of the 

sections of road which were investigated. The results were shown i n 

several speed/density scatter diagrams using density (concentration) 

derived by dividing the volume (flow) by the speed. High corrélation 

co e f f i c i e n t s were reported for a l i of the roads but t h i s i s invariably 

the case i f concentration i s derived i n t h i s way and then used as an 

"independent" v a r i a b l e . No scatter diagrams of speed and flow were 

shown although idealised relationships were displayed i n a graph. The 

res u l t s indicated that s i g n i f i c a n t différences occurred between the 

journey speeds on différent types of road at tiraes of low flows. 

In a paper concerned with journey-speed and flow i n central urban 

areas Wardrop (1968) derived a semi-empirical formula r e l a t i n g 

journey-speed to a number of cha r a c t e r i s t i c s of roads such as road 

width, t r a f f i c flow, number of controlied intersections per mile of 

road and the proportion of green-time. He argued that the 

journey-time per mile was composed of two parts, the running time per 

mile and the delays caused by controlied in t e r s e c t i o n s . Thus: 

1 
V 

_1 
Vr + FD 

where V =» journey-speed (mph) 

Vr = running-speed (mph) 

25 



HISTORICAL REVIEW OF FLOW/JOURNEY-TIME STUDIES 
# 

D = average delay per intersection (hours) 

F = number of intersections per mile. 

The values of running-speed were based on the re s u l t s of 

investigations previously reported by the Road Research 

Laboratory (1965), 

, 31 - ° - 7 ° + 4 3 ° 
r 3w 

where Q =» flow (pcu/hour) 

W « carriageway width (feet) 

I t was shown that, for both vehicle actuated and fix e d time s i g n a l s , 

the re c i p r o c a l of delay at s i g n a l controlled intersections varied 

approximately l i n e a r l y with degree of saturation over a wide range of 

flows* (Degree of saturation i s the r a t i o of flow to saturation 

flow). This i s equivalent to; 

D = — -
1 - Q/LS 

where B = constant 

LS - absolute capacity of int e r s e c t i o n . 

The r e s u l t i n g equation for journey-speed i s ; 

1 - 1 + F 
V 31 - 140 - .Q24Q 1000 - 6.8Q 

W W LW 

The formula assumes that the differences between opposing flows on 

two-way roads have no s i g n i f i c a n t effect on journey-speed; this may 

be true at low flows but on roads where t i d a l flows occur the errors 

may be s i g n i f i c a n t at peak periods because of the large increase i n 
26 
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delays at s i g n a l controlied i n t e r s e c t i o n s . This équation i s s i m i l a r 

to that of Davidson since both équations are composed of two terms, 

one for journey-time at low flows and the other for delays at 

inters e c t i o n s . Furthermore, the divi s o r i n the delay term i s 

i d e n t i c a l i n both équations. 

The re l a t i o n s h i p between journey-speed and flow has been investigated 

at several s i t e s on main roads i n suburban areas by Freeman Fox and 

Associates (1972). The investigations were carried out on p r i n c i p a l 

roads and trunk roads over sections of about two miles; the 

moving-observer method was used for measuring journey-times and flows 

were determined by simultaneous roadside counts at a number of 

intermediate points. The data was collected on weekdays only and 

included détails of adjacent land-uses, parked vehicles, degree of 

access, pedestrians, r i s e and f a l l , and curvature, i n addition to 

speeds and flows. The data was c l a s s i f i e d for différent road types 

and vehicle types. The results of the investigations were not very 

s a t i s f a c t o r y , a number of multiple régression équations being obtained 

several of which had s i g n i f i c a n t régression c o e f f i c i e n t s of the 

"wrong" sign, for example, on one road the équations predicted 

increases i n journey-speed with increases i n goods vehicle flow. The 

weather condition variable (measured on a subjective severity scale) 

gave reasonable and consistent r e s u l t s . Apart from this variable and 

the flow of l i g h t vehicles, the régression co e f f i c i e n t s were stated to 

be u n r e l i a b l e , possibly because of the inter-correlattons between the 

explanatory variables. I t was intended to obtain a separate 

régression équation for each class of vehicle but this was abandoned 

and a r e s u i t for a standard t r a f f i c stream composition was obtained. 

The r e l a t i o n s obtained are as follows; 
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S(Q - 300) 
V = Vo + 1000 

where V = jouraey-speed (kph) 

Q = one-way vehicle flow (vph), per standard lane. 

Vo i s the "free speed", which i s the speed of the stream when Q i s 300 

vph/lane. When i t i s impossible to measure Vo d i r e c t l y the report 

suggests that the following equation should be used; 

Vo = (5 + A) . 1 0(| - .8) - ,167<A - 27.5) 

where D - proportion of dual carriageway 

I = number of major intersections/km 

A = a c c e s s i b i l i t y (number of accesses/km) 

S, the slope of the equation, i s given by: 

S = - 25 - 1.333(Vo - (50 + ^ ) ) - 30(1 - .8) - .4(B - 65) 

where B « proportion of roadside that i s developed. 

These equations explained 55% and 62% respectively of the variance of 

the dependent variables. 

High v a r i a b i l i t y of the basic data collected i n t r a f f i c studies can 

cause the problem of i l l - d e f i n e d r e l a t i o n s h i p s , this i s a p a r t i c u l a r 

d i f f i c u l t y i n studies of dual-carriageways. Duncan (1974) discusses 

the results of such a study i n which speeds were apparently not 

affected by flows except at very high l e v e l s . 

In recent years the most comprehensive paper to be written on this 

area of study was that of Branston (1976). This paper was concerned 

with the measurement and formulation of l i n k capacity functions, or 

volume-delay curves, for use i n t r a f f i c assignment procedures. In the 
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f i r s t part of the paper data c o l l e c t i o n methods were discussed and, i n 

p a r t i c u l a r , the inconsistencies which can arise from the choice of the 

position at which flows are measured and the length of the sampling 

intervais used. He argued that i f the downstream end of the l i n k had 

a lower capacity than the upstream end, and the entry flow exceeded 

the exit capacity, then the l i n k journey-time would increase as 

vehicles were forced to queue in the l i n k . The maximum journey-time 

would correspond to the s i t u a t i o n where the queue extended over the 

whole l i n k and thus the entry flow would then be reduced to the 

downstream capacity. The flow/journey-time r e l a t i o n s h i p would show 

the tuming-back effect i f the entry flow was used to derive the 

relationship but not i f the exit flow was used. He concluded that the 

turning-back effect observed by Rothrock and Keefer (1957) would only 

be pronounced for short sampling i n t e r v a i s and i f the data were 

aggregated over longer intervais the effect would become gradually 

less pronounced. He also stated that journey-speed flow relationships 

should be measured under steady-state conditions, when entry and e x i t 

flows are i d e n t i c a l . In general, i f the entry flow remains constant 

for some period this can be regarded as a steady-state condition* For 

a long l i n k , where the exit queue does not reach the entry point, 

flows should be measured at the e x i t point in order to assess the 

effect of capacity constraint on flow. The l a t t e r two relationships 

may be d i f f i c u l t to apply to capacity-restrained assignment i f the 

assigned flow exceeds capacity because the curves approach i n f i n i t e 

joumey-times at capacity. The curves postulated by the Bureau of 

Public Roads (1964) and Steenbrink (1974) were also discussed. These 

curves were c r i t i c i s e d on the grounds that they require i n d i v i d u a i 

c a l i b r a t i o n for each application. There was a need for empirical 

relationships whose parameters could be defined by c h a r a c t e r i s t i c s 
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such as speed l i m i t s , street widths and traffíc s i g n a l settings i n 

order to avoid extensiva data c o l l e c t i o n . There appeared to be only 

one example of such a model, namely that derived by Wardrop (1968), 

this had a theoretical basis although part of the model was based on 

empirical observatíons of t r a f f i c behaviour. 

A paper by Bampfylde et a l (1978) describes the analysis of data 

concerning speeds and flows of t r a f f i c i n tunnels. The authors 

i d e n t i f y the major d i f f i c u l t i e s of producing s a t i s f a c t o r y 

relationships since there are few examples of tunnels of s i g n i f i c a n t 

lengths and because t r a f f i c i s sometimes constrained to t r a v e l i n 

sp e c i f i e d lañes without overtaking. Thus comparisons with other roads 

may be i n v a l i d , although some comparisons were made with the results 

quoted by Duncan (1974) and Freeman, Fox and Associates (1972). The 

most obvious feature of Bampfylde's results was the wide range of 

scatter of the data for i n d i v i d u a l tunnels and the wide range of 

regression coefficients between tunnels. The sampling periods were 

given as 5, 10 and 15 minutes for the measurement of flows and, 

although i t i s l i k e l y that these were maintained constant for a l l of 

the studies, i t i s not clear which sampling intervals were used to 

derive the empirical relationships. Neither was i t stated whether 

di f f e r e n t sampling intervals led to i d e n t i c a l relationships for each 

tunnel. Although the differences i n lengths of the tunnels were 

noted, between 628 and 3138 metres,the effects which may be related to 

differences i n length were thought to be end effects or the reaction 

of drivers to the proximity of side walls. The p o s s i b i l i t y of s p a t i a l 

cross-correlations i n the data, comparable to the s e r i a l correlations 

discussed by Wright (1971), was not considered. The authors concluded 

that the considerable differences i n the results did not permit a 
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separate relationship to be established for t r a f f i c flow i n tunnels. 

Duncan (1979) points out other dangers of mis-placed confidence i n 

implied speed/flow relationships derived from apparently well-defined 

speed/concentration relationships. A set of spot-speed and mean 

concentration data which had been collected over a period of 5 minutes 

was analysed. This showed that estimâtes of saturation flow between 

2230 and 3060 vehicles/hour could be obtained depending upon the form 

of the assumed relationship between concentration and speed. However, 

much of this v a r i a t i o n could be attributed to an obvious discontinuity 

i n the speed/concentration data and t h i s might have been an unusual 

feature even for this p a r t i c u l a r location since the period of 

observation was short. This paper i s a valuable addition to the 

growing évidence of the in a c c e p t a b i l i t y of transforming data from the 

space domain to the time domain and vice-versa - see also 

Weiner (1974) and, i n p a r t i c u l a r , Breiman (1972). The conséquences of 

this transformation w i l l be discussed l a t e r i n t h i s thesis using data 

collected for this study. 

The investigations reported i n this thesis commenced i n 1972 and the 

e a r l i e s t investigations were centred on the type of problem which was 

important at that time - the relationships between journey-time and 

t r a f f i c flow. Later studies were concerned with the relationships 

between journey-times and a number of other parameters when i t was 

observed that variations of journey-time and variations of flow were 

not correlated In off-peak periods. Some of the most récent papers 

discussed i n this chapter have had some influence on the nature and 

dire c t i o n of the présent studies and thèse papers w i l l be considered 

where relevant. In the next chapter the e a r l i e s t of the author's 

investigations w i l l be described. 
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CHAPTER 3 

FLOW/JOURNEY-TIME STUDIES 

These studies were concerned with the detailed investigation of the 

relationships between journey-times and t r a f f i c flows on two sections 

of roads i n E n f i e l d . Similar studies were carried out on these roads 

i n peak periods and between peak periods using i d e n t i c a l methods and 

these w i l l be discussed i n this chapter. The periods between the 

peaks w i l l be cal l e d off-peak periods i n this t h e s i s . A lat e r chapter 

w i l l discuss other types of off-peak studies concerned with the 

variations of journey-time between di f f e r e n t roads. 

3.1 SURVEY SITES AND METHODS. 

Sites 

The f i r s t s i t e i s the section of the High Street, Ponders End, Enf i e l d 

between Southbury Road and Lincoln Road (see Map 3.1). The section i s 

530 yards long and each end i s subject to t r a f f i c s i g n a l c o n t r o l . The 

road has a moderate "S" bend which does not permit a continuous view 

between the ends. There are two intermediate intersections and a 

zebra crossing along the section. Parking i s not permitted, but a 

number of commercial vehicles stop to load and unload goods at the 

numerous shops and other premises. There are two bus-stops serving 

each d i r e c t i o n . The average carriageway width i s about 27 feet and 

varies between 24 and 36 feet. The mean off-peak journey-time of 
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t r a f f i c on this road was found to be about 1.24 minutes and the 

corresponding mean journey-speed was 14.6 mph. 

The second s i t e i s a section of Southbury Road from a point about 100 

yards west of the AIO intersection to a bus-stop 20 yards west of 

Ladysmith Road, a distance of 880 yards (see Map 3.2). This section 

has a moderate bend which prevents a continuous view between the ends 

and there are s i x intermediate T-junctions on each side of the road. 

Ther e i s one In t erme dia te b us-s to p s ervin g ea eh d i r ec t ion. The 

average carriageway width i s about 30 feet and i s p r a c t i c a l l y C o n s t a n t 

throughout the whole length. Both sides are mostly l i n e d with houses 

but there are a few shops at the western end of the section, a p e t r o l 

station on the south side and a school on the north side. There i s a 

zebra crossing near the mid-point of the section. The mean off-peak 

journey-time i s 1.05 minutes and the corresponding mean joumey-speed 

i s 28.6 mph. 

Methods 

Table 3.1 gives the de t a i l s of the surveys carried out at each of 

these s i t e s * The f i r s t two surveys used a team of eight observers i n 

order to c o l l e c t data. Journey-times were measured using the 

re g i s t r a t i o n number method at a th e o r e t i c a l sampling rate of 50%. 

C l a s s i f i e d t r a f f i c counts, green times and cycle times, numbers of 

pedestrians using the pedestrian crossing and numbers of vehicles 

turning at the intermediate T-junctions were also recorded. 

The data were collected and recorded i n one-minute sampling i n t e r v a l s . 

Each observer used a synchronised stop-watch for recording times. The 

stop-watches were checked for inaccuracies after each survey. Vehicle 

times, measured to l/100th of a minute, and r e g i s t r a t i o n numbers were 
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recorded on a portable tape recorder. After prelimlnary analysis of 

the f i r s t two surveys i t was decided that the r e g i s t r a t i o n number 

method would not be suitable for measuring the journey-times at higher 

flow-rates because of the r e l a t i v e l y low sampling proportions which 

were obtained. The proportions of vehicles whose journey-times were 

measured i n thèse two surveys were 17% and 24% and i n some int e r v a i s 

no measurements of journey-time were obtained. This could have been 

because either the vehicles which passed did not have the required 

d i g i t s , or occasionally because of human errors or because no vehicle 

passed both observation points during thèse i n t e r v a i s . 

Later surveys used the cine-photography technique for recording much 

of the data at the ends of both s i t e s . I t was found to be 

impracticable to synchronise the f i l m speeds exactly at the two points 

but the need for this was avoided by simultaneously recording the 

frame numbers and stopwatch times of a number of e a s i l y i d e n t i f i e d 

events* A manual record of thèse times and a description of the 

events were made and used l a t e r for c a l i b r a t i o n of the f i l m play-back 

i n the laboratory. I t was found too d i f f i c u l t to observe a stopwatch 

on f i l m , so a continuous and simultaneous f i l m record of times was not 

made. If this had been possible the analysis of the films would have 

been s i m p l i f l e d . The filming rate which was used was 50 frames per 

minute and this gave about 80 one-minute samples of data from the 

longest available f i l m . After developing, the i d e n t i f i a b l e events 

were located on the films and their recorded frame numbers were used 

to determine a datum frame on each f i l m . The analysis of the f i l m was 

carried out by setting the frame counter to zero on the projector when 

the datum frame was projected. 
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The analysis of each pair of films was usually carried out 

simultaneously i n order to i d e n t i f y each vehicle. The corresponding 

frame numbers were recorded at the appearance of a vehicle in frame 

and converted l a t e r to elapsed tirae- The average time taken to 

analyse a pair of f i l m s , each of 4000 frames, was about 50 hours. The 

advantage of this method Is demonstrated i n Table 3.1 where much 

higher joumey-time sampling rates are shown from the use of 

cine-photography, with an o v e r a l l sampling rate of 83% i n one survey. 

The average journey-time sampling rate of the cine-surveys was 63%. 

3.2 ANALYSIS. 

3.2.1 Preliminary Analysis. 

Preliminary analysis of the data was carried out to determine the 

means, standard déviations and the ranges of the various parameters. 

I t was found h e l p f u l to plot the simultaneous occurrence of flows and 

journey-times on a graph with elapsed time as the ordinate. For 1 

minute sampling i n t e r v a i s the scatter was su b s t a n t i a l ; for example, 

for the data collected on 29/10/73 the range was between 2 and 16 

veh/min. In order to reduce the scatter and reveal trends i n the 

variables during periods of observation moving-average flows were 

calculated using computer programs which permitted a choice of the 

period of the moving-average. The effects on the relationships of 

choosing différent periods w i l l be discussed l a t e r i n t h i s t h e s i s . 

This smoothing process i s v i t a l i f underlying trends are not to be 

obscured by the scatter of the data. Whether the moving-average 

process should be carried out on the journey-time data i s debatable, 

since the journey-times used were already averaged over the number of 

vehicles whose journey-times were measured i n a p a r t i c u l a r sampling 

i n t e r v a l . For the f i r s t two surveys however, the journey-time sample 
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was r e l a t i v e l y small, 17% and 24% respectively, corresponding to 

averages of 1.5 and 2.4 vehicles whose journey-times were measured i n 

each one minute i n t e r v a l . The l a t e r surveys, using cine-photography, 

provided journey-time data which was much more r e l i a b l e , and much less 

v a r i a t i o n was observed between mean journey-times for adjacent 

i n t e r v a i s . 

Figures 3.1 to 3.4 show elapsed time plots of 5 minute moving-average 

flows and 1 minute mean journey-times for the High Street and 

Southbury Road. They each indicate a différent feature of the trends 

i n the data. F i g . 3.1 reveals apparent p e r i o d i c i t y with two major 

peak s i n both joumey-time and flow and a minor one i n flow at 

approximately 30 minutes séparation which may be caused by employées 

leaving différent factorles at pa r t i c u l a r times. Similar answers were 

obtained using moving-average flows calculated over a séries of 

periods between two and ten minutes. F i g . 3.2 shows the data for 

Southbury Road (E/Bound) on 19/10/73 and indicates unexpected negative 

corrélation between jouraet-time and flow for the f i r s t 50 minutes. 

F i g . 3.3 shows a steady ìncrease i n each of the variables i n the 

morning peak i n Southbury Road (E/Bound) with high values at the end 

of the period* F i g . 3-4 represents the data for Southbury Road 

(W/Bound) for the morning peak period on 5/12/73» showing a d i s t i n c t 

peak i n the mean journey-times, caused by the queue which developed at 

a p e t r o l s t a t i o n . 

3.2.2 Régression Analysis and Sig n i f i c a n t Corrélations 

The following l i n e a r régression analyses nave been carried out: 

1. Between joumey-time and t o t a l flow 

including log transformation, power 
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curves and s e r i a l corrélations. 

2. Between journey-time and c l a s s i f i e d 

fiows. 

3. Between journey-time and t o t a l flow, 

turning flow, pedestrians crossing 

and t o t a l opposing flow. 

Linear Régression Analysis 

The results of the régression analysis of journey-time on entering 

t r a f f i c flow i n the High Street are shown i n Table 3.2 and a scatter 

diagram for the results collected on 19/7/72 i s shown i n F i g . 3.5-

During the off-peak period the corrélation c o e f f i c i e n t s were not 

s i g n i f i c a n t l y différent from zero whereas i n the peak period 

s i g n i f i c a n t corrélation co e f f i c i e n t s were obtained. The long-term 

mean flows were s i m i l a r for both periods. 

The data i n a l i of the studies have been aggregated over successively 

longer sampling intervais and the journey-times and flows, expressed 

i n vehicles/minute, were then subjected to further l i n e a r régression 

analysis. Tables 3.4 and 3.5 i l l u s t r a t e the effects of this 

aggregation on the corrélation and régression c o e f f i c i e n t s . The slope 

régression co e f f i c i e n t s can be seen to increase consistently with 

increasing periods of aggregation i n most samples of peak period data. 

Thèse changes of the co e f f i c i e n t s were predicted by Wright (1971); 

they can be observed only i f a s i g n i f i c a n t degree of s e r i a l 

corrélation exists between journey-time and flow for the longer 

periods of lag. Thus, thèse changes are évident in the data collected 
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i n the High Street on 19/7/72 where journey-times were s i g n i f i c a n t l y 

correlateci with flows occurring up to eight minutes e a r l i e r . They 

were not observed i n the data collected i n the off-peak period on 

17/7/72 (see Table 3-3), where the slope régression c o e f f i c i e n t s can 

be seen to vary haphazardly with changes i n the period of aggregation. 

I t i s possible that random variations of flows and joumey-times i n 

small sampling intervais may be of such a scale as to hide small 

systematic changes i n journey-time. The data collected i n the High 

Street i n 1972 i s p a r t i c u l a r l y prone to this effect because of the 

small samples of vehicles whose journey-times were measured. However, 

the data collected on 22/10/73 also démonstrates the progressive 

changes i n the values of the corrélation and régression co e f f i c i e n t s 

as the data i s aggregated and i n t h i s data the journey-time sample was 

83%. Since such différences are évident between the co e f f i c i e n t s for 

data aggregated over différent sampling i n t e r v a i s within the same 

study, such différences are also l i k e l y to ar i s e between the re s u l t s 

of différent studies using différent sampling i n t e r v a i s even when 

other factors are s i m i l a r . Thus the sati s f a c t o r y comparison of the 

results of différent studies may be d i f f i c u l t to achieve, whenever 

différent sampling intervais have been used. A further d i f f i c u l t y may 

arise i n studies where l i t t l e or no control i s exercised over the s l z e 

of the sampling i n t e r v a i s , for example, i n studies where the 

moving-observer method i s used for measuring flows and joumey-times 

and, i n e f f e c t , short sampling intervais are used. In such studies 

any r e a l v a r i a t i o n i n the relationships between différent roads may be 

obscured by variations generated by différences i n the s i z e of 

sampling i n t e r v a i s . 
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The trends i n the values of the slope régression c o e f f i c i e n t s observed 

i n thèse studies are discussed by Wright ( i b i d ) , who considers the 

causes of thèse trends i n some détail. The effects are asserted to 

a r i s e as a resui t of two processes which he c a l l s Bias Types 1 and 2. 

Bias Type 1 arises because the measures of journey-time or 

journey-speed i n an Interval are normally weighted according to the 

flow i n that i n t e r v a l . When data are aggregated i n adjacent i n t e r v a i s 

the mean flow i s conventionally the arithmetic mean of the flows i n 

the small sampling i n t e r v a i s , whereas the mean journey-time i s the 

weighted mean of the journey-times i n the small sampling I n t e r v a i s . 

Thus the o v e r a l l mean journey-time i n the longer sampling i n t e r v a i s i s 

biassed towards the mean journey-time of the in t e r v a i s i n which the 

highest flows occurred. Wright concluded that t h i s effect may not be 

important and, i n any case, i t can be eliminated i f unweighted mean 

journey-times are used. Bias Type 2 arises out of the s e r i a l and 

cross-correlations between the variables i n adjacent i n t e r v a i s . In 

the présent study the change i n the slope régression co e f f i c i e n t s as a 

re s u i t of aggregation has been found to be s i g n i f i c a n t even when 

unweighted journey-times are used, as was previously shown by Wright. 

Thus the greatest effect of aggregation i s to give r i s e to Bias Type 

2, and this i s shown in Table 3.2a where the co e f f i c i e n t s for models 

using both weighted and unweighted samples of mean journey-time are 

compared. Thèse results suggest that i f two studies are being 

compared then the sizes of the sampling i n t e r v a i s should be equal. I f 

différent sampling i n t e r v a i s are used Bias Type 1 cannot be eliminated 

from the study having the larger sampling i n t e r v a i s and Bias Type 2 

exists i n both sets of r e s u l t s . Even i f studies having equal sampling 

in t e r v a i s are compared i t i s not évident that Bias Type 2 w i l l have 

equal effects i n both sets of r e s u l t s . 
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Linear régression analysis of the various samples of data collected on 

Southbury Road has also been carried out and thèse results are 

aummarised i n Table 3.4. The results for this road are much more 

d i f f i c u l t to assess. For the eastbound t r a f f i c flow s i g n i f i c a n t 

linear relationships were obtained between flow and mean journey-time 

for the morning peak, but not for the evening peak period. For the 

westbound flow s i g n i f i c a n t relationships were obtained for the evening 

peak period but the results for the morning peak were influenced by a 

queue which developed at a pe t r o l s t a t i o n . The data was collected 

during the 1973 f u e l c r i s i s and the queue developed about 8-30 am when 

the petrol s t a t i o n opened. The scatter diagram for the l a t t e r sample 

i s shown i n Fig 3.6 with a parabolic curve drawn through the points 

which reproduces a turning-back effect which has been postulated for 

the t h e o r e t i c a l speed-flow relationship - see Smeed (1949). The 

turning-back effect i n this case i s caused by the réduction i n 

capacity a r i s i n g out of the congestion near the pe t r o l s t a t i o n . This 

effect i s even more pronounced i n the eastbound data collected on 

19/10/73, see Fig.3.7, and was probably caused by delays at t r a f f i c 

signais beyond the end of the survey section. Thèse re s u l t s tend to 

confirm the argument presented by Branston (1976) that such an effect 

w i l l only be observed when the entry capacity exceeds the exit 

capacity for a par t i c u l a r l i n k and then only i f the sampling i n t e r v a l 

i s small enough to detect r e l a t i v e l y rapid changes i n flow and 

journey-time. That i s to say, when the sampling i n t e r v a l i s much 

shorter than the period of time for which the entry flow exceeds 

capacity. Any phenomenon which r e l i e s for i t s observation on the 

sélection of a pa r t i c u l a r survey point may not be représentative of 

the behaviour over an extended section of road and this i s perpetually 

one of the major d i f f i c u l t l e s for investigators of speed-flow 
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relationships since some investigators have chosen to c o l l e c t t h e i r 

data at a point. However, since there w i l l continue to be a need to 

provide some means of predicting t r a f f i c speeds i n assignment models 

then speed-flow models derived from point observations are l i k e l y to 

be used. More r e l i a b l e models might be obtained using the définitions 

of flow and speed defined by Edie (1963) - flow i s the aggregate 

distance t r a v e l l e d by a l i vehicles passing through a space-time domain 

divided by the area of the domain and speed i s the aggregate distance 

t r a v e l l e d divided by the aggregate time spent t r a v e l l i n g . Thus the 

inaccuracies a r i s i n g i n speed-flow models derived from point 

measurements of flow might be avoided using the flow as defined by 

Edie, but the problems of data c o l l e c t i o n could be insurmountable i n 

some circumstances. 

I f Branston's assertion i s accepted then the journey-time/flow 

ch a r a c t e r i s t i c s i n a l i n k w i l l be governed by the point having the 

lowest capacity. In this case a s i g n i f i c a n t r e l a t i o n s h i p could be 

obtained but i t may not be linear I f the data has a wide range of 

values. The departure from l i n e a r i t y can be detected by examining the 

residuals derived from a linear régression model. In this study an 

examination of the residuals of the linear régression model indicates 

that c u r v i l i n e a r or two-regime models may be more appropriate, see Fig 

3-8- Examples of models of thèse types w i l l be discussed i n a later 

chapter. 

3-2.3 Multiple Régression Models. 

Mult i p l e régression analysis of the t r a f f i c flow, subdivided into 

vehicle classes, has been carried out on the data c o l l e c t e d i n the 

High Street on 19/7/72. The corrélation matrix reveals that this 

subdivision tends to reduce the significance of any relationships 
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between vehicle flow and mean journey-time since only the flow of cars 

shows any s i g n i f i c a n t corrélation and the c o e f f i c i e n t i s less than 

that between t o t a l flow and journey-time. No s i g n i f i c a n t multiple 

régression models were obtained using t r a f f i c flows subdivided into 

vehicle classes because of i n s u f f i c i e n t variations i n the variables 

l o r r i e s , buses and motor-cycles. 

In addition multiple régression analysis has been carried out using 

four "independent" variables, namely; t o t a l flow, numb er o f 

pedestrians using the zebra crossing, numbers of vehicles turning at 

the intermediate junctions and t o t a l oppòsing flow. The corrélation 

matrix i s shown In Table 3.6, where the data has been aggregated over 

intervais of f i v e minutes. Similar results were obtained with the 

data aggregated over other periods although, l l k e the régression 

co e f f i c i e n t s , the corrélation co e f f i c i e n t s display consistent trends 

as the data i s aggregated over successively longer sampling i n t e r v a i s . 

The table reveals that the pedestrians crossing and the turning 

vehicles could each be included i n a separate l i n e a r régression 

équation with mean journey-time having a l e v e l of signi f i c a n c e s i m i l a r 

to that between t o t a l flow and mean journey-time. The table also 

shows that thèse two variables and t o t a l flow are highly 

intercorrelated. The f u l l range of possible multiple linear 

régression équations and their c o e f f i c i e n t s are given i n Table 3.7. 

The équations marked with an asterisk have corrélation c o e f f i c i e n t s 

which are s i g n i f i c a n t l y greater than zero at the 5% l e v e l . Because of 

the i n t e r c o r r e l a t i o n s between the "independent" variables the 

régression co e f f i c i e n t s of the same variables may vary considerably 

between différent models. None of the multiple régression équations 

has a corrélation coe f f i c i e n t which i s s i g n i f i c a n t l y greater than the 
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most significane équation containing one independent v a r i a b l e . The 

m u l t i c o l l i n e a r i t y could be expected at this time of day since the 

variables a l i r e f l e c t the greater a c t i v i t y i n the peak period. A 

method of combining the data into an index of peak period a c t i v i t y 

w i l l be discussed l a t e r . 

3.2-4 Analysis of S e r i a l Corrélation Relationships 

Since Wright (ibid) asserts that Bias Type 2 arises as a r e s u i t of the 

s e r i a l corrélations between the variables, the relationships between 

flow and journey-time with various lags between the variables have 

also been studied. Lags from 0 to 9 minutes have been considered 

between the following variables: 

1. Journey-time and lagged flow. 

2- Journey-time and lagged journey-time. 

3. Flow and lagged journey-time. 

4- Flow and lagged flow. 

The purpose of this part of the study was to determine for how long 

inter c o r r e l a t i o n s persisted and their importance- The results of the 

analysis of the data collected i n the High Street on 19/7/72 are given 

i n Table 3-8. Many s i g n i f i c a n t corrélations exist between 

journey-time and lagged flow but there are few between flow and lagged 

journey-time. The s i g n i f i c a n t corrélations may persist for up to 7 or 

8 minutes. However, the results must be considered very c a r e f u l l y 

since the corrélations observed may simply r e f l e c t time dépendent 

var i a t i o n s . This i s p a r t i c u l a r l y true of the data collected on 

Southbury Road (eastbound) on 5/12/73 i n the morning peak period where 

both long term mean fiows and journey-times tended to increase 
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monotonically. Furthermore thèse results show that the 

intercorrelations between joumey-time and lagged joumey-time are 

highly s i g n i f i c a n t . Similar results were obtained i n a i l sets of peak 

period data. The cause of this high corrélation can be explained by 

the lower v a r i a t i o n of mean journey-time between adjacent i n t e r v a i s 

compared with off-peak periods and the persistence of the 

intercorrelations between journey-time and lagged flows up to 7 or 8 

minutes. I f the relationship between journey-time and lagged flow up 

to 7 minutes e a r l i e r i s assumed to be causal then the mean 

journey-time i n an i n t e r v a l and that i n the next i n t e r v a l w i l l be 

mutually correlated with flows up to 6 minutes e a r l i e r . Thus high 

intercorrelations of journey-times can be expected. 

Another time-related phenomenon i s also relevant to this section» 

namely the time-lags between peaks and troughs i n the flows and the 

corresponding peaks and troughs i n the mean joumey-times. This i s 

i l l u s t r a t e d i n Fig 3.1. The explanation of the cause of this 

phenomenon may also be related to the argument presented by 

Branston (1976), and discussed e a r l i e r i n this thesis, that there i s a 

lag between the decay of the departing flow from a section after the 

entering flow has reduced as queueing vehicles i n a congested l i n k 

disperse. 

Wright (1971) produced a mathematical model to predict slope 

régression c o e f f i c i e n t s for data aggregated over n in t e r v a i s from a 

set of measured lagged s e r i a l and cross covariances. The model i s 

expressed as follows: 
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C,.(0) + Ô - M(s)(C,.(s) + C./s)) 
_ _ fJ 5- 1 f J jf 
B n n 

C«(0) + I l 2M(s)(C«(s)) 

where = predicted slope régression co e f f i c i e n t 

between journey-time and flow aggregated over 

n i n t e r v a i s . 

M(s) = 
S 

f = subscript for flow 

j = subscript for journey-time 

C -̂(s) = cross-correlation between journey-time 

and flow lagged by s intervais -

Cĵ (s) = cross-correlation between flow and 

journey-time lagged by s i n t e r v a i s . 

The model reveals the source and effects of Bias Type 2 as discussed 

by Wright ( i b i d ) . In deriving the model i t was assumed that the 

variables were générâted by a stationary process and that the 

covarlances became progressively smaller with increasing values of s. 

An i d e n t i c a l argument can be used to develop a similar model for the 
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corrélation co e f f i c i e n t of the aggregated r e l a t i o n s h i p . A number of 

p r a c t i c a l d i f f i c u l t i e s occurred when using thèse models i n this study. 

Because of the sampling raethod used, i n some intervais no measurements 

of Journey-time were ava i l a b l e . Also, because of the approximations 

used, i t was possible for some of the lagged sériai covariances to 

become négative and hence the square roots are unreal. 

Thèse models bave been used to predict slope régression and 

corrélation co e f f i c i e n t s for successively longer sampling i n t e r v a i s . 

In gênerai, for data collected at peak periods, the predicted 

coefficients tend to Increase to some maximum value as the covariances 

corresponding to greater lags are included i n the models- Beyond the 

maxima the slope régression co e f f i c i e n t s tend to decrease and the 

corrélation co e f f i c i e n t s vary haphazardly about the maximum. The 

results for Southbury Road (westbound) on 19/10/73 are shown i n Table 

3.9- where the predicted co e f f i c i e n t s are compared with the 

corresponding c o e f f i c i e n t s calculated using the aggregated data and 

the results agrée closely. In Table 3.10 i t can be seen that as the 

covariances corresponding to successively greater lags are included i n 

the model, the maximum slope occurs with différent numbers of lagged 

covariances included i n each sample. Thèse comments are generally 

true for a i l of the peak period samples. No apparent re l a t i o n s h i p 

could be observed between the number of lagged covariances included i n 

the model which produced the maximum slope régression c o e f f i c i e n t and 

the I n i t i a l value of the slope régression coe f f i c i e n t of the 1-minute 

samples. There i s some indication that this i s the resui t of some 

time-related phenomenon in the data since, i n the case of the sample 

collected i n the High Street on 22/10/73 where both flows and raean 
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journey-times tended to increase continuously during the period, the 

maximum values of the c o e f f i c i e n t s could not be predicted. 

If these predictor models are to be useful then i t i s evident that the 

same maximum values of the c o e f f i c i e n t s should be obtained no matter 

what s i z e of sampling i n t e r v a l i s used i n c o l l e c t i n g the o r i g i n a l 

data. In order to test this hypothesis the data collected in the High 

Street on 19/7/72 was aggregated into samples based on successively 

larger sampling i n t e r v a l s and Wright's models were used to determine 

the maximum values of the c o e f f i c i e n t s . Table 3.11 shows the results 

of this analysis. The results show close agreement on both the value 

of the maximum slope and the optimum period of lagged covariances to 

be included i n the models. The predicted c o r r e l a t i o n c o e f f i c i e n t s are 

considered to be much less r e l i a b l e for the reasons given e a r l i e r . 

The results of these tests of Wright's model for predicting slope 

regression coefficients suggest p r a c t i c a l methods of comparing results 

between studies having different sampling i n t e r v a l s . There appear to 

be two al t e r n a t i v e s ; (a) aggregate the data so that the new sampling 

i n t e r v a l s i n each study are of equal s i z e , or (b) use Wright's model 

to predict the maximum slope regression co e f f i c i e n t s for each study. 

The results of this study indicate that (b) would be the preferred 

method since (a) may require a p r o h i b i t i v e l y large number of samples. 

3.2.5 Analysis of Pseudo-Concentration Relationships. 

Concentration i s usually very d i f f i c u l t to measure d i r e c t l y on roads 

longer than a few hundred yards. Consequently a number of researchers 

have resorted to in d i r e c t methods using the relationship Q = KV, 

or the related equation QT/L = K, 

where T i s journey-time over the distance L. 
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Concentration derived by this means w i l l be cal l e d 

pseudo-concentration i n this report. The relationship between 

journey-time and pseudo-concentration has been Investigated for a l l 

samples of data collected i n this study and usually high corrélation 

coefficients were obtained. Other researchers, Guerin (1955) and 

Duncan (1979) have also reported high corrélation co e f f i c i e n t s with 

thèse variables. Duncan argues that the translation of 

speed/concentration relationships Into the speed/flow form i s not 

v a l i d because a wide scatter of the low speed data invariably occurs. 

Furthermore such relationships cannot be used for prédictive purposes 

d i r e c t l y since the dépendent variable occurs on both sides of the 

expressions* For example, an équation r e l a t i n g journey-time and 

pseudo-concentration may be expressed by: 

T = A + B(QL) 

By a simple rearrangement T may be obtained, thus 

However, the corrélation coe f f i c i e n t i s usually lower for the 

rearranged équation and i n many instances not s t a t i s t i c a l l y différent 

from zéro. The corrélation coef f i c i e n t s of the régression équations 

between journey-time and pseudo-concentration obtained In this study 
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are compared with those between the observed and predicted 

journey-times derived from the above equation i n Table 3.12. The 

table reveals the inadequacy of these models for predictive purposes 

and i t i s doubtful whether they should ever be used. 
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CHAPTER 4 

TWO-REGIME AND NON-LINEAR MODELS 

4.1 DISCONTINUOÜS MODELS. 

The term "dis con t inuous" l s used i n thIs s tudy to des cr ibe a 

two-regime model of the type shown i n F i g . 4.1. One of the e a r l i e s t 

studies of t r a f f i c flow and speed was reported by Wardrop (1952). A 

feature of bis resulta was the use of a discontinuous model to express 

the v a r i a t i o n of the parameters shown as follows: 

Q + 430 
V = 31 or 24mph 

3(w - 6) 
whichever i s l e s s , 
where V = running speed (mph) 

Q - t r a f f i c flow (vph) 

w * road width (feet) 

The r e s u l t s were also represented graphically, showing more c l e a r l y 

the nature of the relationship for t y p i c a l road widths (see F i g . 

2.1). For most roads the relationship implles that there i s a 

c r i t i c a l flow above which changes i n running speed are correlated with 

changes i n flow, and below which these variables are independent. 

Similar types of models have been postulated by Dick (1966), 

Smock (1962) and Davidson (1966), the l a t t e r two models d i f f e r i n g from 

Wardrop's in the form of the assumed relationship above the c r i t i c a l 

flow. 
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The data i n the present study has been analysed to determine to what 

extent a discontinuous model might be applicable- The r e l i a b i l i t y of 

the results i s d i f f i c u l t to assess since the usual tests of 

sign i f i c a n c e are not v a l i d . The computer program written for this 

analysis carries out a step-by-step process; i t chooses an i n i t i a l 

valué of the c r i t i c a l flow, calculates a number of s t a t i s t l c s and then 

increments this valué i n steps of 0-5 veh/min. At each step i t 

calculates the mean journey-time for a l l Intervals i n which the flow 

i s less than the c r i t i c a l valué. For flows greater than the c r i t i c a l 

valué, I t calculates the equation of the Une through the point of 

mean flow and mean journey-time which gives the same valué of 

journey-time at the c r i t i c a l flow as the average for flows less than 

the c r i t i c a l flow. The p r i n c i p i e i s i l l u s t r a t e d i n Fig 4.1. The 

s t a t i s t i c used to compare the re s u l t s for the d i f f e r e n t valúes of the 

c r i t i c a l flow i s the combined sura of (a) the t o t a l sum of squares of 

the deviations of journey-times for flows less than the c r i t i c a l flow, 

and (b) the residual sum of squares of the journey-times about the 

sloping l i n e for flows greater than the c r i t i c a l flow- The program 

can also be used with journey-speeds instead of journey-times-

The r e s u l t s of this analysis for a representative set of data are 

given In Table 4.1. In this example the data has been aggregated and 

the valúes used In the model are the 5 minute averages of both flow 

and journey-time. The table shows that the minimum combined sum of 

squares of journey-times i s obtained i f the valué of the c r i t i c a l flow 

i s assumed to occur at a flow of 8.50 veh/min. and the valué of the 
2 

combined sum of squares i s 17.61 min. . A lin e a r regression analysis 

of t h i s data gives a valué of the re s i d u a l sum of squares of 18.50 

min.^. This example demons trates that the dis continuous model 
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explains a larger proportion of the variance of journey-time than a 

linear régression model. At this stage i t i s not clear whether this 

i s a s i g n i f i c a n t improvement i n the explanatory power of the models. 

The discontinuous model has been used on the same data aggregated i n a 

différent way using moving-average flows, instead of simple average 

flows, and one-minute mean journey-times. The purpose was to 

determine i f the use of moving-averages affected the apparent position 

of the point of discontinuity or revealed further évidence of the 

relevance of a discontinuous model. In this case the minimum combined 
2 

sum of squares was 14.59 min. and this occurred when the point of 

discontinuity was located at a mean flow of 9.50 veh/min. A l i n e a r 

régression analysis of the same data gave a res i d u a i sum of squares of 
2 

20.03 min. which i s considerably greater than the value given by the 

discontinuous model. The relationship being tested i s that between 

the mean journey-time i n a one-minute i n t e r v a l and the mean flow 

averaged over the period up to ten minutes e a r l l e r . For this data 

this i s c l e a r l y a s i g n i f i c a n t relationship since for the least-squares 

model the F r a t i o i s 96.5. However, since adjacent values of 

moving-average flow are highly correlated there are t h e o r e t i c a l 

objections to using moving-averages i n prédictive models. 

The effects on régression and corrélation co e f f i c i e n t s of aggregating 

data over différent numbers of sampling Intervais has been discussed 

e a r l i e r when considering least-squares régression models and si m i l a r 

effects were observed when using the discontinuous model- Table 4.2 

shows the results of aggregation up to intervais of ten minutes using 

simple averages. The results show almost consistent réductions in the 

r e l a t i v e values of the mean square error as the data i s aggregated 

over successively longer periods and consistent increases i n the slope 
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of the relationships for intervais when the flow i s greater than the 

c r i t i c a i flow. This consistent pattern i n the re s u l t s was discusseti 

i n the l a s t chapter and no further comment i s needed. I t can also be 

seen that the mean square error of the discontinuous model i s less 

than that of the "least squares" model. 

The discontinuous model has been used on the combined data to 

investigate journey-speed flow models and the results are compared 

with those obtained by least-squares régression analysis of the same 

data i n Table 4.3. In this case the mean square errors do not d i f f e r 

by very much except for periods of aggregatiou of 4 and 10 minutes. 

Thus the discontinuous model does not succeed i n explaining more of 

the variance of journey-speed than the more commonly used l i n e a r 

régression model. However, there i s no reason to believe that this 

w i l l generally be the r e s u l t . 

There appears to be no generalised s t a t i s t i c which can be used to 

determine whether the discontinuous model f i t s the journey-time/flow 

data better than the journey-speed/flow data since the F r a t i o i s not 

v a l i d i n this case. However, for the above data a more tortuous 

argument might be used. For the data aggregated over 5 minutes the 

journey-time/flow and journey-speed/flow models gave F ra t i o s of 18.8 

and 14.9 respectively when using the least-squares method. Since for 

journey-time data the discontinuous model gives a better f i t than the 

line a r régression model, and for the journey-speed data the 

discontinuous model gives no better f i t than the lin e a r régression 

model, henee the discontinuous model can be expected to give a better 

f i t to journey-time data than to journey-speeds. 
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4.2 TWO-REGIME MODELS. 

In Chapter 3 i t was stated that an examination of the residuals of a 

linear regression model showed that a non-linear model could be 

expected to provide more sat i s f a c t o r y predictions. Furthermore a 

model which provides a gradual progression from an independent to a 

dependent zone would be expected to be more representative of t r a f f i c 

behaviour than the discontinuous linear model. One such model which 

has been tested uses an undefined power law for flows greater than the 

c r i t i c a l flow. I t i s probably more correct to c a l i t h i s a two-regime 

model; however, there are a number of s i m i l a r i t i e s with the 

discontinuous model which w i l l become evident as the model i s 

discussed. For flows greater than the c r i t i c a l flow the model may be 

expressed as follows: 

(T - To) = Vo(Q - Qk) B 

where To = mean joumey-time for flows less than or 

equal to Qk 

Qk = c r i t i c a l flow 

Vo and B are empirical constants. 

Let 

y = (T - To) 

and 

x = (Q - Qk) 

then the ahove equation can be transformed to 

log y = log Vo + Blog x 

which i s now In a suitable form for linear regression, 

Y = A + BX 

where Y = log y 

X = log x 
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A => an empirical constant. 

This model has been tested on a number of sets of data and the results 

for the High Street are given i n Table 4-4. 

The mean square errors i n this table can be corapared with those i n 

Table 4.2 and this shows that the power law gives a better f i t than 

the linear r e l a t i o n s h i p . However, there are a number of problems with 

this model. F i r s t l y , y cannot be negative since the logs of negative 

numbers cannot be obtained; henee i f the measured journey-times were 

less than To in in t e r v a i s when the flow was greater than the c r i t i c a i 

flow, then these results were omitted from the c a l c u l a t i o n . Thus a 

number of samples were l e f t out having flows just a l i t t l e larger than 

Qk, thereby influencing the calculated value of the slope. The values 

of B were almost always numerically less than 1.0, so the curves would 

be steepest at flows close to Qk and f l a t t e r at higher flows. The 

optimum values of B are close to zero i n most cases, thus wrongly 

suggesting that a single average value of journey-time would be 

appropriate for a l i intervais i n which the flow i s greater than Qk. 

Altogether these results suggest that the power law i s unsultable. 

4.2 DAVIDSON'S MODEL. 

The dérivation of a flow-travel time relationship based upon queueing 

theory i s described by Davidson (1966), which he j u s t i f i e s by arguìng 

that journey-time would be expected to vary with flow according to a 

monotonie function and approach i n f i n i t y as the l e v e l of flow 

approached the saturation flow. Assuming random a r r i v a i s and service 

i n a length of road then the r a t i o of delay (w) to service time (t) i s 
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given by: 

w c 

t (I - c) 

where c = r a t i o of a r r i v a i flow to saturation flow 

and c = Q/S 

where Q = t r a f f i c flow 

S = saturation flow 

Davidson argues that t r a f f i c flowing along a road i s subjected to a 

series of queueing situations depending upon the type of road and the 

frequency of delay-causing occurrences alohg i t s length, and so he 

introduces an ad d i t i o n a l parameter J to account for thèse occurrences. 

Thus the équation i s modified to: 

w Je 
— r= — — — — — — — 

t (1 - C) 

Furthermore, the t o t a l t r a v e l time T i s made up of two terms namely, 

delay and service time or t r a v e l time at zero flow, giving: 

T = t + w 

tJc 

Cl - c) 

t ( l - c ( l - J)) 
s — . — — — — - _ — — 

Cl - c) 

There are a number of p r a c t i c a l d i f f i c u l t i e s i n using this équation 

since, i n general, t , J and S are not known for a p a r t i c u l a r road. In 

Davidson's paper he describes an optimising technique, used on a small 

sample of data, which minimises the mean square error between the 

predicted and observed t r a v e l times over a range of t r a f f i c flows. He 

suggests that J i s a measure of road service q u a l i t y ; roads which 

bave a low value can carry t r a f f i c flows approaching saturation with 
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very l i t t l e delay vhereas roads having higher J values may have high 

delays at flows much less than saturation. Thèse results are 

i l l u s t r a t e d i n F i g . 4.2. 

Menon et a l (1974) considered some of the problems associated with the 

use of this formula, such as the conditions under which zero flow 

t r a v e l time should be measured and the effects of delays at 

signal-controlled intersections, which were not subtracted from the 

tr a v e l times i n Davidson's r e s u l t s . They also attempted to determine 

the values of t y p i c a l zero flow trável times for différent types of 

areas (commercial or r e s i d e n t i a l ) and the factors which influence the 

J values. No close relatìonships were obtained due to the high 

variance of the observed journey-times. 

Taylor (1977) describes a method which enables simultaneous 

least-squares estimâtes of the parameters t,S and J to be determined 

from observed data. In general there w i l l be an error between the 

observed t r a v e l time and the predicted t r a v e l time at a spécifie 

t r a f f i c flow. Let U be the sum of the square errors for a l i of the 

values of observed jouraey-time, then the following derivativas 

dU dU dU 
— , — and — 
dS dJ dt 

w i l l provide a series of simultaneous équations which permit S,J and t 

to be obtained from certain functions of T and Q. He concludes that t 

and S can be calculated with reasonable accuracy but J i s subject to 

larger proportional vari a t i o n s . Akcelik (19 78) compared Davidson's 

tr a v e l time function with a hyperbolic cost function derived by 

Mosher (1963) and concluded that thèse were équivalent. Mosher uses a 

quality of service parameter (m) which Is related to Davidson's factor 
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as follows: 

J = 1 - m 

He showed chat m was the r a t i o of the function's assymptote to free 

flow t r a v e l time and that this determines the flatness of the function 

at low values of flow. The assymptote i s the value of T/t which 

Davidson's function approaches as c tends towards minus I n f i n l t y . 

Akcelik described a modified version of the function which allows 

f i n i t e t r a v e l times to be derived for oversaturated flow conditions i n 

order to permit r e a l i s t i c t r a f f i c assignments to be carried out. 

Davidson's function has been used, i n i t s o r i g i n a l form, i n order to 

analyse the data collected i n t h i s study using the minimum mean square 

error of the predicted journey-times to determine the optimum values 

of S,J and t- Taylor's équations were not used since they were found 

to be far more d i f f i c u l t to compute than the approximate method which 

Davidson used. The approximate method can be described as follows; 

using Davidson's o r i g i n a i formula, the predicted journey-time i s given 

by: 

Jc 
T « t ( l + ) 

( I - c) 

Now the sum of the square errors U i s given by: 

u = E C T . - T) 2 

where the subscript i refers to the i t h i n t e r v a l . 

Thus 
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JC¡ c¡ 
= - 2 t » T ¡ - t C l + )) C ) 

1 1 - C j 1 - C ¡ 

= O 

Now substitutlng for c and solving for J gives: 

Q¡ 

J = Q¡ ¡ 

This equatlon has been used i n thls study to determine the valúes of J 

for a serles of valúes of S and t , which were altered incrementally 

and the optimum valué of J determined by inspection of the computed 

valué of the mean square error. 

The results of this analysis on the High Street data are given i n 

Table 4.5 and compared with other models i n Fig 4.3. The mean square 

errors of the predicted journey-times may be compared with those given 

i n Table 4.2 for the lin e a r and the discontinuous models and i t can be 

seen that they tend to be lower than those given by the lin e a r model 

but higher than those given by the discontinuous models. In addition 

i t can be seen that there are systematic changes i n the optimum valúes 

of the parameters as a resul t of aggregation of the data into 

successively larger sampling i n t e r v a l s . 
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The advantage of the Davidson model i s that the same rel a t i o n s h i p i s 

used throughout the whole range of flows and i t has an underlying 

t h e o r e t i c a l basis, whereas the models used e a r l i e r were e n t i r e l y 

empirical and their use can only be f u l l y j u s t i f i e d within the range 

of values of flow and journey-time which were used for their 

derivation- The disadvantage of the Davidson model i s that accurate 

values of the parameters may be d i f f i c u l t to obtain since they have 

not been widely investigated. One of these parameters, off-peak 

t r a v e l time, i s the subject studied i n l a t e r chapters of this t h e s i s . 

Menon et a l (1974) discuss a series of experiments to determine the 

nature of J and i t s dependence upon environmental and other roadside 

c h a r a c t e r i s t i c s • The results of their study were inconclusive, 

l a r g r l y because of the narrow range of t r a f f i c flows over which the 

model was tested and the high variance of the parameters measured. 

They did not f i n d i t possible to determine the influence of p a r t i c u l a r 

environmental factors on the parameters To and J . To date no further 

progress has been reported on the accurate measurement of the factors 

a f f e c t i n g J and u n t i l t h i s i s available the model i s u n l i k e l y to be 

widely used. However, saturation flows are probably more e a s i l y 

measured and i t i s possible to account for the effects of aggregation 

on saturation flows using a pr o b a b i l i t y model. Referring to Table 4*5 

i t can be seen that there are systematic trends In the values of 

saturation flow and at this stage i t i s not evident whether these 

changes are caused by the same s t a t i s t i c a l mechanisms as those which 

af f e c t the regression c o e f f i c i e n t s . However, the following 

t h e o r e t i c a l argument can be used to derive a model to predict the 

th e o r e t i c a l values of saturation flow for di f f e r e n t periods of 

aggregation. 
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Assume that the numbers of vehlcles passing a point 011 a road are 

generated by a stationary process such that, throughout the period of 

observation, the long-term mean flow remains constante 

Define P i = pro b a b i l i t y of i a r r i v a l s during an i n t e r v a l , and 
k 

Qk = £ F>¡ ; Prob (0 * i Í K) 
i=0 

In a series of n i n t e r v a l s , the p r o b a b i l i t y of k a r r i v a l s i n any one 

in t e r v a l and less than k i n any of the remainder i s 

n P k ^-if'1 

assuming that the numbers of a r r i v a l s i n each i n t e r v a l are 

independent. In general, the pr o b a b i l i t y of exactly k a r r i v a l s i n 

each of r Intervals and less than k i n the remaining n-r intervals i s 

given by: 

ni r n-r 
Pk = r M n - r ) : ^ « W 

Henee i n n int e r v a l s the pr o b a b i l i t y of k a r r i v a l s i n any number of 

Intervals and no more than k i s : 

- n P k W k - l ) " " 1 + í ^ P k V l > n " 2 + ... 

ri (n - r) ! k 1 k 

n n 
= Qk - Qk-i 
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Since t h i s Is the probabillty of k a r r i v a l s at least once i n n 

Intervals and no more than k a r r i v a l s i n the others, i t i s also the 

pr o b a b i l l t y that k Is the máximum number of a r r i v a l s i n any i n t e r v a l 

i n the series of n i n t e r v a l s . I t follows that the expected máximum 

number of a r r i v a l s i s given by: 

The p r o b a b i l i t i e s may be derived from a Poisson or a normal 

d i s t r i b u t i o n to permit th e o r e t i c a l values of the expected maximum 

value of k to be determined. Furthermore, by sel e c t i n g appropriate 

values of n and probabillty the effects of différent lengths of 

sampling intervais may be investigated. 

The model has been used to predict saturation flows along the High 

Street based upon the t o t a l data. Both Poisson and normal p r o b a b i l i t y 

functions bave been used and the re s u l t s are given i n Table 4.6. 

Although the Poisson d i s t r i b u t i o n has been used i n t h i s model i t i s 

unl i k e l y to provide sa t i s f a c t o r y estimâtes of saturation flow because, 

as can be seen from the table, the r a t i o of variance to mean i s much 

greater than 1.0 for a l i periods of aggregation- In the table the 

long-term saturation flow has been assumed to be equal to the mean 

flow over the period of study for the Poisson d i s t r i b u t i o n and the 

column la b e l l e d "normal d i s t r i b u t i o n (1)"- I t can be seen that the 

values of the corresponding saturation flows are lower than those 

predicted by Davidson's model. Clearly the accuracy of thèse values 

dépends upon a sati s f a c t o r y estimate of the long-term saturation flow. 

The saturation flows i n the column la b e l l e d "normal d i s t r i b u t i o n (2)" 

are based upon a long-term saturation flow assumed to be 1.1 times the 

Exp (k max ) 

o 
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máximum observed ten-minute flow measured i n the peale period, that i s , 

1.1 x 12.0 = 13.2 veh/min, and the observed variance. As would be 

expected, this l a t t e r set of predictions gives closer agreement with 

the valúes predicted by Davidson's model. 

I t i s evident that the model succeeds i n predicting consistent changes 

i n the saturation flows wlth changes i n the sampling i n t e r v a l s . The 

pro b a b i l l t y argument used i n the peak-flow prediction model provides a 

sat i s f a c t o r y explanation of the reason for these changes. Since high 

flows are only l i k e l y to oceur for r e l a t i v e l y short periods then the 

average saturation flows must become progressively smaller for the 

longer periods of aggregation. This phenomenon has numerous 

counterparts i n applled science, for example, the changes of 

saturation flow are d i r e c t l y analogous to the changes of máximum 

r a i n f a l l rates i n storms of successively longer periods as reported by 

Bilham (1935). Another example i s the prediction of máximum wind 

loadings on structures which i s discussed by Davenport (1964). 

The arguments used i n deriving the model for predicting saturation 

flows for different durations can also be used to account for the 

discrepaney between the t h e o r e t i c a l capacity and the observed capacíty 

of a single lañe of t r a f i l e flow. The th e o r e t i c a l capacity, which i s 

given as 2750 vehicles/hour by Smeed (1948), was derived from the 

results of investigations of space-headways i n controlled and 

open-road conditions. The empirical equation for modal headway as a 

function of speed was expressed by: 

h = 17.5 + 1.17 V + .008 V 3 

where h = modal headway (feet) 

V = vehicle speed (mph) 
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Sirice space headway i s the recip r o c a i of concentration this équation 

was substituted i n the fundamental relationship of t r a f i l e flow to 

permit the following équation to be obtained: 

5280 V 
Q " 17.5 +1.17V + ,008V 3 

where Q = t r a f f i c flow (veh/hour) 

Almost invariably observed maximum flows i n saturated conditions are 

much less than the th e o r e t i c a l value i f the observations are carried 

out for a period of one hour. The reason i s that the headway équation 

was derived for short time i n t e r v a i s since only the headways 

corresponding to vehicles which were obviously maintaining the minimum 

safe headways were included i n the équation. I t i s not evident to 

which time sampling i n t e r v a l the th e o r e t i c a l capacity i s related since 

some of the short space-headways must have occurred si n g l y (that I s , a 

short headway was measured between an isolat e d pair of vehicles) and 

the remainder i n platoons of varying lengths. However» i t i s clear 

that the e f f e c t i v e period i s much less than one hour. 
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CHAPTER 5 

MULTIVARIATE ANALYSIS OF SPEED-FLOW DATA 

5.1 INTRODUCTION. 

A s i g n i f i c a n t d i f f i c u l t y i n using speed-flow relationships In towns i s 

that extraneous factors, such as pedestrian crossings, parked vehicles 

and turning vehicles, may have as s i g n i f i c a n t an effect on 

journey-speed as changes i n flow. Wardrop (1952) recognised this i n 

the formulae for journey-speeds on London streets. A number of other 

studies have included some of these factors i n order to allow for the 

effects i n the r e s u l t i n g regression equations. Often these extraneous 

variables may be intercorrelated with each other and with t r a f f i c 

flows since peak flows of t r a f f i c , turning vehicles and pedestrians 

are l i k e l y to coincide. Such variables may be rejected from multiple 

regression models i f the commonly accepted tests of significance are 

used and i f the researcher chooses to re t a i n these variables the 

increase i n correlation c o e f f i c i e n t w i l l be small. The same kind of 

problem arises I f t r a f f i c flows are separated into different vehicle 

classes as discussed i n Chapter 3. Sometimes researchers have 

resorted to the use of empirical indices i n order to r e t a i n the 

effects of several variables - the use of pcu factors i s an example. 

Otherwise, unless very large samples are obtained, a large proportion 

of the variables are l i k e l y to be rejected i f t r a f f i c i s subdivided 

into separate vehicle classes. The i n t e r c o r r e l a t i o n between the 
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"independent" variables may indicate Interdependence, not necessarily 

d i r e c t l y causal, or an apparent correlation due to chance, and so the 

results need to be treated with caution. Where these variables are 

considered to be important, and must be retained, other methods of 

analysis should be used which can take account of these 

i n t e r c o r r e l a t i o n s . Multivariate methods of analysis are used for 

dealing with this kind of data. 

Apart from multiple linear regression analysis some of the more widely 

used techniques of multivariate analysis are p r i n c i p a l component 

analysis, factor analysis and canonical co r r e l a t i o n a n a l y s i s . These 

methods have been widely used i n psychology since they are capable of 

revealing evidence of latent factors of human behaviour which may be 

p a r t i a l l y hidden i n the results of various psychological t e s t s ; 

examples are discussed by Lawley (1971) and Thurstone (1965). They 

have also been used extensively i n geology by Joreskog (1967). In the 

transport f i e l d they have been used i n transportation planning by 

Fredland (1976), analyses of t r a f f i c speeds by Oppenlander (1963) and 

Wortman (1965), analyses of t r a f f i c flows by Gipps (1977), driver 

attitudes by Goldstein (1958) and road accidents by Versace (1960). 

In view of the multivariate nature of transport problems, and their 

relationships to human behaviour, one might expect a more widespread 

use of multivariate methods; however, with the exception of linear 

regression analysis this i s jus t not the case. This i s especially 

surprising when one realises that some of these techniques are capable 

of dealing with the problems of i n t e r c o r r e l a t i o n which occur 

frequently i n transport studies. 
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In t h i s chapter, after a b r i e f introduction to the concepts of 

p r i n c i p a l component analysis and common factor analysis, the use of 

these multivariate techniques i n the analysis of journey-time data 

w i l l be discussed- The t h e o r e t i c a l p r i n c i p l e s of p r i n c i p a l component 

analysis and factor analysis are described i n more d e t a i l In Appendix 

E to this thesis. 

Factor analysis i s intended to study the int e r c o r r e l a t i o n s which may 

exi s t between a number of variables and to examine the relationships 

which such correlations imply. The various methods attempt to 

i d e n t i f y hypothetical variables (called factors) which contain the 

ess e n t i a l Information of the variations i n the observed variab l e s . 

The factors are lin e a r functions of the o r i g i n a l variables and they 

are so constructed that the o v e r a l l complexity of the data i s reduced 

by taking account of the inherent interdependence of the o r i g i n a l 

v a r i a b l e s . Usually the methods set out to f i n d a smaller number of 

hypothetical factors which account for most of the information 

contained i n the o r i g i n a l v a r i a b l e s . Furthermore, by comparison of 

the Inter-relationships between the o r i g i n a l variables and the 

fact o r s , i t may be possible to i d e n t i f y some common ch a r a c t e r i s t i c s 

which these factors represent and to generate a better understanding 

of the phenomena being investigated. 

Some authors, including Kendall (1975), Cooley and Lohnes (1971), 

regard p r i n c i p a l component analysis as a separate method of analysis 

from common factor analysis and others, Thurstone (1965), 

Harman (1967), Joreskog et a l (1976), consider i t to be one method of 

factor analysis. The l a t t e r view i s held because In a number of 

factor analysis techniques a p r i n c i p a l component analysis i s f i r s t 

c a r ried out i n order to provide data for the subsequent stages. 
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However, each of these methods i s based upon a dif f e r e n t model of the 

relationships between the factors and the o r i g i n a l variables although 

the mathematical techniques used to derive the factors are si m i l a r i n 

both cases. 

5.1.1 PRINCIPAL COMPONENT ANALYSIS. 

P r i n c i p a l component analysis attempts to si m p l i f y the data by finding 

a number of new variables, c a l l e d p r i n c i p a l components, which are 

linear combinations of the o r i g i n a l variables but are themselves 

uncorrelated. Supposing that observations of p variables x ...x have 
1 P 

been made on N i n d i v i d u a l s . The method of analysis t r i e s to f i n d p 
new variables e. which are linear combinations of the x's and are 

I 

mutually orthogonal. Thus: 

e. = l.-x- + l.*x*. + . . . + I. x i i i 1 i2 2 ip p 

Almos t invar i a b l y , th e analys i s f i r s t nor ma l i s es th e x's before 

continuing with the remainder of the process, using the following 

expression: 

x. - X 
z. = J 

S 

X 

where x =" mean value of variable x , 

S x = standard deviation of x . 

The functions e^, etc are the p r i n c i p a l components and these are 

usually l i s t e d i n an order which indicates the decreasing proportion 

of variance i n the o r i g i n a l data which i s accounted for by each 

component. Furthermore, since the variables are normalised the t o t a l 

variance w i l l be equal to the number of variables - for the case 
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mentioned above the t o t a l w i l l be p.* 

Using a geometric representation the o r i g i n a l data can be imagined as 

N points i n a p dimensional space. The p r i n c i p a l component process 

can be imagined as redefining the axes such that they correspond to 

the p r i n c i p a l components - The axis corresponding to the f i r s t 

p r i n c i p a l component minimises the sum of squares of the distances of 

the N points from that a x i s . S i m i l a r l y the axis corresponding to the 

second p r i n c i p a l component minimises the sum of squares of the 

distances of the N points from that axis subject to the condition that 

i t i s orthogonal to the f i r s t a x i s , and so on. 

5.1.2 COMMON FACTOR ANALYSIS 

The factor analysis procedure to be discussed i n this section has been 

given a number of di f f e r e n t names such as "multiple factor a n a l y s i s " 

by Harman (1967), "true factor analysis" by Joreskog et a l (1976), 

"common factor analysis" by Taylor (1977) and "general factor 

a n a l y s i s " by Nie et a l (1975). The term "common factor a n a l y s i s " w i l l 

be used i n this text since i t describes most su c c i n c t l y the 

mathematical objective of analysing the common factors which appear to 

influence the variables. The procedure i s based upon ideas f i r s t 

suggested by Spearman i n 1904, when he noticed systematic variations 

i n the matrix of examination scores of a class of school c h i l d r e n . 

* The analysis i s carried out by solving the c h a r a c t e r i s t i c equation of 
the correlation matrix, thus each p r i n c i p a l component i s associated 
with an eigenvalue. The amount of the variance In the o r i g i n a l data 
which i s accounted for by each component i s equal to the corresponding 
eigenvalue since the variables are normalised. 
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The following factor analysis procedure i s intended to determine a set 

of factors which account for the maximum amount of common v a r i a b i l i t y 

in the data. By common v a r i a b i l i t y i s meant the amount of variance of 

each variable which can be explained by i t s i n t e r c o r r e l a t i o n s with the 

other varia b l e s . The basic model e x p l i c i t l y allows for both common 

and unique variance influencing the values of the measured v a r i a b l e s , 

whereas i n p r i n c i p a l component analysis a l l of the variance i s 

accounted for by the p r i n c i p a l components. In addition, i n common 

factor analysis the factors accounting for the common variance are 

fewer i n number than the number of measured variables. This model can 

be represented as follows: 

z.. = e.h.- + c . 0 h . 0 + . . . + c. h. + d.U.. ij j l i l j2 i2 jp ip j ij 

or 
p 

z.. = £ c.,h., + d.U.. |J jk ik j (j 
k=l 

where z ; i = the normalised value of the 1th variable "J J 

i n the Ith sample, 

h = the Ith value of the kth common factor, 

u.. = the i t h value of the unique (non-shared) 

factor associated with variable j , 

c.^ - the weight assigned to the dependence of 

the j t h variable on the kth common factor, 

dj = the weight assigned to the j t h unique 

factor. 

Thus the weights are si m i l a r to regression c o e f f i c i e n t s and determine 

the observed values of the variables. 
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The model appears to be much less parsimonious than the p r i n c i p a l 

component model since i t involves p common factors and n unique 

facto r s . However, the unique factors are so l e l y intended to permit 

the unique variance to be eliminated from the relationships between 

the o r i g i n a l variables and the analysis concentrates on the common 

factor portion of the variables. The model represents the common 

proportion of each variable by the factors h, and the unique portion 
k 

by the unique variable U j . Thus each variable may be regarded as 

having an element p a r t i c u l a r to i t s e l f and separate from the common 

causal phenomena; a l t e r n a t i v e l y the residuals may be regarded as 

unique effects of the measured variables i n contrast to the common 

effects of the common factors. The proportions of the v a r i a t i o n of 

each variable a t t r i b u t a b l e to each part are c a l l e d uniqueness and 

communality respectively. 

The i n i t i a l solutions of p r i n c i p a l component analysis or factor 

analysis are sometimes cal l e d d i r e c t s o l u t i o n s . Invariably i n the 

former method the f i r s t p r i n c i p a l component has high loadings on a l l 

of the variables and the remaining components tend to have fewer high 

loadings and to be bipo l a r ; that i s , they include both p o s i t i v e and 

negative loadings. Furthermore, since direct solutions always display 

such features their use i n factor interpretation i s l i m i t e d , since the 

patterns occur as much as a re s u l t of the mathematical process as of 

the variations i n the phenomena being studied. Such components are 

d i f f i c u l t to interpret since the wide range of factor loadings may not 

reveal the nature of the components. Consequently i t has been argued, 

see Guilford (1968), that p r i n c i p a l components do not reveal any 

st r u c t u r a l feature i n the data. Thus, in order to a i d interpretation 

of the factors or to test a hypothesis, further solutions must be 
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obtained by means of rotation of the direct solutions, that i s , 

rotation of the axes of the components. Various methods of rotatio n 

are used to help the interpretation of the factors by producing a 

"simple structure". Simple structure i s defined as a factor pattern 

consisting of high values of the factor loadings on some of the 

variables and low values on the others since the important variables 

can be immediately i d e n t i f i e d . The prin c i p l e s of factor r o t a t i o n are 

further explained i n Appendix E and a diagram i s presented which 

i l l u s t r a t e s the process of rot a t i o n . 

These methods w i l l now be applied to the data collected i n the High 

Street In 1972. 

5.2 DEVELOPMENT OF FACTOR MODELS. 

Data collected i n the High Street on 17/7/72 and 19/7/72 has been 

analysed using these multivariate techniques and the correlation 

matrices are given i n Tables 5.1 and 5.2 for data averaged over 5 

minute i n t e r v a l s . For the data collected on 17/7/72 (off-peak) none 

of the correlation c o e f f i c i e n t s i s s i g n i f i c a n t l y d i f f e r e n t from zero. 

For the data collected on 19/7/72 (peak period) the c o e f f i c i e n t s 

marked with an as t e r i s k are s i g n i f i c a n t l y d i f f e r e n t from zero at the 

5% l e v e l . It can be seen that for both sets of data some of the 

inter-correlations between "independent" variables are greater than 

those between the dependent and "independent" variab l e s . For the peak 

data each of the "independent" variables has some s i g n i f i c a n t 

i n t e r c o r r e l a t l o n with some other "independent" v a r i a b l e . There i s no 

reason to assume that this i s a chance r e s u l t since i t i s common 

experience that not only t r a f f i c flows but also pedestrian movements 

and numbers of turning vehicles are a l l l i k e l y to increase and decay 
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more or less coincidentally at peak times. Thus there i s evidence of 

the existence of factors whose va r i a t i o n at such times may influence 

these variables to some extent and which are only measurable by their 

effects on these variables. P r i n c i p a l component and factor analysis 

are Intended to deal with the problem of revealing such latent 

fa c t o r s . 

A p r i n c i p a l component analysis was carried out on both sets of data 

and the re s u l t s are given i n Table 5.3. For the peak period two 

factors having eigenvalues greater than 1.0 accounted for 89% of the 

v a r i a b i l i t y of the data. However, for the off-peak period the 

eigenvalues are more closely clustered about the mean value of 1.0. 

If the variables were independent each eigenvalue would be 1.0, but 

for p e r f e c t l y correlated variables the f i r s t p r i n c i p a l component would 

have an eigenvalue of 4.0 (equal to the t o t a l number of variables 

included i n the analysis) and the remainder would be zero. For the 

peak data the factor loadings of the f i r s t two p r i n c i p a l components 

and the corresponding communalities are l i s t e d In Table 5.4. The 

communalities show the proportion of the variance of each i n d i v i d u a l 

variable which i s accounted for by the common facto r s . Inspecting the 

factor loadings i t can be seen that variables XI, X2 and X3 are 

largely dependent upon F l , and X4 i s mostly dependent upon F2. 

The p r i n c i p a l components were then subjected to a varimax rotation 

(see Appendix E) to produce new positions of the axes of the 

orthogonal components and the results are plotted In Fig 5.1. Thus 

the Interdependence of the factors and thei r associated variables 

becomes more evident. Factor F l , because i t i s p o s i t i v e l y correlated 

with variables XI, X2 and X3, w i l l increase with increases i n these 

variables and so i t could be a good indicator of peak period a c t i v i t y . 
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Factor F2 i s highly dependent upon the opposing flow X4 and i s 

negatively correlated with pedestrian flow, thus r e f l e c t i n g the 

negative correlation between these two variables- A d i f f i c u l t 

question to answer about these results i s why the opposing flow was 

not p o s i t i v e l y correlated with the other variables and, in p a r t i c u l a r 

X3, since the number of turning vehicles might be expected to be 

approximately equal for the two directions at this l o c a t i o n . 

The effects of aggregation of data over successively longer sampling 

intervals on the p r i n c i p a l components has also been investigated. 

Since the factor loadings are the correlation c o e f f i c i e n t s between the 

variables and the corresponding factors i t i s not sur p r i s i n g that 

s i m i l a r effects to those discussed i n e a r l i e r chapters are observed i n 

the r e s u l t s . These effects are demonstrated In the re s u l t s given In 

Table 5.5 for the peak period data where the eigenvalues of the four 

p r i n c i p a l components are l i s t e d for successively longer sampling 

i n t e r v a l s . The values for the longest i n t e r v a l s are very susceptible 

to sampling errors due to the small sample s i z e . Clearly there i s 

evidence i n this table of consistent variations i n the eigenvalues 

comparable to those variations observed i n the correlation and 

regression c o e f f i c i e n t s discussed i n Chapters 3 and 4- It seems 

l i k e l y , but by no means cert a i n , that these eigenvalues would tend to 

converge on some s p e c i f i c values, as observed with the other 

s t a t i s t i c s . 

When using p r i n c i p a l component analysis the most d i f f i c u l t task i s to 

attach some meaning to the various isol a t e d f a c t o r s . Such analysis 

usually enables researchers to i s o l a t e Interrelationships between some 

of the variables and from their knowledge of the nature of these 

variables they may be able to i d e n t i f y the underlying fac t o r s . I f 
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many variables are being studied large volumes of data are generally 

needed i n order to obtain r e l i a b l e r e s u l t s . In this study two factors 

have been i d e n t i f i e d . The f i r s t factor has high p o s i t i v e factor 

loadings on t r a f f i c flow, number of crossing pedestrians and number of 

turning vehicles,and consequently high values of this factor w i l l be 

associated with busy t r a f f i c conditions. Such a factor might prove 

useful as an index of peak period a c t i v i t y replacing t r a f f i c flow 

p a r t i c u l a r l y where t i d a l flows occur. There does not seem to be any 

simple explanation for the occurrence of the second p r i n c i p a l 

component. 

5.3 FACTORS AND JOURNEY-TIMES. 

A number of authors, including Kendall (1975) and J o l l i f f e (1973), 

have discussed the use of factors as independent variables i n multiple 

regression a n a l y s i s . Kendall postulates a model of the type: 

A l l Ï 

G. = V a.fs.. 
J L ï M 

where Gj = the j t h value of the normalised dependent variable 

Y. - Y 
G. = -J 

J SY 

Y = mean value of Y 

SY = standard deviation of Y 

ej = random error (zero mean) 

fs. . = factor score ( i ) of sample ( i ) IJ 
af = regression c o e f f i c i e n t for factor ( i ) 

According to Chalmers et a l (1977) the use of p r i n c i p a l components i n 

regression analysis has the following advantages: 
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(1) Each regression c o e f f i c i e n t can be calculated 

independently of the others. 

(2) Each component can be tested independently of the 

others. 

(3) Matrix inversion Is simpler. 

Since the factors are mutually orthogonal then: 

where the summation i s over a i l values of j • 

This process has been applied to the HIgh Street peak data coll e c t e d 

on 19/7/72 using the output of rotated factor scores as the 

independent variables and normalised journey-time as the dépendent 

var i a b l e . The corrélation co e f f i c i e n t between the journey-time and 

factor score 1 was 0.700 and with factor score 2 was -.063* For 

factor 1 this 1s a highly s i g n i f i c a n t r e s u i t and the corresponding 

régression équation i s ; 

Substituting the o r i g i n a i normalised variables into this equation and 

using the factor score coefficients calculated previously gives; 

fs = .445(Zl) + .294(Z2) + .406(Z3) + .131(Z4) 

where Z i = normalised variable Xi 

XI » t r a f f i c flow 

X2 = crossing pedestrians 

X3 =* turning vehicles 

X4 = opposing t r a f f i c flow. 

After substituting the appropriate values of XI, the r e s u l t i n g 

equation forecasting Y i n terms of XI, X2, X3 and X4 i s given by; 

G = .700fs 
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Y * . U l ( X l ) + .042(X2) + ,017(X3) + .032(X4) - .158 (a) 

The corresponding equation obtained by the usual method of multiple 

regression analysis, without eliminating non-significant v a r i a b l e s , i s 

given by; 

Y = .174(X1) - .040(X2) + .169(X3) - .072(X4) + .500 (b) 

Note that variables X2 and X3 do not make a s i g n i f i c a n t contribution 

to the correlation and would normally be l e f t out of the equation. 

Forward stepwise regression gives the following equations; 

Y = .230(X1) - .500 (c) 

Y « .143(X1) + .143(X3) - -435 (d) 

The values of F for these equations, i n decreasing order of 

sign i f i c a n c e , are - (a) (F = 15.3), (c) (F = 12-7), (d) (F = 8.2) and 

(b) (F = 3-9). Thus, on this evidence the model derived by factor 

analysis gives the closest estimates of journey-time. The e s s e n t i a l 

difference between equation (a) and (b) or (d) i s that one regression 

stage has been carried out for (a), since i t i s the composite factor 

score which has been regressed against normalised journey-time, 

whereas the Individual variables have been regressed against 

journey-time i n (b) and (d). In these l a s t two cases the number of 

stages i s equal to the number of independent variables Included In the 

analysis. Another effect of stepwise linear regression analysis i s 

revealed by comparing equations (c) and (d), where I t can be seen that 

the regression c o e f f i c i e n t of XI changes considerably between the two 

equations. This occurred because variables XI and X3 were almost 

equally correlated with journey-time (correlation c o e f f i c i e n t s of .665 

and .653 respectively) and with each other (correlation c o e f f i c i e n t = 

.668). Thus equation (d) provides a non-significant improvement i n 

the accuracy of the estimates over equation (c) and, i n f a c t , a 

regression equation containing X3 alone as the independent variable 
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would have a similar l e v e l of significance to (c ) . 

An i n t e r e s t i n g result i n equation (a) i s that the weights of the 

variables are a l l p o s i t i v e . This tends to confirm the hypothesis that 

an increase i n the value of any of these variables would cause an 

increase i n journey-time. This could be a chance r e s u l t but i f the 

data Is t y p i c a l of this p a r t i c u l a r section, and other data collected 

at a peak period confirms this for flow and journey-time, then the 

pattern would be expected to be si m i l a r i n other samples. Subjective 

experiences of the obvious correlations between high pedestrian flows, 

t r a f f i c flows and turning movements also support these observations. 

We s h a l l now consider other results which have been analysed using 

factor models, but f i r s t some comments need to be made about the data-

The e a r l i e s t results of the studies of the v a r i a t i o n of journey-times 

i n the peak hour showed that t r a f f i c flow gave the most s a t i s f a c t o r y 

predictions. Hence la t e r studies were not planned with the intention 

of measuring the other variables - turning vehicles and crossing 

pedestrians. Furthermore, the a d d i t i o n a l data c o l l e c t i o n would have 

required a greater number of observers than were a v a i l a b l e , since the 

section of Southbury Road which was studied included twelve 

T-junctions and one zebra-crossing. Thus, further evidence of the 

existence of peak hour factors Is incomplete. More recently further 

information on the turning flows has been obtained from a ci n e - f i l m 

which was taken at the eastern end of the section i n the evening peak 

period on 19/10/73- Two of the junctions on the south side and one on 

the north side could be seen c l e a r l y enough to permit r e l i a b l e 

measurements of turning flows to be obtained. No junctions were 

v i s i b l e on a f i l m taken at the western end and no information could be 

obtained of the crossing pedestrians. Because of these l i m i t a t i o n s on 
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the amount of available data one of the variables - crossing 

pedestrians - cannot be included i n a peak hour factor model. Another 

fc variable - turning vehicles - i s u n l i k e l y to be representative for the 

whole section because i t was observed that about 90% of the turning 

movements at these three junctions included a vehicle moving into or 

out of the westbound stream. Bearing i n mind these l i m i t a t i o n s on the 

accuracy of the data we s h a l l now consider the r e s u l t s . Excluding 

crossing pedestrians, the factor model derived e a r l i e r i n this section 

for the High Street data can be written as follows: 

fs = .445(Z1) + ,406(Z3) + .13I(Z4) 

A lin e a r regression model was derived using the factor scores as the 

independent variable and the normalised journey-time as the dependent 

variable. The correlation c o e f f i c i e n t between the observed 

journey-times and the journey-times predicted by the model was .66 for 

the westbound flow and this result i s s i g n i f i c a n t at the 5% l e v e l for 

this sample (sample si z e - 15). The cor r e l a t i o n c o e f f i c i e n t of the 

model using t r a f f i c flow as the independent variable was .652. For 

the eastbound flow the correlation c o e f f i c i e n t was only .215 between 

the estimated and observed journey-times. For this stream no 

s i g n i f i c a n t relationship was obtained between t r a f f i c flow and 

journey-time using conventional regression a n a l y s i s . 

Another model was derived for this road which was based on factor 

analysis of three measured variables - t r a f f i c flows for the two 

opposite directions and turning vehicles. The correlation 

coefficients between the observed and estimated journey-times using 

this model were .796 and -229 for the westbound and eastbound flows 

respectively. Considering the westbound flow alone, the results tend 

to confirm the conclusions derived from the High Street data, but 
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because few variables were measured the models do not provide 

s i g n i f i c a n t l y more accurate estimates than conventional regression 

models. For the eastbound flow no s a t i s f a c t o r y predictive models have 

been obtained using either conventional regression analysis (see 

Chapter 3) or the factor method. The results indicate that further 

studies are necessary i n order to determine which variables are most 

relevant to journey-time models In the peak period, with careful 

attention paid to the choice of location and the choice of the units 

of measurement. The l a t t e r point i s most important since any models 

produced must be generally applicable. To explain t h i s point further, 

turning vehicles can be expressed i n units of (a) numbers, (b) numbers 

per junction or (c) numbers per mile. Models which include turning 

vehicles using (b) or (c) w i l l be generally applicable but not models 

using (a). 

The r e s u l t s of this investigation have shown that factor analysis may 

be of value to the t r a f f i c engineer when studying problems which 

include several variables. Invariably multiple regression analysis 

alone has been used i n the past and, although investigators may have 

f e l t that most variables had some e f f e c t , the method of analysis often 

rejected them or sometimes gave r i s e to models having the unexpected 

sign for a p a r t i c u l a r variable. Factor analysis may permit more 

variables to be retained to provide i n t u i t i v e l y s a t i s f y i n g models 

without resorting to the use of subjective indices. These models w i l l 

be more accurate since, as Harris (1975) argues, the factors are based 

upon stable relationships between the "independent" variab l e s . It i s 

e n t i r e l y credible that the evidence of the i n t e r - c o r r e l a t i o n s between 

the "independent" variables i s r e l i a b l e , that I s , no less confidence 

can be placed i n these results than those derived by the usual methods 
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of regression analysis. There i s no reason to believe that these 

underlying relationships are less stable than the more obvious ones 

which have been investigated i n previous chapters. 
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CHAPTER 6 

OFF-PEAK JOURNEY-TIME STUDIES 

This chapter considers a number of studies of off-peak journey-time 

along various types of road and features of each road which are 

believed to influence journey-time. The investigations were carried 

out i n the London Boroughs of E n f i e l d , Haringey and Barnet during the 

period from the summer of 1978 to the spring of 1980. The off-peak 

"journey-time" used i n t h i s study i s the t o t a l journey-time less any 

delay at major intersections. 

6.1 SITES, METHODS AND PRELIMINARY ANALYSIS. 

6.1.1 S i t e s . 

The surveys were carried out along 22.5 miles of single carriageway 

roads and 11 miles of dual carriageways i n E n f i e l d , 8 miles of single 

carriageways i n Haringey and 20 miles of single carriageways i n 

Barnet. I n i t i a l l y large scale plans were obtained of each Borough, 

and on these the major d i s t r i b u t o r roads were i d e n t i f i e d from l o c a l 

knowledge and divided into half-mile sections. The roads are i n the 

Department of Transport's categories of Trunk and P r i n c i p a l roads and 

so they carry substantial proportions of through t r a f f i c - Routes were 

chosen along roads which passed through d i f f e r e n t types of areas and 

varied i n length between 8 and 20 miles. The variables which were 
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expected to influence journey-time vere adjacent land use, road width, 

number of pedestrian crossings, number of p r i o r i t y - c o n t r o l l e d 

i n t e r s e c t i o n s , number of bus-stops, frequency of bus services, t r a f f i c 

flows and number of parked vehicles. Apart from road widths, 

var i a t i o n s of highway geometry were not included i n the study. The 

reasons are that a close inspection of a large-scale map of the area 

showed that a large proportion of the roads were straight and, since 

the journeys were carried out i n both d i r e c t i o n s , i t was expected that 

the effects of gradients would not be évident i n the journey-times. 

In any case, many of the sections of road are quite f i a t . The 

measurement of delays at major intersections w i l l be described l a t e r . 

I n i t i a l l y land use was divided into f i v e catégories - r e s i d e n t i a l , 

shopping and commercial, industry, éducation and other. 

6.1.2 Methods. 

Mean journey-times were measured during the period from 9-30 to 11-30 

am using a variant of the moving-observer method - see Wardrop (1952). 

The driver was instructed to attempt to drive at a speed such that as 

many vehicles overtook the observer's vehicle as were overtaken by i t . 

On narrow roads speeds were generally l i m i t e d by preceding vehicles 

and on empty roads the driver was instructed to drive at the speed 

l i m i t and to obey the usuai rules at pedestrian crossings and 

int e r s e c t i o n s . Journey-times were o r i g i n a l l y measured using a 

stopwatch but la t e r a d i g i t a i stop-clock mounted i n the vehicle was 

substituted since this was easier to use and the p o s s i b i l i t y of 

reading errors was reduced. A minimum of f i v e journeys i n both 

directions were carried out each on a separate day. The journeys were 
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restrìcted to Tuesday, Wednesday and Thursday mornings- Since the 

journeys and routes were continuous the half-mile points were defined 

by a Halda mileometer reading to l/100th of a mile and this was set to 

zero at the s t a r t of each run. Where excessive delays occurred the 

stopped time was measured. In order to estimate journey-times i t was 

necessary to determine the average delays at t r a f f i c signais and this 

was done both by measuring i n d i v i d u a i delays during each run and also 

by using the Road Research Laboratory formula (see Road Research 

Laboratory (1963)). The data for thèse calculations were obtained by 

measuring ten consecutive cycle-times, green-times, the flow across 

the stopline i n each cycle and the road width at the stopline- Where 

long delays occurred at t r a f f i c signais the measured delays were 

preferred to the theo r e t i c a l delays i n the ca l c u l a t i o n s . A number of 

sections were excluded from the analysis because of excessive delays 

at t r a f f i c s i g n a i s . Thèse were rejected i f , at a p a r t i c u l a r 

i n t e r s e c t i o n , the vehicle was delayed for more than one complete cycle 

on more than half of the journeys. Thus the conditions i n these 

rejected sections were more comparable to those which existed i n peak 

periods and, therefore, the results were not s t r i c t l y applicable to 

the conditions appropriate to this study- This i s not a completely 

s a t i s f a c t o r y c r i t e r i o n for rej e c t i o n since the rejected sections 

tended to be those i n which a large number of parked vehicles and 

zebra crossings occurred and these were usually i n busy shopping 

areas. By reje c t i n g from the analysis those sections which contained 

high values of some of the most important variables, i t i s possible 

that the range of application of the models was reduced. However, 

such extreme values are unlikely to be t y p l c a l of such roads i n 
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off-peak periods and hence thetr rejection was considered j u s t i f i e d -

The road width of each section was determined by averaging the widths 

at three evenly spaced points- The number of side-turnings was 

determined by inspection of a large-scale map. Petro l s t a t i o n s , 

bus-stops and pedestrian crossings were located by marking their 

positions on the map during a preliminary journey along the routes. 

Off-peak bus frequencies were obtained from the advertised timetables 

at the bus-stops. 

Two other variables were measured, off-peak t r a f f i c flow and the 

numbers of parked vehicles. T r a f f i c flows were measured by carrying 

out a half-hour manual count at the mid-point of each section. To 

minimise the p o s s i b i l i t y of blas the order of thèse surveys was 

randomly determined, and they were carried out during the same three 

days of the week as the journey-time surveys, but i n différent weeks 

because of the large number of surveys which were required. Parked 

vehicles were counted by an extra observer i n the vehicle on each 

journey and a i l stopped vehicles on both sides of the road were 

included, except buses at bus-stops. On some of the wide roads i n 

Barnet where extensive parking i s permitted t h i s was sometimes 

d i f f i c u l t to carry out accurately. 

6.1-3 Preliminary Analysis 

The data were tabulated for each section and dlscrepancies such as 

un l i k e l y journey-times were i d e n t i f i e d and corrected or eliminated. 

In the early surveys thèse occurred because of the d i f f i c u l t y of 

reading the small minute hand on a stopwatch i n a moving v e h i c l e . The 
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mean journey-times were calculated separately for each d i r e c t i o n i n 

order to check for large discrepancies- At this stage a number of 

sections were eliminated because the effects of oversaturated 

intersections created great v a r i a b i l i t y . i n the measurements of 

journey-time- A l l of the sections of the North Circular Road which 

were studied were affected In this way with half-mile journey-times as 

high as 11 minutes and these results were rejected- As a re s u l t the 

dual-carriageway sample was reduced considerably. After checking, the 

values were combined and a l l of the data was punched on to cards for 

entry into the computer. In the case of the Enf i e l d study, which was 

the f i r s t to be completed, a separate set of data was also collected 

In sections which overlapped, but were not Ide n t i c a l with, the 

o r i g i n a l study- This data was intended to be used to check the 

v a l i d i t y of any models produced on new data i n the old sections before 

proceeding to test the models i n new areas. 

The values and ranges of the various parameters are l i s t e d i n Tables 

6*1, 6.2 and 6*3- I t can be seen that to a large extent the ranges of 

the variables overlap between areas although a detailed look at the 

raw data for i n d i v i d u a l sections reveals some extreme combinations of 

values. There are s i g n i f i c a n t differences i n the mean values of Bus 

Frequency and the Number of Side Turnings between the sections i n 

Barnet and E n f i e l d . Between Haringey and Barnet there are s i g n i f i c a n t 

differences only i n the Number of Side Turnings and between E n f i e l d 

and Haringey there are no s i g n i f i c a n t differences i n the independent 

variables. These comparisons were made in order to ensure that models 

derived from data from one area could be compared with those derived 

from the others. 
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Preliminary analysis of the Enfield data revealed that because some of 

the variables have numerically relevant values In only a small number 

of sections they would be u n l i k e l y to provide meaningful models. 

These tended to be land-use parameters and consequently a number of 

these were amalgamated. Heavy Industry, occurring i n only 4 sections 

, and Education (3 sections) were amalgamated with the category Other. 

The variable Pelican Crossings (9 sections) was added to Zebra 

Crossings to form a combined variable - Pedestrian Crossings. In 

addition, since vehicles entering and leaving p e t r o l stations were 

expected to behave i n a s i m i l a r manner to those using minor junctions, 

these two variables were added to derive the new variable 

Side-Turnings. The land-use category "Other" was excluded from any 

further analysis since the sum of the land-use variables was 100% for 

each section. 

6.2 ANALYSIS 

6.2.1 Linear Regression Models. 

Dual Carriageways. 

The amount of data for dual carriageways i s r e s t r i c t e d because there 

are only about 11 miles of such roads In E n f i e l d , of which a large 

proportion are subject to excessive delays at a number of busy 

intersections on the North Circular Road. The results of multiple 

l i n e a r regression analysis are not s i g n i f i c a n t , although they give a 

weak indication of dependence of journey-time on the off-peak bus 

frequency. Table 6.4 gives the d e t a i l s . Since these results were 

obtained early in the studies i t was decided to omit dual-carriageways 

87 



OFF-PEAK JOURNEY-TIME STUDIES 

from any further analysis. 

Single Carriageways 

Because the data was collected over a period of two years the sequence 

of analysis has been influenced by the order i n which the data was 

obtained. This i s the order i n which i t w i l l be discussed. F i r s t l y , 

the data collected i n Enfield i n 1978 was used to determine a number 

of linear regression models which were tested on further data 

collected i n Enfield and Haringey i n 1979. Later, add i t i o n a l data was 

collected i n Barnet during the winter period of 1979-80. 

En f i e l d Results. 

The co e f f i c i e n t s of a number of s t a t i s t i c a l l y s i g n i f i c a n t models 

derived from the 1978 data are given i n Table 6.5. The models show 

that both journey-time and journey-speed are highly correlated with 

the number of pedestrian crossings and the correlation c o e f f i c i e n t s 

are -736 and -.686 respectively. On the average each pedestrian 

crossing Increases the journey-time by .18 minutes and decreases the 

journey-speed by 3.1 mph over a half-mile section. Models containing 

several Independent variables have also been obtained using a forward 

inclusion process with a test F value of 4.0 to approximate to the 5% 

l e v e l of significance. Models (a) and (b) have been checked against 

journey-time data collected on other days on 20 sections of the same 

roads which were used to derive the models. The correlation 

c o e f f i c i e n t s between the observed and predicted values of journey-time 

were .635 and -705 for (a) and (b ) respectively. These correlation 

c o e f f i c i e n t s are close to the values for the o r i g i n a l models, (see 

Table 6.5). 
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A preliminary analysis of the d i s t r i b u t i o n of the number of parked 

vehicles showed that t h i s was highly peaked and p o s i t i v e l y skewed 

(kurtosis 8.27 and skewness 2.69). In order to reduce the skewness 

this variable was transformed to the square root of the number of 

parked vehicles; however, neither the o r i g i n a l variable nor the 

transformed variable occurred i n any of the s i g n i f i c a n t models 

produced. This may indicate that parked vehicles do not s i g n i f i c a n t l y 

a f f e c t journey-times i n E n f i e l d , but another explanation i s that 

parking i s correlated with other independent variables (for example, 

correlation with bus-stops XB i s .473) which are more highly 

correlated with journey-time. A d d i t i o n a l l y , In most shopping areas i n 

E n f i e l d kerbside parking i s severely r e s t r i c t e d and, therefore, the 

effects on journey-time w i l l be d i f f i c u l t to detect. Hence i t i s not 

surprising that any independent effect of parking cannot be observed 

i n these r e s u l t s . 

Additional data were collected on the same roads i n the spring of 1979 

i n order to carry out an additional check on the v a l i d i t y of the 

models. The mean journey-time was 1-28 minutes per half-mile section 

i n 1978 and 1.22 minutes per half-mile i n 1979. The most s i g n i f i c a n t 

models derived from the 1979 data are given i n Table 6.6. The models 

marked with an asterisk may be compared with the corresponding models 

i n Table 6.5- In a l l cases the regression c o e f f i c i e n t s can be seen to 

compare very closely although the correlation c o e f f i c i e n t s are lower 

than those derived from the 1978 r e s u l t s . No models containing more 

than two independent variables gave s i g n i f i c a n t correlation 

c o e f f i c i e n t s for the 1979 data. 
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Two models produced by the 1978 data were used to predict 

journey-times and speeds; these predictions were compared with the 

observed values i n the 1979 data and the results are given In Table 

6.7. The results of the use of equation (c) are also shown i n the 

scatter diagram i n Fig 6.1. The models used were those derived from 

the 1978 data which had high correlation c o e f f i c i e n t s and were 

s i g n i f i c a n t at the 5% l e v e l on the 1979 data. I t can be seen that the 

correlation c o e f f i c i e n t s compare very closely with the highest values 

i n Table 6.5. These results indicate that the independent variables 

used provide stable models within E n f i e l d , and suggest that the 

models and methods might be more widely applicable. 

Haringey 

Multiple linear regression analysis was carried out on the Haringey 

data and t h i s produced the models shown i n Table 6-8. These are the 

most s i g n i f i c a n t models produced by the data and include variables 

which were not s i g n i f i c a n t i n the En f i e l d models. Other l e s s 

s i g n i f i c a n t models were obtained which tend to confirm some of the 

models produced by the En f i e l d data and these are compared i n Table 

6.9. The objective of deriving these less s i g n i f i c a n t models was to 

attempt to determine i f the same variables were l i k e l y to be important 

i n the two areas considered separately. These results indicate 

s i m i l a r i t i e s In the variables which influence journey-time 

s i g n i f i c a n t l y . The 1978 models were also used to predict 

journey-times and journey-speeds i n Haringey and the r e s u l t s are given 

i n Table 6.10. As expected the correlation c o e f f i c i e n t s indicate 

agreement which i s s i g n i f i c a n t at the 5% l e v e l . However, a certain 
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amount of caution i s necessary i n accepting these results since two of 

the independent variables - Bus Frequency and Bus Stops - have values 

which extend beyond the range of those i n E n f i e l d . As a r e s u l t one of 

the s i g n i f i c a n t E n f i e l d models, model (d) i n Table 6.5, did not give 

accurate predictions of journey-times with the Haringey data. This 

could have been expected since the sign of the regression c o e f f i c i e n t 

of X3 (Bus Flow) does not correspond to the expected sign* The effect 

of this variable i s minimal i n the E n f i e l d results but much greater i n 

the smaller Haringey sample. The results of the test using model (c) 

are shown i n the scatter diagram i n Fig 6.2. 

Barnet. 

Multiple regression analysis of the Barnet data has produced the 

models l i s t e d i n Table 6.11. The most s i g n i f i c a n t models include 

variables which were not s i g n i f i c a n t i n the En f i e l d and Haringey 

models; these were Shopping Land-use (X5), Parked Vehicles (X13) and 

Road Width (X2). However, these variables are highly intercorrelated 

(the correlation matrix being given i n Table 6.12) and consequently 

the regression c o e f f i c i e n t s vary considerably between the models. 

Since the i n d i v i d u a l correlation c o e f f i c i e n t s between parked vehicles 

and journey-time, and shopping land-use and journey-time are almost 

i d e n t i c a l , .691 and .696 respectively, the r e l a t i v e s i g n i f i c a n c e of 

these variables in the regression models could change from sample to 

sample. Provided the samples have been obtained with care models 

containing either of these variables would be expected to provide 

results of si m i l a r levels of accuracy. But the appearance and 

disappearance of pa r t i c u l a r variables can be disturbing. Thus i t i s 
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possible for models using différent variables to be produced from 

différent samples, although a close inspection of the corrélation 

matrices might reveal s i m i l a r i t i e s i n the corrélations between the 

same variables i n différent samples. 

Other less s i g n i f i c a n t models have also been produced which contain 

the variables which were shown to be s i g n i f i c a n t i n the E n f i e l d models 

- résidential land-use, pedestrian crossings and bus-stops. The 

intention was to détermine the extent to which thèse variables might 

be s i g n i f i c a n t i n Barnet. The results are shown i n Table 6.13 and 

indicate that a number of models can be derived from t h i s data which 

have levels of slgnificance which are not much less than those of the 

most s i g n i f i c a n t models. This highlights a major problem of this type 

of empirical study, that i f several models of s i m i l a r levels of 

slgnificance can be derived from the data then the model which gives 

the highest multiple corrélation co e f f i c i e n t for any one sample i s 

un l i k e l y to do this for the others. However, i t has been démonstrated 

i n thèse results that s i m i l a r models may be applicable to a i l of the 

areas although not necessarily the most highly correlated for a i l 

samples. 

Before continuing with a discussion of models derived from pooled data 

another potential problem w i l l be considered. Where a number of 

variables have been measured i n more than one population» or separate 

groups of samples, i t i s important to détermine whether there are 

s i g n i f i c a n t différences in the values and ranges of the variables 

between the separate populations. The reasons are twofold. F i r s t l y , 

i f s i g n i f i c a n t différences occur then i n theory a lin e a r régression 
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equation derived from one population may not be applicable to the 

others. In practice the researcher would need to exercise some 

judgement on the application of such a model depending upon the extent 

of the differences and the importance of the variables to the model. 

Secondly, where alternative forms of model are availab l e such an 

analysis can give an indication of the variables which should be used 

In the model i n order to make i t more widely applicable. The process 

of determining the significance of the differences between the mean 

values of two or more multivariate populations i s known as 

discriminant analysis. 

Where only a single variable has been measured a discriminant analysis 

can be carried out using the t t e s t . However, when several variables 

have been measured more complex methods need to be used since i t i s 

the coincidental v a r i a t i o n within a number of dimensions which needs 

to be assessed. We can perceive such a method geometrically as 

determining the locations of the mean values of each population within 

the hypothetical space defined by the variabl e s . The populations w i l l 

be considered s i m i l a r i f the distance between the mean values i s less 

than some proportion of the common variance. Thus this kind of 

analysis i s s i m i l a r to the t t e s t . The methods used are capable of 

allowing for in c l u s i o n or exclusion of variables i n the discrimination 

process depending upon the extent of the improvement i n discrimination 

which r e s u l t s . For further reading on discriminant analysis see 

Bennett et a l (1976) or Cooley et a l (1971). 

A discriminant analysis was carried out between each pair of samples 

of data and also between the three samples considered together. 
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F i r s t l y , an analysis of variance between the groups was carried out on 

the i n d i v i d u a l variables, the data for each Borough being treated as a 

separate group- The next stage required the c a l c u l a t i o n of the linear 

relationships of the variables which were needed to separate the 

groups and which were most s i g n i f i c a n t i n Identifying an i n d i v i d u a l 

sample with the correct group. With pairs of groups one l i n e a r 

function i s required to discriminate between them and with three 

groups two functions are needed. With pairs of groups the function 

corresponds to the distance p a r a l l e l to the l i n e passing through 

points defined by the mean values of the variables for each group i n 

many dimensions- The number of dimensions corresponds to the number 

of variables included i n the function. The results show that no 

discriminant function can be devised to discriminate between the data 

collected i n Haringey and that collected i n E n f i e l d with a reasonable 

l e v e l of accuracy. But between Barnet and E n f i e l d the number of 

side-turnings, road-width and bus-flow varied s i g n i f i c a n t l y , as they 

did for the three groups considered c o i n c i d e n t a l l y and these variables 

are contained i n the discriminant functions. These functions 

i d e n t i f i e d 59 samples out of 99 with the correct group. However, one 

of the functions had a low l e v e l of significance and t h i s r e s u l t 

suggested that the data for Enfield and Haringey could be combined 

when the r e s u l t of the e a r l i e r analysis between these two was taken 

into a ceount. Af t er comb inlng th es e two a fur ther dis cr iminant 

analysis indicated that the only variable which was s i g n i f i c a n t l y 

d ifferent between the Bamet data and the combined Enfield-Haringey 

data was the number of side-turnings. An i n t e r e s t i n g r e s u l t of these 

discriminant analyses i s that the variables which are most s i g n i f i c a n t 
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i n discriminating between the samples rarely occur i n the régression 

équations. This suggests that models could be derived from the pooled 

data which would not be rejected i f tested on one of the samples 

separately, and which are more l i k e l y to be widely applicable than any 

of the models derived from an i n d i v i d u a i sample. However» i t must be 

noted that the data for each Borough i s not a random sample from the 

pooled data, hence any prédictions produced by the pooled models on 

the data for one Borough only w i l l not be as accurate as the "best" 

models derived e a r l i e r for the i n d i v i d u a i areas. 

Pooled Data. 

Multiple régression analysls of the pooled data produced the models 

which are l i s t e d i n Table 6.14. Because a number of variables have 

been shown to be highly correlated with journey-time and thèse have 

tended to be the same variables i n a i l three areas, thèse variables 

also occur i n the most s i g n i f i c a n t models i n the pooled data. Thus 

the variable which i s most highly correlated with journey-time i n the 

pooled data i s the number of pedestrian crossings, with a corrélation 

coef f i c i e n t of .619. This can be compared with corrélation 

coeff i c i e n t s of .541, .736 and .449 i n the Barnet, E n f i e l d and 

Haringey samples respectively. In the models containing two 

independent variables the number of pedestrian crossings can be paired 

with either the r e s i d e n t i a l land-use or shopping land-use, with only a 

small change i n the multiple corrélation c o e f f i c i e n t s , .667 and .694 

respectively. I t i s u n l i k e l y that s a t i s f a c t o r y régression models 

containing both r e s i d e n t i a l land-use and shopping land-use can be 

devised since thèse two variables are highly negatively 

Intercorrelated (corrélation co e f f i c i e n t : -.657). 
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The scatter diagram for the most s i g n i f i c a n t model containing three 

variables i s shown i n Flg 6-3, the multiple corrélation c o e f f i c i e n t 

being .716. This model has been tes ted s eparately on the three 

samples of data, givlng corrélation co e f f i c i e n t s between the observed 

and predicted joumey-times of .721, .733 and .719 on the Barnet, 

Enf i e l d and Haringey data respectively. Thèse results have shown that 

there are s i g n i f i c a n t , consistent relationships between journey-time 

and the following variables - numbers of pedestrian crossings, 

shopping land-use and numbers of bus stops. The consistency of thèse 

results suggests that i t i s probable that highly s i g n i f i c a n t and more 

widely applicable results could be obtained from a more extended 

study, even i f the areas were différent i n character from each other. 

6.3 EFFECTS OF SPATIAL CORRELATION 

At the beginning of thèse off-peak studies a décision was made to f i x 

the length of each survey section at a hal f - m i l e . The choice of that 

length was a r b i t r a r y , since i t i s not immedlately évident which i s the 

most suitable length for study. In other studies, for example see 

Wardrop (1952) and Freeman, Fox et a l (1972), no attempt was made to 

choose s p a t i a l sampling intervais of equal length, presumably because 

the researchers did not expect that the différences i n journey 

distances would seriously affect the r e s u l t s . F O T t h i s study the 

p o s s i b i l i t y of such effects occurring was considered, hence the 

décision to make a l i the space sampling i n t e r v a i s of equal length. 

The extent to which such effects are évident i n the results w i l l now 

be considered. 
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In Chapter 3 the consistent effects of aggregation of 

jouraey-time/flow data into successively longer sampling i n t e r v a i s was 

discussed with respect to data collected In consecutive intervais of 

time- Wright (1971) suggests that such effects might also be observed 

i n data which has been measured i n space sampling i n t e r v a i s , and i n 

th i s section thèse effects w i l l be considered. In order to permit the 

régression coef f i c i e n t s to be compared d i r e c t l y each variable was 

expressed as the average per hal f - m i l e . The aggregation i s si m i l a r to 

that carried out for the peak-hour studies, but because the sampling 

domains are différent a number of other. différences a r i s e . F i r s t l y , 

i n the peak hour the mean journey-times are welghted according to the 

t r a f f i c flows i n the i n d i v i d u a i sampling i n t e r v a i s but i n the off-peak 

data no such weighting occurs. This implies that Bias Type 1 w i l l be 

absent from the off-peak r e s u l t s . Secondly, i n the peak hour Bias 

Type 2 arises because of time-lagged cross-correlations between 

joumey-time and flow* If space-lagged cross-corr elations occurred 

Bias Type 2 would be expected i n the off-peak data. 

The results of this analysis are given i n Table 6.15, and are 

d i f f l c u l t to in t e r p r e t . The regular trends which were évident i n the 

peak-hour results are no longer c l e a r l y defined, although the 

co e f f i c i e n t s for the longer sampling i n t e r v a i s are larger than those 

i n the shorter i n t e r v a i s . This r e s u i t i s only partly consistent with 

the prédictions of Wright's models discussed e a r l i e r . 

Other i n d i r e c t évidence for the existence of s p a t i a l corrélation has 

been obtained by analysing the results of the study reported by 

Bampfylde (1979). He analysed the variations of joumey-speed and 
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t r a f f i c flow In a number of tunnels of various lengths i n B r i t a i n * He 

obtained the Wide scatt e r of speed/flow r e s u l t s which many other 

observers bave obtained, and was unable to e s t a b l i s h r e l a t i o n s h i p s 

which were uniquely applicable to tunnels* However, the tunnels were 

of widely différent lengths, from 183 mètres to 3138 metres, and there 

were différences i n the v e r t i c a l and h o r i z o n t a l curvature, but thèse 

différences had no détectable e f f e c t s on journey-times- I f the 

régression c o e f f i c i e n t s of speed on flow glven by Bampfylde are 

compared with the tunnel lengths i t w i l l be found that they are 

c o r r e l a t e d . The corrélation c o e f f i c i e n t i s -.575 and the F value i s 

5.6. Furthermore, i t i s most l i k e l y that each tunnel was of a 

constant width throughout, hence the c h a r a c t e r i s t i c s were probably 

s i m i l a r along the f u l l length of each tunnel apart from v e r t i c a l and 

h o r i z o n t a l curvature.. Thus i f each tunnel had been divided into a 

number of equal sections the c h a r a c t e r i s t i c s of each s e c t i o n would 

bave been almost i d e n t i c a l with adjacent sections and Bias Type 2 

would be évident i n the r e s u l t s . This i s not a convincing argument 

since i t i s p o s s i b l e that the régression slopes of the r e l a t i o n s h i p s 

between t r a f f i c flow and journey-speed might be expected to become 

steeper with increasing length of tunnel simply because of the e f f e c t 

of side f r i c t i o n , and t h i s would be expected to be greater i n a long 

tunnel. Generalising Wright's hypothesis, i f the joumey-time of the 

t r a f f i c i n a s e c t i o n (sampling I n t e r v a l ) , i s c o r r e l a t e d with some 

independent v a r i a b l e occurring i n some nearby s e c t i o n (lagged 

i n t e r v a l ) , then the slope régression c o e f f i c i e n t between journey-time 

and that v a r i a b l e i s l i k e l y to change i n a consistent manner as the 

variables are aggregated into s u c cessively longer sampling i n t e r v a i s . 
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Clearly the hypothesis i s appealing although the evidence presented 

here i s not conclusive since r e l a t i v e l y small samples have been used; 

however, the results are s t a t i s t i c a l l y s i g n i f i c a n t at the 5% l e v e l . 

The results suggest that care should be taken when comparing two 

studies to ensure that the space sampling i n t e r v a l s are situi l a r i n 

s i z e , otherwise the comparisons may be i n v a l i d . 
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CHAPTER 7 

MULTIVARIATE ANALYSIS OF OFF-PEAK DATA 

7.1 FACTOR ANALYSIS MODELS 

This part of the study of off-peak journey-times was planned with the 

objective of creating and testing a number of indices of land-uses and 

other variables alongside the road. That i s , i t was intended to f i n d 

out i f the char a c t e r i s t i c s of the features along the road could be 

expressed quantitatively using an index based on measurements of 

part i c u l a r variables and the int e r - r e l a t i o n s h i p s between them. 

Furthermore, i t was intended to study the relationships between 

journey-time and such an index. One such index has been postulated by 

Buchanan et a l (1976) i n a study of journey-times on roads i n London i n 

1971. This was call e d an A c t i v i t y Index and was expressed by: 

AI « 0.10 SHOPS + 0.02 HOUSES + 0.01 NBU + 0.05 OBU 

where SHOPS = % of both sides of road occupied by shops, 

HOUSES = % of both sides of road occupied by houses, 

NBU = % of both sides of road not b u i l t up, 

OBU = % of both sides of road occupied by other premises-

Buchanan's paper gives a reference to Kinloch (1972) as the source of 

the A c t i v i t y Index; however, the l a t t e r paper merely quotes the formula 

and includes a graph showing how the A c t i v i t y Index varies with certain 
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parameters- Further searches have not revealed the j u s t i f i c a t i o n for 

the p a r t i c u l a r weightings given to the Individual variables i n the 

expression although the sampling methods used for measuring the 

variables are given by Large (1971). The calculations of A c t i v i t y Index 

i n the reference seem to indicate that the weightings are a r b i t r a r y and 

based upon some subjective perception of the influence of land-use 

a c t i v i t i e s on journey-times. In the present study the methods of 

p r i n c i p a l component and factor analysis have been used for the purpose 

of investigating relationships between land-use variables and for 

deriving indices. These methods are described i n Appendix E. 

As was stated i n Chapter 5, i n the method of p r i n c i p a l component 

analysis the f i r s t component i s so derived that i t accounts for the 

maximum amount of variance i n the observed data. Further components are 

successively derived i n such a way that they account for the maximum 

amount of residual variance and they are orthogonal to any components 

already derived. The proportion of variance accounted for by each 

component i s expressed by i t s eigenvalue. I t can be shown that since 

the variables are normalised at the s t a r t of the process then the sum of 

the eigenvalues w i l l be equal to the number of variables. Kaiser (1958) 

argues that the important components w i l l be those whose eigenvalues 

exceed 1.0» although this i s by no means a s t r i c t r u l e . In t h i s study 

nine variables have been measured and these are; road width, frequency 

of off-peak buses, r e s i d e n t i a l land-use, shopping land-use, numbers of 

bus stops, numbers of side turnings, off-peak t r a f f i c flow, numbers of 

parked vehicles and numbers of pedestrian crossings. Some important 

features of the relationships between the components and the raw 

variables are shown i n a factor pattern matrix. This i s a matrix of 
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corrélation c o e f f i c i e n t s , c a l l e d factor loadings, between the variables 

and the components. Like the more commonly used Pearson corrélation 

coeff i c i e n t s high values of the factor loadings indicate s i g n i f i c a n t 

relationships between the variables and the components- Furthermore 

robust relationships should give s i m i l a r factor pattems with différent 

3amples from the same population- Therefore, i n thèse studies i d e n t i c a l 

types of analysis have been used on each of the separate samples and on 

the pooled data. 

P r i n c i p a l component analysis of the Barnet data shows that the three 

most important components have eigenvaluès of 4.63, 1•35 and .93 

respectively (see Footnote). These three components account for about 

77% of the t o t a l variance of the nine variables and for proportions of 

the variance of in d i v i d u a i variables of between 61% for pedestrian 

crossings, and 83% for road width- The f i r s t p r i n c i p a l component has 

high loadings (corrélation coef f i c i e n t s ) on a l i of the variables, which 

i s usually the case, and i s therefore d i f f i c u l t to Interpret. 

Consequently thèse three p r i n c i p a l components were then subjected to 

varimax r o t a t i o n , and the results enabled i n d i v i d u a i factors (rotated 

components) to be i d e n t i f i e d with p a r t i c u l a r sets of var i a b l e s , (see 

Chapter 5). The results of this rotation provide évidence for the 

existence of three interprétable factors. Thus Factor 1 was found to be 

po s i t i v e l y correlated with shopping land-use, pedestrian crossings and 

Footnote. To avoid unnecessary répétition of s i m i l a r tables sample 
output i s not given for the three areas considered separately but only 
for the pooled data, and thèse results are shown i n Tables 7.1 and 7.2. 
The results are discussed l a t e r i n this chapter. 
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parked vehicles, and negatively correlated with r e s i d e n t i a l land-use. 

The i n c l u s i o n of these variables i n this factor i s not surprising since 

i t might be expected that there would be more frequent pedestrian 

crossings, heavier car-parking and less r e s i d e n t i a l land-use i n shopping 

areas. The rotated factor matrix succeeds i n quantifying this 

association between the variables. Factor 2 i s most heavily loaded on 

road width, bus frequency and t r a f f i c flow and moderately loaded on 

parked vehicles. Factor 3 i s loaded on bus frequency and side-turnings. 

For the Enfi e l d data the f i r s t three p r i n c i p a l components have 

eigenvalues of 3.14, 1.97 and 1.17 respectively and they account for 

about 70% of the t o t a l variance i n the data. These three components 

account for a minimum of 55% of the variance of parked vehicles up to a 

maximum of 78% of the variance of shopping land-use. Factor 1 was 

highly correlated with shopping land-use, t r a f f i c flow and pedestrian 

crossings, and negatively correlated with r e s i d e n t i a l land-use. Factor 

2 was heavily loaded on side-turnings and bus-stops. Factor 3 was 

loaded on road width, bus frequency and parked vehicles. Parking 

r e s t r i c t i o n s are more severe i n shopping areas i n E n f i e l d than i n 

shopping areas i n Barnet, hence the lower co r r e l a t i o n with the other 

variables associated with factor 1. The variables which are most highly 

correlated with the other two factors are remarkably s i m i l a r i n both 

sets of data although the r e l a t i v e importance of these two factors 

changes between the samples. The re s u l t s of this analysis of the 

Enfie l d data tend to confirm the conlusions derived from the Barnet 

data. 
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In the analysis of the Haringey data the f i r s t three p r i n c i p a l 

components had eigenvalues of 3.55, 1.55 and 1.16 and these accounted 

for about 70% of the t o t a l variance. The f i r s t factor was highly 

correlated with bus frequency, shopping land-use and bus-stops, and was 

negatively correlated with r e s i d e n t i a l land-use. Factor 2 was highly 

correlated with side-turnings, number of pedestrian crossings and road 

width. Factor 3 was highly correlated with car-parking. Thus these 

r e s u l t s d i f f e r from the previous ones although two of the variables 

associated with factor 1, shopping land-use and r e s i d e n t i a l land-use, 

also occur i n the corresponding factor i n the Barnet and En f i e l d data. 

It i s possible that In such a small sample one or two extreme values may 

have given r i s e to the differences i n the structure of the factors 

between these results and those derived from the Barnet and E n f i e l d 

data. 

The analysis was then carried out on the pooled data and, as would be 

expected, gave results which were s i m i l a r to those obtained by the 

analysis of the Barnet and En f i e l d samples. The f i r s t three p r i n c i p a l 

components had eigenvalues of 3.59, 1-51 and 0.90 respectively. These 

three components accounted for 67% of the variance of the data. The 

f i r s t factor was highly correlated with shopping land-use and pedestrian 

crossings, and negatively correlated with r e s i d e n t i a l land-use. These 

re s u l t s are shown i n Table 7.1. Factor 2 was highly correlated with 

road width, bus flow, bus-stops and t r a f f i c flow. Factor 3 was highly 

correlated with side-turnings and parked vehicles. Thus the results 

suggest the existence of a d i s t i n c t bipolar factor p o s i t i v e l y related to 

shopping land-use and frequent pedestrian crossings on the one hand and 

negatively related to r e s i d e n t i a l land-use on the other ; this 
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corresponds to factor 1 i n this analysis - The second factor i s 

associated with bus frequency, numbers of bus stops and road width. 

Factor 3, because i t i s mainly associated with a single variable "side 

turnings," can be regarded as a unique fa c t o r . 

The importance of each factor i s indicated by the corresponding 

eigenvalue, which gives the amount of variance i n the data explained by 

that factor. The sum of the eigenvalues i s equal to the number of 

variables i n the data set. For the discussion above the three most 

important factors were considered, but one of these has an eigenvalue 

less than 1.0 and most analysts would not regard that factor as worthy 

of further analysis. I f that factor i s omitted then the factor pattern 

can change quite considerably, since fewer factors are being used to 

explain the variance of the f u l l set of variabl e s . In chapter 5 I t was 

stated that the proportion of the variance of an i n d i v i d u a l v a r i a b l e , 

which can be accounted for by the v a r i a t i o n of the common factors, i s 

known as the communality of the variable. In general, the communalities 

of a l l of the variables w i l l be reduced i f a factor i s omitted from the 

analysis, but the effect on an in d i v i d u a l variable w i l l depend upon i t s 

correlation with the omitted factor. The effect on the results of this 

study of using two factors instead of three i s to make the two remaining 

factors account for a greater proportion of the variance after rotation 

than the f i r s t two rotated factors of the three-factor model. The 

greatest change occurred i n factor 2; i n the two-factor model t h i s 

factor accounted for about 50% and 45% of the variance of side-turnings 

and parked vehicles respectively but only 6% and 5% i n the three-factor 

model. In most other respects the interdependence between the factors 

and the remaining variables, as shown by the factor loadings, did not 
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change very much and this can be taken to indicate that these two 

factors are stable. 

A convenient method of displaying these results i s to use a vector 

diagram of factor loadings. The diagram showing these results i s given 

i n F i g . 7.1- The axes of the diagram represent the f i r s t two p r i n c i p a l 

components PC 1 and PC 2. The corresponding positions of the rotated 

factors are labelled F l and F2 and the projections of these factors on 

the o r i g i n a l axes represent th e i r corresponding correlations with the 

two p r i n c i p a l components. The positions of the points corresponding to 

the raw variables are defined by t h e i r c o r r e l a t i o n c o e f f i c i e n t s (factor 

loadings) with the p r i n c i p a l components. The correlations between the 

variables and the rotated factors are given by the projections of the 

variables on the rotated axes. Since the diagram displays correlation 

c o e f f i c i e n t s the periphery of the domain i s defined by a c i r c l e of 

radius 1-0. The information which the diagram conveys by the close 

cl u s t e r i n g i s the grouping of the variables which are highly associated 

with i n d i v i d u a l factors. Thus variables X5, XS and X4 are located close 

to the axis F l ; and X2, XB and XT are close to axis F2. Because X4 i s 

negatively correlated with F l , i t Is shown close to axis F l but on the 

opposite side of the axis l a b e l l e d F2 from the variables X5 and XS, 

which are both p o s i t i v e l y correlated with F l . 

As we have seen the results Indicate that s t a t i s t i c a l l y s i g n i f i c a n t 

relationships exist between the variables and these relationships have 

been used to postulate the existence of two common factors which cannot 

otherwise be measured or observed. The f i r s t factor i s associated with 

shopping land-use, r e s i d e n t i a l land-use and frequency of pedestrian 

106 



MULTIVARIATE ANALYSIS OF OFF-PEAK DATA 

crossings and the second factor with bus-frequency, numbers of bus stops 

and road width. Harris (1975) argues that provided the usual 

precautions are exercised i n sample surveys then such factors are l i k e l y 

to be stable and s i g n i f i c a n t . Thus, although i t may not be possible to 

say that variations i n the variables are caused by variations in the 

f a c t o r s , in the absence of a c l e a r l y i d e n t i f i a b l e theory these factors 

can be used as indices of the associated variables which they contain. 

These indices express some underlying r e l a t i o n s h i p between the 

v a r i a b l e s . F i n a l l y the factors have been shown to contain the effects 

of a range of variables which have been used as independent variables i n 

multiple regression models, and this suggests that the factors could 

also be used i n such models. 

7.2 REGRESSION ANALYSIS OF FACTOR SCORES 

P r i n c i p a l component analysis and factor analysis are usually used to 

explore the inter-relationships within data structures between a wide 

range of variables. However, some authors, for example J o l l i f f e (1973) 

and Kendall (1975), have discussed the use of the factors produced as 

independent variables in l i n e a r regression analysis with other 

parameters as the dependent variables. This has been done for t h i s 

study and the independent variables used were the factor scores derived 

from the following r e l a t i o n s h i p : 

where Fs.. 
IJ 

factor score of the i t h factor in the j t h sample, 

factor score c o e f f i c i e n t of the i t h factor 

on the kth normalised variable Xk. 

Z normalised value of variable Xk in the j t h sample. 
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These factor scores were calculated for each sample i n the data bank. 

The dependent variables were normalised journey-speed and normalised 

journey-time. 

The advantage of using factor scores for regression analysis i s that 

they are mutually orthogonal i f derived by p r i n c i p a l component analysis, 

and are nearly orthogonal If derived by factor analysis. Hence the 

regression equations are easier to interpret since the correlation of 

the dependent variable with a series of such orthogonal independent 

variables i s the sum of the separate correlation c o e f f i c i e n t s . In 

addition, the slope regression and correlation c o e f f i c i e n t s are 

i d e n t i c a l i f normalised data are used. 

The correlation matrix for this analysis using a three-factor model i s 

shown i n Table 7.2. BJS i s the normalised journey-speed and BJT i s the 

normalised journey-time. The table reveals that the factor scores 

derived from Factor 1 are highly correlated with joumey-time and 

produce a regression model having a l e v e l of si g n i f i c a n c e comparable to 

those models given by regression analysis of the raw varia b l e s . The 

d e t a i l s of the most s i g n i f i c a n t relationships are given i n Table 7.3 and 

the predictions for one of the models are shown i n the scatter diagram 

In F i g . 7.2- The predicted journey-times (PJT) are given by: 

PJT = 1.26 + .168F1 + .052F2 ... (A) 

R = .668; F => 38-7; Standard Error = .198 min. 

The factors F l and F2 were derived from the f i r s t three rotated 

p r i n c i p a l components. The correlation between the observed and 
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predicted journey-times i s highly s i g n i f i c a n t . Three factors have been 

used i n deriving the above model largely for the sake of consistency 

with the e a r l i e r discussion although using Kaiser's guideline for 

sel e c t i n g the appropriate number of factors, the number of components 

whose eigenvalues exceed 1.0, suggests that only two such factors are 

needed. The corresponding re l a t i o n s h i p derived from the f i r s t two 

rotated p r i n c i p a l components, F l ' and F2', i s given by: 

PJT = 1.26 + .173F1' + .047F2' ... (B) 

R =* .678; F = 40.9; Standard Error => .196 min. 

As expected these two models display s i m i l a r regression c o e f f i c i e n t s 

because each raw variable has s i m i l a r factor loadings i n both sets of 

rotated p r i n c i p a l components, therefore F l i s s i m i l a r to F l ' and F2 i s 

si m i l a r to F2'. The regression equations can now be written i n terms of 

the o r i g i n a l variables by substituting for each factor the corresponding 

l i n e a r equation which produces the factor score. Thus equation (1) 

above becomes: 

PJT = 1.22 - .0007X2 + .0019X3 - .0022X4 + .0023X5 

- -0074XT + .0461XS - .0050XB + .0001X11 - .0002X12 

And equation (2) becomes: 

PJT = 1.23 - .0004X2 + .0022X3 - -0021X4 + -0022X5 
- .0017XT + .0498XS - .0038XB + .0001X11 - .0005X12 

Later i n this chapter strategies for reducing the number of raw 
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variables i n these models w i l l be discussed. 

Since Factor 1 has been shown to be highly correlated with some of the 

variables which Buchanan et a l (1976) used i n their A c t i v i t y Index, i t 

can be seen that the p r i n c i p a l component method described above produces 

a s i m i l a r kind of index. However, i n this case the weightings given to 

the i n d i v i d u a l variables are derived i n a much less a r b i t r a r y manner and 

represent a known relationship between the variab l e s . An i n t e r e s t i n g 

application of the A c t i v i t y Index was i t s use as an independent variable 

i n a regression model to predict journey-speeds i n London where a high 

correlation c o e f f i c i e n t of .81 was reported. The model has been used i n 

other transportation studies i n London and West Yorkshire. 

There are two further comments on Buchanan's index. F i r s t l y , the 

variables defining the A c t i v i t y Index lead to redundancy - since the sum 

of the percentages of land-use w i l l be 100% for a l l sections of roads. 

Secondly, six-minute sampling i n t e r v a l s were used when measuring the 

journey-times, and the mean journey-time within each sampling i n t e r v a l 

was treated as an independent estimate, whereas the sampling i n t e r v a l s 

for the A c t i v i t y Index (and the other independent variables used) were 

lengths of road. The use of each six-minute mean joumey-time as a 

separate independent variable Is incorrect because the model was 

intended to be used for predicting changes of mean journey-time between 

sections of road. If the o v e r a l l mean journey-time had been used for 

each section i t i s l i k e l y that d i f f e r e n t regression c o e f f i c i e n t s would 

have been obtained, and the correlation c o e f f i c i e n t would have been 

based upon fewer degrees of freedom. 
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The current study, using an index derived from factor analysis, avoids 

the l a t t e r two c r i t i c i s m s by the correct choice of va r i a b l e s . However, 

the choice of weightings i s a major weakness of any index unless there 

i s some fundamental underlying hypothesis on which i t i s based. Since 

factor analysis seeks to i d e n t i f y the in t e r - r e l a t i o n s h i p s between the 

variables and, i n this study, has found at least one factor which has a 

pla u s i b l e , recognisable and possibly causal l i n k with the variables with 

which i t i s associated, i t seems l i k e l y to lead to less subjective 

indices. Provided the samples have been c a r e f u l l y selected the 

underlying inter-relationships on which the factors are based are no 

less l i k e l y to be reproducible than any other empirical models. 

Furthermore the factors derived i n t h i s study can be e a s i l y checked 

since the variables do not change very rapidly i n time and many of them 

may remain constant for many years. 

The factors which have been used i n the regression models discussed 

above have each contained the effects of a l l of the variables to some 

extent. Furthermore, since rotated factors have been used some of the 

factor loadings were very small, and t h i s i s generally true for a l l 

rotated factor patterns. Consequently some of the variables have a 

ne g l i g i b l e effect on the factor scores and would not cause much change 

i n the factor patterns i f they were omitted. In the remainder of t h i s 

chapter various strategies for the elimination of p o t e n t i a l l y 

unnecessary variables from these models w i l l be discussed. 

A number of researchers ( J o l l i f f e (1972),(1973); Daling and 

Tamura (1970); Massy (1971); Mansfield et a l (1977)) discuss methods 

of omitting unnecessary variables from factor models used i n multiple 
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régression analysis. J o l l i f f e diseusses i n d e t a i l a number of 

stratégies which can be used for discarding variables and gives the 

res u l t s of tests carried out on both a r t i f i c i a l and r e a l data. The 

re s u l t s show that for a r t i f i c i a l data several réjection methods 

successfully discarded those variables known to be redundant. When the 

re j e c t i o n methods were used on r e a l data none was overwhelmingly 

superior to the others i n selecting sets of variables which provided the 

most meaningful régression models, when compared with régression models 

determined by the more common multiple régression procedure. 

Two of the stratégies described by J o l l i f f e use the methods of p r i n c i p a l 

components to aid the cholee of variables, and thèse stratégies are 

la b e l l e d B l and B2. Another method calculâtes the multiple corrélation 

c o e f f i c i e n t between each variable and the remaining variables, and uses 

th i s as the c r i t e r i o n for sélection or r e j e c t i o n ; this method he 

la b e l l e d A2. Methods Bl and B2 have been tested on the pooled data i n 

th i s study. In method Bl a p r i n c i p a l component analysis was carried out 

on the raw variables. The number of components having an eigenvalue 

greater than 1.0 was noted - i n this case, two - and this determined the 

number of variables to be retained. Then the variable having the 

hlghest corrélation with the least important component was eliminated. 

These processes of p r i n c i p a l component analysis and variable élimination 

were repeated several times u n t i l there were two remaining variables, 

r e s i d e n t i a l land-use (X4) and numbers of side-turnings (XT). The two 

p r i n c i p a l components were then rotated using the varimax method. A 

multiple régression analysis was then carried out using the normalised 

dépendent variables and the factor scores as the independent variab l e s . 

In method B2 raw variables were eliminated after the f i r s t p r i n c i p a l 
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component analysis by discarding those variables which had the highest 

correlation with components having eigenvalues less than 1.0» The 

remaining variables were r e s i d e n t i a l land-use (X4) and bus frequency 

(X3). A further p r i n c i p a l component analysis and varimax rotation were 

carried out on the two remaining raw variables, and the remainder of the 

analysis was i d e n t i c a l to B l . The results of these analyses are shown 

In Table 7.4. 

The following observations can be made on the results of these 

calculations; 

(a) the selection methods retained one variable In common, 

r e s i d e n t i a l land-use; (b) the range of the eigenvalues of the 

factors using two variables Is narrower than that of the factors 

with nine variables, this being expected since the two variables are 

the most independent of the o r i g i n a l variables; (c) although 

s i g n i f i c a n t multiple correlation c o e f f i c i e n t s were obtained these 

were of lower significance than those obtained by lin e a r regression 

analysis of the raw variables. 

Observation (c) would be expected since the p r i n c i p a l component analysis 

elimination procedures generated models which Included fewer variables 

than, and sometimes di f f e r e n t ones from, those which occurred i n a 

number of the most s i g n i f i c a n t linear regression models derived from the 

raw variabl e s . Furthermore, since the most independent variables were 

retained the rotated factors tended to be highly associated with one 

variable. Since factor analysis and p r i n c i p a l component analysis seek 

to f i n d evidence of factors associated with a large number of variables, 

i t seems i l l o g i c a l to discard a large proportion of the variables which 

113 



MULTIVARIATE ANALYSIS OF OFF-PEAK DATA 

provide Chat evidence. 

Thus, the p r i n c i p a l problem which has arisen i n using these methods of 

variable elimination i s that i n each case too many variables have been 

eliminated. This could have been caused by using a c r i t e r i o n for 

variable elimination which was too s t r i c t or using i t at an 

inappropriate stage. In these methods the number of variables to be 

retained was determined by the number of p r i n c i p a l components whose 

eigenvalues were greater than 1.0. However, i f we determine the 

eigenvalues of the factors (rotated components) i t w i l l be observed that 

they become more even than they were. For example, the eigenvalues of 

the f i r s t two p r i n c i p a l components were 3.59 and 1.51 but the 

eigenvalues of the factors were 2.59 and 2.51 i n the two-factor model. 

Thus, when a p r i n c i p a l component has an eigenvalue which i s j u s t less 

than 1.0, i f that component i s retained i n the model then, after 

r o t a t i o n , i t i s l i k e l y that a l l of the factors w i l l have eigenvalues 

greater than 1.0. If we now use this increased number of factors to 

determine which variables should be retained i t i s clear that fewer 

variables w i l l be eliminated and, possibly, different variables from 

those eliminated i n the two-factor model. In this data, the t h i r d and 

fourth most important p r i n c i p a l components had eigenvalues of -90 and 

.80 respectively, and so i t i s l i k e l y that after r o t a t i o n the 

corresponding factors would have eigenvalues greater than 1.0. Another 

disturbing effect of these elimination procedures was observed when a 

v a r i a b l e , which was highly correlated with joumey-time, was eliminated 

because i t was also highly correlated with an unimportant component. In 

this data, the variables X5 (shopping land-use) and XS (pedestrian 

crossings) were both eliminated, although both are highly correlated 
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with journey-time. A more appropriate c r i t e r i o n for r e j e c t i o n needs to 

be found so that the variables retained make a s i g n i f i c a n t contribution 

to the v a r i a t i o n of the factors* And, i f the regression models derived 

by regression analysis of the raw variables and of the factors are to 

have sim i l a r levels of s i g n i f i c a n c e , then the factors should r e t a i n at 

least the same number of variables as the regression models derived from 

the raw data. In general, the retained variables should be those having 

the highest correlation c o e f f i c i e n t s (factor loadings) with the f a c t o r s . 

Perhaps at this stage we should note that there exists an unresolved 

controversy on whether factor loadings or factor score c o e f f i c i e n t s 

should be used when interpreting factors. Some of the standard texts, 

see Cooley et a l (1971) and Kendall (1975), state that the factor 

loadings should be used for interpretation of factors. Whereas 

Harris (1975) gives the counter argument that factor score c o e f f i c i e n t s 

should be used for this purpose. These two a l t e r n a t i v e methods do not 

necessarily lead to the same conclusions. Furthermore, since some of 

the variable elimination strategies can sometimes lead to very few 

variables being retained, the p o s s i b i l i t y of misinterpretation becomes 

more l i k e l y . Whatever opinion i s held on Interpreting factors, the 

variables retained and t h e i r number can have a s i g n i f i c a n t effect on the 

l i n e a r regression models derived from the factor scores. 

In elimination process type A2 the multiple correlation c o e f f i c i e n t of 

each independent variable with a l l of the other independent variables Is 

f i r s t calculated, giving as many multiple correlation c o e f f i c i e n t s as 

there are variables. Then the variable having the highest multiple 

correlation c o e f f i c i e n t i s eliminated. J o l l i f f e argues that the 

variable which i s eliminated at this stage subtracts the least amount of 
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information because of i t s high correlation with the remaining 

variables- The process i s repeated with successively fewer remaining 

variables u n t i l the multiple correlation c o e f f i c i e n t s l i e below some 

l i m i t i n g value appropriate to a selected l e v e l of s i g n i f i c a n c e . The 

results are shown i n Table 7-5. This method of variable elimination 

resulted i n only two variables being retained - r e s i d e n t i a l land-use and 

numbers of side-turnings- These are the most mutually independent of 

the possible pairs of raw variables and t h e i r correlation c o e f f i c i e n t i s 

only .005. With these two variables, which are v i r t u a l l y independent, 

factor analysis i s irrelevant and multiple regression analysis of the 

raw v a r i a b l e s , with journey-time as the dependent va r i a b l e , can be used 

to produce a s i g n i f i c a n t model. But the r e s u l t i n g model only includes 

one independent variable - r e s i d e n t i a l land-use, and has a correlation 

c o e f f i c i e n t of .45. The inclusion of the variable "side-turnings" does 

not improve the correlation c o e f f i c i e n t s i g n i f i c a n t l y . Clearly the 

number of variables eliminated by method A2 can be altered by choosing a 

d i f f e r e n t l i m i t i n g value for the c o r r e l a t i o n c o e f f i c i e n t . In these 

re s u l t s a value of 0.19 was selected; with a sample s i z e of 99 t h i s 

c o e f f i c i e n t i s j u s t s i g n i f i c a n t l y d i f f e r e n t from zero at the 5% l e v e l . 

Additional variables could have been retained by choosing a higher l e v e l 

of significance but i t i s not immediately evident that a higher l e v e l i s 

j u s t i f i e d . I t i s clear that t h i s variable elimination procedure i s 

e s s e n t i a l l y a method of selecting raw variables to be used i n regression 

analysis, not i n factor analysis, since the implied independence of the 

remaining variables means that factor analysis i s inappropriate. 

From the r e s u l t s of the strategies tested so far no one method of 

elimination of variables appears to be c l e a r l y superior to the others, 
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or even to the use of stepwise selection methods i n multiple regression 

a n a l y s i s . This may be a res u l t associated with this p a r t i c u l a r data, or 

perhaps more stringent c r i t e r i a for r e j e c t i o n of variables were used 

than are j u s t i f i e d . But i n some of the methods the c r i t e r i a for 

r e j e c t i o n or acceptance are a r b i t r a r y , and t h i s does not give the user 

much confidence i n the methods. Furthermore, some of the methods always 

r e t a i n only one variable per factor and this can lead to too few 

variables being retained i f only a few s i g n i f i c a n t factors are evident 

i n the data. I t seems i l l o g i c a l to use the method of p r i n c i p a l 

components, which seeks to detect the presence of latent factors i n the 

data, and then to eliminate a large proportion of the variables which 

provide evidence of the factors. 

One other published method of variable elimination w i l l now be 

mentioned, that devised by Mansfield et a l (1977). This method combines 

an attempt to r e t a i n variables which maintain the simple structure of 

the factor patterns (see Appendix E) and provide the most s i g n i f i c a n t 

c o r r e l a t i o n with the dependent variable i n a regression analysis model. 

Moreover this i s carried out i n a single stage. The disadvantage Is 

that the method requires the use of complex matrix manipulation which i s 

very d i f f i c u l t to program. Consequently the present author has devised 

a two-stage process of variable elimination which t r i e s to achieve the 

same kind of result using standard computer programs. This process w i l l 

now be described. 

Kaiser (1958) argues that i f the factor patterns indicate that the 

variables are closely clustered then the factors can be defined with 

fewer variables with l i t t l e change i n the i r patterns. This he proved 
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a n a l y t i c a l l y for a two-factor model and demonstrated empir i c a l l y for a 

model containing several factors. By closely clustered he meant that 

each factor was highly correlated with a d i s t i n c t subgroup of variables. 

Close clustering of the variables i s evident in the results of this 

study and consequently the p r i n c i p l e established by Kaiser has been used 

to eliminate p o t e n t i a l l y redundant variables i n the factor models. This 

variable elimination process aims to preserve the important 

characteristics of the factor pattern, and hence the int e r p r e t a t i o n of 

the factors, but with fewer variables. A further objective i s to obtain 

a regression model having a high correlation between the dependent 

variable and the factors Included i n the model. The Important 

char a c t e r i s t i c s of the factor pattern which should be retained are the 

high loadings of the factors on some of the variables and i t i s these 

variables which should be retained. The proportion of the variance of a 

s i n g l e variable which i s explained by the factors i s expressed by the 

communality of that v a r i a b l e . Thus a low communality indicates that a 

variable has a low correlation with the factor s. Hence, i n this 

variable elimination process we w i l l eliminate at each stage that 

variable having the lowest communality with the rotated f a c t o r s . 

I n i t i a l l y the communalities were determined after a p r i n c i p a l component 

analysis and varimax rotation of the f i r s t two p r i n c i p a l components 

since these were the only ones having an eigenvalue greater than 1.0. 

At this stage the variable " t r a f f i c flow" was eliminated. A further 

p r i n c i p a l component analysis and varimax rotation were carried out on 

the remaining variables which led to the elimination of the variable 

"road width". At each stage the factor scores were generated and these 

were used as the independent variables in a multiple l i n e a r regression 
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analysis with normalised journey-time as the dependent v a r i a b l e . The 

r e s u l t s of these analyses are given i n Tables 7.6 and 7-7. The process 

was continued u n t i l only three variables remained, although i t i s 

probably desirable to r e t a i n a greater number of variables i n order to 

maintain most of the structure of the factors. 

Two a l t e r n a t i v e c r i t e r i a can be suggested for choosing the stage at 

which the variable elimination process i s stopped; (a) i f the 

elimination of another variable leads to a s i g n i f i c a n t change i n the 

factor pattern or (b) i f there i s a s i g n i f i c a n t reduction i n the 

multiple correlation c o e f f i c i e n t . The results of the multiple 

regression analysis of normalised journey-times with the factor scores 

derived from the rotated p r i n c i p a l components are given i n Table 7*8. 

The tables Indicate that (a) the factors r e t a i n t h e i r underlying 

patterns as the number of variables i s reduced; and (b) the multiple 

c o r r e l a t i o n c o e f f i c i e n t s of the regression models do not change 

s i g n i f i c a n t l y . In addition i t appears that the multiple correlation 

c o e f f i c i e n t s are influenced more by the number of factors used i n the 

models rather than the number of variables used i n specifying the 

fac t o r s . Using the c o e f f i c i e n t s and variables calculated by the program 

the regression models derived from factors can be written i n terms of 

the o r i g i n a l variables. This was carried out for the three-variable 

factor model and produced the equation given below: 

PJT = 1.19 + .0035X5 - .0028X4 + .0322XB 

R => .643; F = 33.8; Standard Error = .204 min. 

Multiple regression analysis of the same three raw variables gave the 
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following model: 

PJT » 1.11 + .0044X5 - .0017X4 + -0322XB 

R = .651; F = 23.2; Standard Error = .192 min. 

In thèse models i t can be seen that s i m i l a r corrélation and régression 

coeff i c i e n t s were obtained; however, using the normal methods of 

régression analysls the second model would not have been derived. Thls 

i s because i n stepwise multiple régression analysls, i f reasonable 

values of the test s t a t i s t i c are used, then the process ceases at the 

stage when XS, X5 and XB have been included i n the model . The 

res u l t i n g équation i s given by: 

PJT = .95 + .103XS + .0035X5 + .027XB 

R = .716; F - 33.3; Standard Error = .187 min. 

Using the si x - v a r i a b l e factor model, since this vas the two-factor model 

which produced the highest corrélation c o e f f i c i e n t and l e v e l of 

signi f i c a n c e , gave the following model: 

PJT = 1.16 - .0022X4 + .0024X5 + .0625XS 

+ .0049XB + .0042X3 + .0028XT 

R = .688; F - 43.0; Standard Error = .193 min. 

The corresponding li n e a r régression model i s i s given by: 

PJT » 1.05 - .0010X4 + .0029X5 + .1029XS 

+ .0321XB - .0001X3 - .0071XT 

R = .727; F = 17.2; Standard Error = .187 min. 

There are greater différences between the coef f i c i e n t s of the variables 
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in these two models than those using fewer raw v a r i a b l e s , and 

furthermore variables X4, X3 and XT would not have been included i n the 

l i n e a r regression models i f reasonable values of the test s t a t i s t i c s had 

been used. However, from an examination of the standard errors i t can 

be seen that s i m i l a r levels of accuracy are obtained by both models. 

Although the predictions of journey-time using models derived by factor 

analysis are no more accurate than those derived by conventional l i n e a r 

regression analysis, there are advantages i n using such models. 

F i r s t l y , the numerical values of the factors may be used to compare the 

c h a r a c t e r i s t i c s along different roads. Secondly, the use of such 

factors as independent variables in l i n e a r regression models j u s t i f i e s 

the use of a larger number of raw variables i n the predictive models, 

and these are therefore l i k e l y to prove to be more widely useful since 

the effects of a greater number of variables can be taken into account. 

Although the methods appear to be complex a number of well-known 

computer packages of s t a t i s t i c s programs include factor analysis 

subroutines and these are no more d i f f i c u l t to use than multiple l i n e a r 

regression subroutines. 

The factors are not d i r e c t l y measurable but are, nevertheless, 

reasonably consistent expressions of the numerical relationships between 

the raw variables. These factors can be used where fundamental 

th e o r e t i c a l relationships do not e x i s t , usually where the variables have 

been selected for their ease of measurement rather than that they occur 

i n some established hypothesis; this i s the case i n this study. A 

disadvantage of using such factors i s that there are no rigorous 

s t a t i s t i c a l tests for determining the correct number of factors to use 
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or the significance of the factor score c o e f f i c i e n t s , but there are 

sat i s f a c t o r y tests of significance of the factor loadings. Insofar as 

inter - r e l a t i o n s h i p s exist between the variables factor analysis seeks to 

f i n d evidence for them i n the data and i t i s i m p l i c i t i n the 

calculations that strong relationships are evidence of s i g n i f i c a n t 

latent factors* 
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CHAPTER 8 

SUMMARY AND CONCLUSIONS 

8.1 Joumey-Time/Flow Studies. 

Studies vere carried out of the relatlonships between journey-tlmes 

and c l a s s i f i e d t r a f f i c flows, pedestrian flows and turning vehicles on 

two roads i n E n f i e l d , the High Street and Southbury Road. Separate 

measurements vere made of the flows i n the two d i r e c t i o n s , two sets of 

data were collected i n the off-peak period and s i x sets during peak 

perioda. The durations of the studies varied between 32 and 90 

minutes and the basic sampling i n t e r v a l was one minute. I t was found 

that i n the off-peak periods no s i g n i f i c a n t relatlonships could be 

detected between journey-time and the other variables i n the two sets 

of data collected i n the High Street. Absence of journey-time/flow 

r ela t ionship s a t low leve1s o f flow have b een r epor t ed b y 

Wardrop (1952) and Dick (1966). 

Unless stated otherwise, i n the following discussion the variables 

t r a f f i c flow and and joumey-time bave been measured i n a single 

d i r e c t i o n . The separate effects on joumey-time of différent types of 

vehicles i n the t r a f f i c streams could not be is o l a t e d because most of 

the vehicles were cars. In a large proportion of the i n t e r v a i s no 

buses or motor-cycles were observed; thus i n any future studies much 
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longer Investigations w i l l be needed i n order to detect any effect of 

thèse vehicles, unless other sections are studied which are known to 

contain high flows of such vehicles. In the peak periods the r e s u l t s 

were found to be inconsistent. In the High Street s i g n i f i c a n t l i n e a r 

relationships were obtained between journey-time and u n c l a s s l f i e d 

t r a f f i c flow i n the southbound dir e c t i o n i n two of the evening peak 

periods. With the data aggregated into 5 minute sampling i n t e r v a i s » 

the corrélation coef f i c i e n t s were about .67 and the corresponding 

slope régression coefficients were about .25 minutes/vehicle/minute. 

The relationships for Southbury Road were much more varied i n t h e i r 

significance and the results depended upon the d i r e c t i o n of flow and 

whether the data was collected i n the morning or evening. For the 

eastbound direction of flow i n the evening peak period data there i s 

évidence of the turning-back effect i n the rela t i o n s h i p between 

journey-time and flow at high rates of flow, as reported by 

Rothrock ( 1957)• In the morning peak there i s évidence of a 

s i g n i f i c a n t l i n e a r corrélation between journey-time and t r a f f i c flow. 

For the westbound d i r e c t i o n the morning flows were Influenced by a 

t r a f f i c queue which developed at a pe t r o l s t a t i o n and no s i g n i f i c a n t 

linear relationship was obtained. The turning-back effect was évident 

i n thèse results and i n thèse circumstances the variations of 

journey-time canno t be related to the entry flow - see 

Branston (1976). In the evening a highly s i g n i f i c a n t l i n e a r 

relationship was obtained between journey-time and t r a f f i c flow for 

thls d i r e c t i o n . Thus this type of study appears to be s e n s i t i v e to 

short and longer-term changes i n the surrounding conditions and care 

should be taken i n the interprétation of data collected i n such cases. 
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Dlfferent regression co e f f i c l e n t s were obtained when the data was 

analysed In dlfferent slzes of sampling intervals In time* In cases 

where some degree of correlation existed i n the data, consistent 

trends i n the coef f i c i e n t s veré observed as the data was aggregated 

into successively longer sampling Intervals. The theoretícal model 

derived by Wright (1971) was found to provlde reasonable estimates of 

the regression c o e f f i c i e n t s for the longer sampling intervals based 

upon lagged s e r i a l and cross covariances i n the data collected i n 

one-minute sampling i n t e r v a l s . This observation was confirmed i n a 

number of samples and suggests a means of correcting r e s u l t s for the 

effects of dlfferent sampling intervals when comparing d i f f e r e n t 

studies. 

Curves having a discontinuity i n gradient (called "discontinuous 

models" i n this t h e s i s ) , non-linear regression models and combinations 

o f thes e have b een t es t ed on ea ch s ample. In genera1, th e 

discontinuous model f i t t e d each sample more closely than a single 

least-squares Une, but the closeness of f i t could not be tested by 

normal tests of si g n i f i c a n c e . A number of problems aróse when 

attempting to f i t non-linear discontinuous models* These problems 

occurred i n one of the models because of the need to use the logarithm 

of the transformed variables which could take negative valúes, and so 

th i s model had to be rejected» 

A queueing model whlch predicts the v a r i a t i o n of journey-time with 

variations of t r a f f i c flow was derived by Davidson (1966). In order 

to account for differences between different roads the model uses 

observed or estimated valúes of saturation flow, off-peak journey-time 
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and an empirical factor which varies with the surrounding conditions -

represented by the symbol J . This model has been found to give a 

sa t i s f a c t o r y f i t to the peak hour data collected i n t h i s study. The 

at t r a c t i o n of this model i s that i t has a t h e o r e t i c a l basis for i t s 

dérivation whereas many previous models have been e n t i r e l y empirical. 

The regulär trends i n régression co e f f i c i e n t s which resulted from 

using data aggregated into successively longer sampling i n t e r v a i s were 

also observed i n the results derived using Davidson's model. A 

th e o r e t i c a l argument has been presented which accounts for the trends 

i n saturation flow which were observed i n thèse r e s u l t s . The major 

advantage of this model i s that one équation may be used to predict 

journey-times over the t o t a l range of possible flows. I t has been 

shown that the relationship between joumey-speed and a number of 

variables which was derived by Wardrop (1968) i s s i m i l a r to Davidson's 

model. 

Some authors, see for example Guerin (1958) and Underwood (1960), have 

dlscussed the use of models which include concentration as the 

independent variable i n order to predict journey-times or jouraey 

speeds. In this thesls attention has been drawn to a fundamental 

weakness of such models which use concentration derived from flow and 

speed, or flow and journey-time per unit distance. Although high 

corrélation co e f f i c i e n t s are often obtained when the empirical 

relationships are derived, because thèse models must be rearranged 

before using them to predict journey-times or speeds, then much lower 

corrélation coef f i c i e n t s are found between the predicted and observed 

values. 
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The multivariate techniques of p r i n c i p a l component analysis and factor 

analysis have been used to explore i n t e r - r e l a t i o n s h i p s i n the data 

collected i n the High Street i n the evening peak period- The 

variables studied were those which had been treated as independent for 

the purposes of multiple l i n e a r regression analysis and these are 

stated at the beginning of this chapter • High correlation 

c o e f f i c i e n t s were observed between the "independent" variables t r a f f i c 

flow, turning vehicles and crossing pedestrians- Factor analysis has 

been used to determine a relationship between these variables and i t 

has been argued that t h i s can be used to define an Index of peak-hour 

a c t i v i t y . There was no evidence of a s i m i l a r kind of relationship In 

the off-peak data collected i n the High Street. 

8.2 Off-Peak Journey-Time Studies. 

The e a r l i e r studies of flows and journey-times i n off-peak periods 

Indicated that th e i r variations were uncorrelated and that there were 

differences In journey-times of t r a f f i c between d i f f e r e n t sections of 

road. In order to determine which factors influence the variations of 

journey-time between sections, an extensive series of roads i n the 

London Boroughs of Barnet, Enfield and Haringey were studied. The 

"off-peak journey-time" used i n this study i s the t o t a l journey-time 

less any delay at major intersections. The parameters which were 

investigated included: t r a f f i c flows, parked vehicles, delays at 

major in t e r s c t i o n s , variations of land-use, numbers of pedestrian 

crossings, numbers of bus stops, bus frequency, numbers of p r i o r i t y 

junctions and road widths. The studies were carried out over 44.5 

miles of single-carriageway roads divided into half-mile sections. 

127 



SUMMARY AND CONCLUSIONS 

After removing the effects of major intersections i t was found that 

the most s i g n i f i c a n t variables were numbers of pedestrian crossings, 

the extent of shopping land-use alongside the roads and numbers of bus 

stops. I t was found that variations of journey-time were not 

correlated with variations of flow between sections. Variations of 

roadside parking were not found to be s i g n i f i c a n t l y correlated with 

variations of journey-time. S i g n i f i c a n t relationships were found to 

exist between a number of variables which had been treated as 

independent for the purposes of regression analysis and so other 

methods of multivariate analysis were used. Factor analysis revealed 

evidence of a s i g n i f i c a n t factor associated with shopping and 

r e s i d e n t i a l land-uses, and numbers of pedestrian crossings* 

Variations of this factor were highly correlated with variations of 

journey-time. This factor can be regarded as an " A c t i v i t y Index" and 

i s s i m i l a r to the A c t i v i t y Index of Buchanan (1976). I t has been 

argued that the " A c t i v i t y Index" derived using factor analysis has a 

number of advantages over Buchanan's index* The " A c t i v i t y Index" 

derived by factor analysis has been used as the independent variable 

i n a l i n e a r regression model using journey-time as the dependent 

variable, and t h i s model has been shown to give predictions of s i m i l a r 

levels of accuracy as those derived by conventional multiple l i n e a r 

regression analysis of the raw variables. Factor models may prove 

more useful since the theory j u s t i f i e s the use of a wider range of 

variables than occur i n the multiple l i n e a r regression models. 

Some evidence has been found to indicate that s p a t i a l correlations 

between journey-times and a number of variables can give r i s e to 

differences i n regression coefficents i f investigations are carried 
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out on roads of différent lengths• Taking into account the e a r l i e r 

observation that changes i n time-based sampling i n t e r v a i s can give 

r i s e to consistent changes i n régression c o e f f i c i e n t s , thèse results 

suggest that some attempt should be made to standardise both time and 

s p a t i a l sampling i n t e r v a i s . Otherwise v a l i d comparisons of the 

res u l t s of différent studies may not be possible. The results of the 

peak-hour studies reported i n this thesis show that s i g n i f i c a n t 

relationships can be obtained using sampling i n t e r v a i s of f i v e minutes 

and, furthermore, the use of the model reported by Wright (1971) 

permits the results to be adjusted to larger sampling intervais i f 

thèse are required. The off-peak studies bave shown that s i g n i f i c a n t 

models of journey-time variations can be obtained using half-mile 

s p a t i a l sampling intervais but, because the models are l i k e l y to be 

used for sections of road of d i f f e r i n g lengths, d i f f i c u l t i e s i n the 

use of such models may occur i f s p a t i a l cross-correlation exists i n 

the data. 

The peak and off-peak studies can be seen to be li n k e d . The off-peak 

studies have provided a s a t i s f a c t o r y method of predicting 

journey-times, and the corresponding journey-speeds, at periods of low 

flows and thèse prédictions can be used i n other journey-time/flow, or 

speed/flow, relationships intended for use over a wider range of 

flows. In any such relationship the off-peak journey-time i s usually 

independent of the t r a f f i c flow. I t has been shown that thèse 

prédictions can be used i n Davidson's model, thus aiding the model's 

wider use. This model has the p o t e n t i a l to provide a widely 

applicable predictor of journey-times since i t permits the complete 

range of journey-times to be predicted from the same function. 
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Whatever models are used there should be some general agreement on the 

choice of var i a b l e s , the units i n which they are measured and t h e i r 

sampling i n t e r v a i s . 

8.3 Suggestions for Further Work. 

Additional work i s désirable i n a number of areas considered i n t h i s 

i n v e s t i g a t i o n . Promising results derived from the use of factor 

analysis on the peak-hour data to produce a peak-hour index suggest 

that this index should be given further study. In addition, i f the 

équation derived by Davidson (1966) to predict journey-times l s to be 

used more widely then more work needs to be done i n order to determine 

a r a t i o n a l method of measuring the factor J . Wright's model for 

predicting slope régression coef f i c i e n t s should also be subjected to 

further investigations, p a r t i c u l a r l y on c i t y centre roads where 

current speed-flow models are l i k e l y to be most inaccurate. On such 

roads where low average journey-speeds are l i k e l y to occur accurate 

prédictions are d i f f i c u l t to obtain because of the r e l a t i v e l y wide 

range of journey-speeds which are found i n practice. 

Because the data for the off-peak study was collected i n three 

adjacent outer London Boroughs there are s i m i l a r i t i e s i n the values of 

the variables of land-use and the other c h a r a c t e r i s t i c s . Hence, 

before wider application of any of the empirical relationships between 

journey-time and thèse c h a r a c t e r i s t i c s , further work needs to be 

carried out to investigate the nature of such r e l a t i o n s h i p s , i f any, 

i n some of the inner London Boroughs. The results are l i k e l y to be 

différent since journey-time per unit distance tends to be higher i n 
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SUMMARY AND CONCLUSIONS 

the inner London Boroughs. However, this may be largely due to the 

higher density of major intersections i n thèse areas, i n which case 

the results discussed i n this thesis should be applicable to thèse 

areas after an allowance has been made for the addit l o n a l delays at 

such intersections. 

Additlonal work i s necessary to determine whether s i g n i f i c a n t s p a t i a l 

cross-correlation exists between joumey-time along a section of road 

and the characteristics of other nearby sections. 

The methods of factor analysis could be applied to other areas of 

transport study since, as argued i n Chapter 5, thèse methods can deal 

with the problems of i n t e r c o r r e l a t i o n which occur frequently i n them. 

F i n a l l y , the methods have the potential to explore the effects of 

human behaviour i n many areas such as t r i p generation or accident 

studies• 
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Table 5.1 

Jouxney Time/Flow Study, Survey D e t a i l s . 

Location Date 
No. of 

1 Minute 
I n t e r r a i s 

Mean Flow 
(v eh/min) 

Mean 
J.Time 
(min) 

J . Time 
Sample (70) 

High Street 
S/Bound 17- 7.72 90 8.87 1.09 17 

Ditto 19. 7.72 90 9.78 1.76 24 

Ditto 13.11.72 32 8.10 1.11 71 

Ditto 22.10.73 42 9.40 2.38 83 

Southbury 
Rd. E/Bd. 19.10.73 80 15.80 1.43 45 

Ditto 
W/Bd. Ditt o 78 24.82 1.58 71 

Ditto 
E/Bd. 5.12.73 73 17.95 1.92 60 

Ditto 
W/Bd. Ditto 77 14.49 2.19 55 

(Continued overleaf) 
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Table 3.1 Cont/... 

Journey Time/Flow Study, Survey De t a i l s 

Location Date Methods Other Variables Remar ks 

High Street 
S/Bound 17. 7-72 

Beg. Nos. 
Manual & 
Automatic 
counts 

Vehicle types 
Turning vehs. 
Crossing peds. 
Opposing flow 
Green tinte s 

Off-peak 

Di t t o 19. 7 .72 Ditto D i t t o Peak 

Ditto 13.11.72 

Cine—photo-
graphy 
Manual 
counts 

Vehicle types 
Opposing flow Off-peak 

Ditto 2 2 . 1 0 . 7 3 Ditto D i t t o Peak 

Southbury 
Rd. E/Bd. 19 .10 .73 Ditto Ditto p.m. Peak 

Ditto 
W/Bd. Ditto D i t t o D i t t o D i t t o 

Ditto 
E/Bd. 5-12.73 Ditto D i t t o a.DL. Peak 

Ditto 
W/Bd. Ditto D i t t o D i t t o 

Ditto 
(includes e f f -
ects of p e t r o l 
s t a t i o n queues) 
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Table 3.2 

Linear Régression Analyses of High Street Data shoving the Corrélation and Slope Régression 
Coefficients for Sampling Periods of 1 Minute and 5 Minutes 

Date 
Sample 
Size 

1 Minute 
Intervals 

Me an 
J.Time 
(min) 

Me an 
Flow 

(Veh/min) 

Corrn. Coeff Slope Regn Coeff 
Remarks Date 

Sample 
Size 

1 Minute 
Intervals 

Me an 
J.Time 
(min) 

Me an 
Flow 

(Veh/min) 1 min 5 min 1 min 5 min 
Remarks 

17. 7.72. 90 1.09 8.87 .110 .351 .012 .204 Off-peak 

19. 7.72. 90 1.76 9.78 .251* .666* .051 .230 Peak 

13.11.72. 32 1.11 8.10 .009 -.405 .001 - . 0 2 0 Off-peak 

22.10.73. 42 2.38 9-40 .306* .686* .095 .272 Peak 

* S i g n i f i c a n t l y greater than zéro. 
The units of the Slope Régression Coeffi c i e n t are min/veh/min 

1 

j 
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Table 5.5 

Slope Régression and Corrélation Coefficients of the Relationships 
between Flov and Flov-Weighted/Unweighted Journey-Times f o r 
Southbnry Road, (westbound) 19.10.73-

Period of 
Aggregation 
(minutes) 

Weighted Mode1s Unveighted Models Period of 
Aggregation 
(minutes) Slope Corr. Coeff. Slope Corr. Coeff. 

1 .033 .352 .033 .352 

2 .064 .485 .065 .496 

3 .073 -521 .076 .535 

4 .097 .571 .100 -587 

5 .099 .652 .104 .672 

6 . -125 .674 .126 .681 

7 .128 .664 .132 .682 

8 .153 .680 .152 .683 

9 -135 .766 .140 -796 

10 .156 .694 .167 .736 

The units of slope are min/veh/min. 
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Table 5.4 

E f f e c t s of Changing Sampling I n t e r r a l a on Regression Equations 
between Journey-time and T r a f f i c Flow. 

High Street 1 9 . 7 . 7 2 . 

I n t e r v a l 
of Average 
(minutesì 

No. of Data Correlation 
Coeff. Regression Equation 

1 83 .251 Y = 1 ,253 + .051X 
2 44 .403 Y = .638 + . l l 6 X 
3 30 .506 Y = .126 + .168X 

4 22 .554 Y = - . 0 2 5 + .182X 
5 18 .665 Y = -.498 + .230X 

6 15 .651 Y = -.582 + .240X 
8 11 .604 Y = - . 4 7 0 + .227X 
10 9 .767 Y = -I . 3 9 9 + .322X 

High Street 22.10 .73. 

I n t e r v a l 
of Average 
(minutes) 

No. of Data Correlation 
Coeff. Regression Equation 

1 42 .306 Y = 1.486 + .095X 

2 21 .428 Y = .923 + .152X 
3 14 .562 Y = .126 + ,270X 
4 10 .541 Y = .324 + .212X 
5 8 .686 Y = .228 + .272X 
6 7 .745 Y = -1 .717 + -446X 
7 6 .761 Y = .880 + .353X 

8 5 .914 Y = -1.876 + .453X 
10 4 .826 Y = - .285 + .278X 
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Table 3.5 

Linear Regression Analyses of Southbury Road Data 

Date 
Sample 
Slze 

1 minute 
Intervais 

Me an 
J.Time 
(min) 

Me an 
Flow 
( v/min) 

J . Time 
Sample 

Correlation Coeff. 
Remarks Date 

Sample 
Slze 

1 minute 
Intervais 

Me an 
J.Time 
(min) 

Me an 
Flow 
( v/min) 

J . Time 
Sample 

1 min 5 min 
Remarks 

1 9 . 1 0 . 7 3 . 80 1.26 25.18 4 5 . 6 .097 - .002 E.Bound 
p.m.peak 

19.IO .73. 58 1.57 25.20 72 .354* . 6 0 0 * 
W.Bound 
p.m.peak 

5 . 1 2 . 7 3 . 73 1.92 17.95 60 .412* .737* 
E.Bound 
a.m.peak 

5 . 1 2 . 7 3 . 77 2.19 18 .00 55 - .136 - .353 
W. Bound 
a.m.peak 

* S i g n i f i c a n t l y greater than zero. 

Notes: See Table 3.2 

1 



Table 5.6 

Correlation Matrix of Variables Used i n Multiple Linear Regression 
Analysis - High Street, 19-7 .72 . (5 minute i n t e r v a l s ) 

Variables XI X6 X7 X8 Y 

T r a f f i c Flow (Xl) 1.000 -539 .668 .128 .666 

Pedestrians Crossing (X6) 1.000 .780 - . 4 7 4 .521 

Turning Vehicles (X7) 1.000 - . 1 2 6 .653 

Opposing Flow (X8) 1.000 -.111 

J ourney-t ime (Y ) 1.000 

Notes: Sample size 18 
Correlation coefficientrnumerically greater 
than .41 are s i g n i f i c a n t at the 570 l e v e l . 
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Table 1.7 

Multiple Linear Regression Resulta - High Street, 19.7.72. 

Independent Var. Multiple R Regression Equation 

XI, X6, X7, X8 .739 Y = .500 + .174 XI - .040 X6 + . I 6 9 X7 - 072 X8 

XI, X6, X7 .722 Y = -.428 + .143 XI - .002 X6 + .140 X7 

XI, X6, X8 .699 Y = .255 + .211 XI + .026 X6 - .042 X8 
XI, X7, X8 .732 Y = .212 + .160 XI + .124 X7 - .043 X8 
X6, X7, X8 .654 Y = .554 + .0002 X6 + .247 X7 - .010 X8 

XI, X6 .693 Y = - . 3 1 3 + .187 XI + .045 X6 
XI, X7 .722 Y ss -.435 + .143 XI + .143 X7 
XI, X8 .694 Y = .513 + .239 XI - .067 X8 
X6, X7 .653 Y .405 + .006 x 6 + .239 X7 
X6, X8 .543 Y = .178 + .120 X6 + .958 X8 
X7, X8 .654 Y = .556 + .246 X7 - .010 X8 

XI .665 Y = -.498 + .230 XI # 

X6 .521 Y 1 .225 + .103 X6 -x-
X7 .653 Y .387 + .247 X7 * 
X8 -.111 Y 2.361 - .372 X8 

* These models are s i g n i f i c a n t at the y/o l e v e l 



Table 3.8 

Lagged Sériai and Cross-Correlations between Flow and Journey-Time f High Street, 1 9 . 7 - 7 2 . (Peak Period) 

Lag ( i n t e r v a i s ) 

0 1 2 3 4 5 6 7 8 9 

Flow and 
Lagged J.T. 
Flow and 
Lagged Flow 

1.000 

.2^1 

-.074 

.262 

.116 

.140 

.165 

.171 

- . 0 1 2 

.174 

.285 

.017 

.036 

.046 

.215 

.072 

-.004 

.052 

- . 0 9 4 

-.141 

Journey Time 
and 

Lagged J.T. 
Journey Time 

and 
Lagged Flow 

1.000 

.2?i 

.800 

.316 

.670 

.388 

.£52 

.343 

.490 

.363 

•?77 

.36? 

.252 

.437 

.184 

• 308 

.154 

.298 

.067 

.153 

The underlined c o e f f i c i e n t s are s i g n i f i c a n t l y différent from zéro at the jfo l e v e l . 



Table 5.9 

Slope Régression and Corrélation Coefficients Predicted by Wright's 
Model Compared v i t h Values Calculated from the Aggregated Data 
Southbury Road, (vestbound) 1 9 . 1 0 . 7 3 . 

Period of 
Aggregation 
(minutes) 

Coefficients of 
Aggregated Data Predicted Coefficients Period of 

Aggregation 
(minutes) Slope Corrélation Slope Corrélation 

1 .033 .352 .032 .352 

2 .064 .485 .062 .483 

3 .073 .521 .082 .553 

4 .097 .571 .094 .584 

5 .099 .652 .104 .632 

6 .125 .674 .120 .667 

7 .128 .664 .133 .709 

8 .153 .680 .143 .740 

9 .135 .766 .150 .761 

10 .156 .694 .159 .787 

The units of slope are min/veh/min. 
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Table 5.10 

Maximum Values of Slope Regression and Corrélation Coefficients 
Predicted by Wright*s Modela. ( A l l Peak Period Data) 

Sample 
Max. Predicted Coef f i c i e n t Optimum 

Lag (Slope) Sample 
Slope Corrélation 

Optimum 
Lag (Slope) 

High Street 19. 7 .72 .384 .977 36 

High Street 2 2 . 1 0 . 7 3 .583 *1.015 40 

Southbury Rd (E) 19 .10 .73 NA NA NA 

Southbury Bd (w) 19 .10 .73 .169 .837 14 

Southbury Bd (E) 5 . 1 2 . 7 3 .420 -999 41 

Southbury Bd (w) 5-12 .73 NA NA NA 

Notes; 

1 . The resulta for Southbury Boad and marked NA vere not amen ab le to 
analysis because of the lack of l i n e a r corrélation between the 
variable s . 

2 . * This nnacceptable r e s n l t i a discussed i n the t e s t . 

3 . The data collected on the High Street on 1 7 . 7 . 7 2 . and 1 3 . 1 1 . 7 2 . 
are not included because the data vas collec t e d during off-peak 
periods. 

4. The units of slope are min/veh/min. 
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Table 5.11 

Maximum Slope and Corrélation Coefficients Predicted by Wright 1s 
Models. High Street, 1 9 . 7 . 7 2 . 

Basic 
Sampling 
In t e r v a l 
minute s 

Optimum Lag Maximum 
Slope 

Corrélation 
Coef f i c i e n t 

Basic 
Sampling 
In t e r v a l 
minute s Interval s Minute s 

Maximum 
Slope 

Corrélation 
Coef f i c i e n t 

1 36 36 .384 .975 

2 17 34 .377 .957 

3 12 36 .381 .966 

4 9 36 .407 .974 

5 7 35 .377 .966 

6 6 36 .390 .975 

8 5 40 .399 .962 

10 4 40 .365 .953 

The units of slope are min/veh/min. 
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Table 5.12 

Relationships between Jouxney-Times and Pseudo-Concentration, 
5 minute averages. 

Location 
Apparent Coefficients Actual Coefficients 

Location 
Corrélation F Corrélation F 

High St. 17. 7 .72 .909 71.5 .191 .57 
d i t t o 19- 7 .72 .956 169.7 .408 3.19 

d i t t o 13.11.72 .635 2.7 -.238 .24 

d i t t o 19.10.73 .973 105.3 .383 1 .03 

Southbury Rd. 
Eastbound 

19.10.73 
.932 92.3 .041 .02 

Westbound .976 256.3 .725 14.38 

Southbury Rd. 
Eastbound 

5.12.73 
-965 162.8 .755 15 .86 

Westbound .897 53.3 .245 .83 

The apparent c o e f f i c i e n t s were determined f o r the model 

T = AQ + A± (QT) 

The actual c o e f f i c i e n t s were determined for the prédictive model 

T = A0 
1 - A A Q 
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Table 4.1 

Combined Sum of Squares of Discontinuous Relationship betveen 
Journey-Time and Flow (5 Minute Averages), Higit Street, Total Data. 

C r i t i c a i Flow 
(veh/min) 

Combined Sum of Squares 
(min 2) 

Mean Square Error of 
predicted journey-time 

7.0 21.11 .449 

7.5 19.35 .412 

8.0 18.20 .387 

8.5 17.61 .375 

9.0 18.09 .385 

9.5 20.24 .431 

10.0 21.40 .455 

10.5 27.55 .586 

Table 4.2 

Combined Sum of Squares and Residual Squares of Relationships 
between Journey-Time and Me an Flow, High Street, Total Data. 

E 
(min
ute s) 

Discontinuous Model Least-Squares Model 
E 

(min
ute s) 

Minimum Me an 
Square Error 

Optimum 
Slope 

Mean Square 
Error 

Regression 
Slope 

1 .663 .056 .664 .056 

2 .575 .143 .577 .120 

3 .503 .225 .520 .175 

4 .427 .228 .447 .193 

5 .375 .268 -394 .237 

6 • 380 .438 .410 .282 

10 .169 .683 .289 .323 

Note: The slopes are expressed i n units of minutes/vehicle/minute. 
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Table 4.5 

Combined Sum of Squares and Residual Squares of Relationships between 
Mean Flow and Journey-Speed, High Street, Total Data. 

E 

(minutes 

Discontinuons Model Least-Squares Model 
E 

(minutes Minimum Mean 
Square Error 

Optimum 
Slope 

Mean Square 
Error 

Regression 
Slope 

1 28.8 No ûptm 28.8 - .252 

2 23-3 - .628 2 3 . 3 - .630 

3 20.4 - 1.35 21 .4 - .990 

4 18.5 - 2.18 19.8 - I - I 3 4 

5 16.8 - 1.28 17.2 -1.40 

6 17.2 - 2.21 18 .1 - 1 . 6 6 

10 9 . 0 7 - 4 . 0 5 13.4 - 1 . 7 6 

Note: The slopes are expressed i n mph/veh/minute. 

Table 4.4 

Discontinuous Regression using a Power Curve on High Street 
Combined Data. Relationship between Journey-Time and Flow. 

E 
(minutes A Vo Optimum 

Qk 
Mean Square 

Error 

1 -.370 .812 10.5 .600 

2 .000 .813 10.5 .545 

3 .104 .968 10.5 .468 

4 .380 .577 9.00 .388 

5 - . 1 2 9 1.039 10.50 .301 

6 - . 113 1.561 10.00 .179 

8 -.274 1 .077 11.00 .258 

10 -.017 1.359 10.50 .118 

Notes: Qk = C r i t i c a i Flow (veh/min) 
A = Power of the curve 
Vo = Intercept 
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Table 4.5 

Analysis oi High Street Total Data using Davidson 1s Travel Time Model 
to Prediet Journey-Times. 

(minutes) 
Optimum Values 

Mean Square 
Error (minutes) S (veh/rain) J t (min) 

Mean Square 
Error 

1 28 .5 .356 1 .30 .666 

2 22.0 .681 1.00 .575 

3 20.5 .818 -90 .515 

4 20.0 .772 -90 .440 

5 19.5 .837 . . 8 5 .425 

8 17.5 .980 .70 .328 

10 15-0 1 .313 .45 .213 

Notes: S = saturation flow, t = t r a v e l time at zero flow 
J = Davidson's constant 

Table 4 . 6 

Saturation Flovs - High Street using Davidson's, Poisson and Normal 
D i s t r i b u t i o n s . 

E 

(minute s) 

Flow parameters Saturation Flows i (veh/min) 
E 

(minute s) Me an 
(veh/int) Variance Davidson Poisson Normal 

(1) 

Normal 
(2) 

1 9.39 2 0 . 0 3 28 .5 19.0 22.1 2 5 . 2 

2 18.50 40.04 2 2 . 0 15.3 17.4 2 0 . 2 

3 27.80 6 0 . 0 5 2 0 . 5 13.7 15-5 18 .5 

4 36.85 80 .07 2 0 . 0 12.9 14.4 17.6 

5 46 .22 100.12 19.5 12.4 13.7 17.0 

6 55.66 120.14 19-0 12.1 13.2 16.6 

10 92.54 200.22 15.0 11.2 12.0 15.5 
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Table 5.1 

Correlation Matrix of Data Collected on 17.7.72. i n the High Street. 
(Off peak) 

XI = Southbound t r a f f i c flow 
X2 = Numbers of pedestrians crossing 
X3 = Numbers of turning vehicles 
X4 = Northbound t r a f f i c flow 
Y = Mean journey-time (southbound) 

XI X2 X3 X4 Y 

XI 1 - . 0 5 9 .343 .194 .223 

X2 1 .028 .236 .034 

X3 - 1 - . 1 0 6 .206 

X4 1 -.268 

Y 1 

Table 5.2 

Correlation Matrix of Data Collected on 19-7. 
(Peak Period) 

72 i n the High Street 

XI X2 X3 X4 Y 

XI 1 .539 ,668 .128 .665 

X2 1 .780 - . 4 7 4 .521 

X3 1 - . 1 2 6 .653 

X4 1 -.111 

Y 1 
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Table 5 . 5 

Eigenvalues and Percentage of Va r i a t i o n Explained by the P r i n c i p a l 
Components of Variables XI, X2, X3 and X4 : High Street. 

P r i n c i p a l 17.7.72. 
Component Eigenvalue $ age of var. Cumulative 

1 1.359 3 4 . 0 3 4 . 0 

2 1.247 31.2 6 5 . 2 

5 .895 2 2 . 4 
• 

87 .6 

k .498 12 .5 1 0 0 . 0 

P r i n c i p a l 1 9 . 7 - 7 2 . 

Component Eigenvalue fo age of var. Cumulative 

1 2.390 5 9 . 8 5 9 . 8 

2 1.176 2 9 . 4 8 9 . 2 

3 -296 7.4 9 6 . 6 

4 .137 ' 3 .4 100.0 
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Table 5.4 

Loadings on Tvo P r i n c i p a l Components i n the Peak Period, High Street, 
1 9 . 7 . 7 2 . 5 Minute Data, N = 18. 

Variable 
P r i n c i p a l Components Rotated Factors 

Communality Variable 
F l F2 F l F2 ' 

Communality 

XI .768 .501 .891 .216 .841 

X2 .924 -.246 .788 -.541 .914 

X3 .917 .155 .916 - . 1 6 0 .864 

X4 -.327 .917 -.002 -973 .947 

Table 5.5 

Effe c t s of Data Aggregation into Successively Longer Sampling Intervais 
on the Eigenvalues of the P r i n c i p a l Components, High Street, 19.7.72. 

E 
Eigenvalues Number of 

Data E 

FI F2 F3 ' F4 
Number of 

Data 

1 1.52 1.12 ,82 .43 83 

2 1.87 1.20 .59 .34 44 

3 2.04 1.20 .52 .25 30 

4 2.11 1.15 .49 .24 22 

5 2 .39 1.18 .30 .14 18 

6 2.37 1.04 .37 .22 15 

7 2.20 1 .19 .54 . 0 7 12 

8 2 .31 1 .25 .38 .06 11 
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Table 6.1 

Parameters Measured i n Journey-Time Study, E n f i e l d ( l 9 7 9 ) 
(Single-Carriageways Only) - 45 Sections. 

Parameter Var. 
Label Units Mean Minimum Maximum 

Hoad ¥idth X2 Feet 34.46 20.0 48.12 

Bus Frequency X3 Buses/Hr 11.40 3 24 

LAND-USE 

Residential X4 * 56.2 0 100 

Shopping X5 * 26.0 0 100 

Other 1* 17.8 0 90 

Pedestrian Crossings XS No. 1.27 0 4 

Side-Turnings XT No. 6.14 1 12 

Bus-Stops XB No. 4 .29 0 7 

Off-Peak T r a l f i c Flow XI1 Veh/Hour 1076 445 1760 

Parked Vehicles X12 No. 18.3 0 147 

Running Journey-Time Minute s 1.22 0 .72 1 .98 

Notes: The variable labels apply to the corresponding variables i n 
* Tables 6 . 2 and 6*3 and are used i n the models given i n 

Tables 6 .4 to 6 . 1 5 . 
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Table 6 . 2 

Parameters Measured i n Journey-Time Study, Haringey (1979) 
(Single-Carriageways Only) - 15 Sections. 

Parameter Units Mean Minimum Maximum 

Road Widtb Feet 34.60 27.56 41 .34 

Bus Frequency Buses/Hr 14.20 2.00 34.00 

LAND-USE 

Residential * 4 5 . 8 7 0 90 

Shopping * 2 5 . 0 0 83 

Other 1° 29.13 2 70 

Pedestrian Crossings No. 1.00 0 3 

Side Turnings No. 6.87 4 11 

Bus-Stops No. 4 . 6 0 1 11 

Off-Peak T r a f f i c Flow Veh/Hour 1148 697 2000 

Parked Vehicles No. 3 0 . 3 1 141 

Running Journey-Time Minutes 1.37 0 . 9 2 1.84 
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Table 6.5 

Parameters Measured i n Journey-Time Study, Barnet (1980) 
(Single-Carriagevays Only) - 39 Sections. 

Parameter Units Mean Minimum Maximum 

Road Width Fe et 33.55 2 0 . 0 50 .0 

Bus Frequency Buses/Hr 16.4 0 3 4 . 0 

LAND-ÜSE 

Residential 52.4 10 100 

Shopping * 2 2 . 9 0 80 

Other 2 5 . 3 0 75 

Pedestrian Crossings No. 1.00 0 3 

Side Turnings No. 8.97 2 16 

Bus-Stops No. 4 . 4 6 0 7 

Off-Peak T r a f f i c Flow Veh/Hour 979 388 1906 

Parked Vehicles No. 48 .3 0 152 

Running Journey-Time Minutes 1.20 0 . 8 8 1.66 

161 



Table 6.4 

Results of Linear Regression Analysis of Data Collected on Dual-
Carriageways i n E n f i e l d - 1978 (Sample Size - 15) 

Dependent Variable Model Multiple R Comments 

Journey-1 ime 
(Y) (minutes) Y = .615+.021X3 .485 Not 

S i g n i f i c a n t 

Running-speed 
(Z) (mph) Z = 46.0-,866X3 .447 Not 

S i g n i f i c a n t 

Table 6.5 

Regression Models: Single Carriagevay Data (N = 45) 

Dependent 
Variable Model Multiple 

R Comments 

Journey-Time 
(Y) (min) Y = 1.09+.178XS .736 Highly 

S i g n i f i c a n t (a) 

Y = 1.27+.145XS-.0027X4 .792 S i g n i f i c a n t 
at Vf> l e v e l (b) 

Y = 1.10+.138XS-.0028X4 
+.043XB .822 S i g n i f i c a n t (c) 

at 2.5J6 l e v e l 

Y = 1.12+.158XS-.0029X4 
+.O63XB-.010X3 (a) .843 S i g n i f i c a n t 

at Jfo l e v e l (d) 

Running-Speed 
(Z) (mph) Z = 27.8-3.08XS .686 Highly 

S i g n i f i c a n t 

Z = 24.6-2.51XS+.046X4 .738 S i g n i f i c a n t 
at 2 .5^ l e v e l 

Z = 28.0-2.35XS+.049X4 
-.869XB (b) .777 

S i g n i f i c a n t 
at 2.556 l e v e l 
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Table 6 . 6 . 

Régression Models: Single Carriagevay Data (N = 42), E n f i e l d 1979 

Dépendent 
Variable Model Multiple 

R Comments 

Journey-T ime 
(Y) (min) Y = 1.54-. 0054X4 .578 Highly 

S i g n i f i c a n t 

Y = 1.05+.153XS . 5 6 7 
Highly 
S i g n i f i c a n t 

Y = 1 . 3> . 1 0 3 X S - . 0038X4 .780 S i g n i f i c a n t 
at % l e v e l 

Burnii ng-Speed 
(Z) (mph) Z = 29.3-2.95XS . 5 2 7 

Highly 
S i g n i f i c a n t 

1 = 24.8-2. 1 3 X S + . 0 6 2 X 4 . 5 9 7 
S i g n i f i c a n t 
at Jfc l e v e l 

Z = 30.0 - 1 . 9 0 X S + .068X4 
-1.35XB . 6 6 7 

S i g n i f i c a n t 
at y/o l e v e l 

Table 6.7 

Corrélation Between Observed and Predicted Journey-Times and Running-
Speeds, Using Models Derived from the 1978 Data on the 1979 Data 
Collected i n E n f i e l d . 

Model 
Corrélation 
Coeffic i e n t 

Jo^ne^Time = 1.10+.138XS-.0028X4+.043XB . 6 8 7 

S Ï s p e e d = 28.0-2.35XS +.049X4-.86 9XB . 6 5 4 
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Table 6.8 

Regression Models: Single Carriageway Data, Haringey 1979» (N = 15) 

Dependent 
Variable Model Multiple 

R Comments 

Running-Time 
(Y) (min) Y = 1.0+.022X3 

Y = 1.07+.014X3+.004X5 

.806 

.844 

Highly 
S i g n i f i c a n t 

S i g n i f i c a n t 
at Jfo l e v e l 

Running-Speed Y = 26.17-.135X5 

Y = 12.5-,I6OX5+.413X2 

.718 

.780 
Highly 
S i g n i f i c a n t 

Table 6.9 

Comparison of Models Produced by E n f i e l d 1978, 1979 and Haringey 1979 
Data. 

Dependent 
Variable Model Multiple 

R Comments 

Running-Time 
(Y) (min) Y = 1.09+.178XS 

Y = 1.05+.153XS 

Y = 1.20+.155XS 

. 7 3 6 

. 5 6 7 

.449 

E n f i e l d 1978 
(N = 45) 

En f i e l d 1979 
(N = 42) 

Haringey 1979 
(N = 15) * 

Running-Speed 
00 (mph) Y = 27.8-3.08XS 

Y = 29.3-2.95XS 

Y = 26.3-3.14XS 

.686 

.527 

.516 

E n f i e l d 1978 
(N = 45) 

E n f i e l d 1979 
(N = 42) 

Haringey 1979 
(N = 15) 

* S i g n i f i c a n t at XQf/o l e v e l . 
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Table 6.10 

Corrélation Between Observed and Predicted Journey-Times and Running-
Speeds, Haringey 1979» Using Models Derived From E n f i e l d ( 1 9 7 8 ) Data. 

Model Corrélation 
Coeffi c i e n t 

Journey-Time = 1 * 1 0 + ' 1 3 8 X S " " 0 0 2 8 X 4 + • 0 4 3 ™ . 6 0 1 

Predicted _ 28 .0-2.35XS+.049X4-.869XB Running-Spe ed .565 

Table 6.11 

Régression Models: Single Carriagevay Data Barnet 1980 (N = 39) 

Dependent 
Variable Model Multiple 

H Comments 

Journey-Time 
(Y) (min) Y = 1,05+.0063X5 .696 S i g n i f i c a n t 

at Vfo l e v e l 

Y = 1.02+.0052X5+.057XS .726 S i g n i f i c a n t 
at y/o l e v e l 

Y = .862+.0O65X5+.O69XS 
+.002X4 .748 Ditto 

Y = .936+.0050X5+.053XS 
+.021XB . 7 4 4 

Y = 1.01+.0038X5+.0021X12 . 7 5 0 S i g n i f i c a n t 
at 156 l e v e l 

Y = 1.354+.0034X5 
+ .0038X12-, 012X2 . 7 9 2 D i t t o 

Journey-Speed 
(Y) (mph) Y = 29.6-.077X12 . 6 7 4 S i g n i f i c a n t 

at VJo l e v e l 
Y = 22.4-.111X12+.265X2 .723 Ditto 

Y = 23.2-.084X12+.240X2 
- .056X5 .751 

S i g n i f i c a n t 
at yjo l e v e l 
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Table 6.12 

Correlation Matrix - Barnet Off-Peak Journey-Time Study I 9 8 O . 

Od 
O* 

Journey-
Time 

Journey-
Speed X2 X3 X4 X5 XT XS XB XI1 XI2 

Journey-Time 1.000 -.984 .326 .351 - .379 .696 .505 .541 .279 .280 .691 

Journey-Spe e d 1.000 - . 3 3 0 - 3 5 5 .321 -.644 -.484 - .492 - .269 -.250 -.674 

X2 1.000 .694 -.388 .478 .448 .297 .415 .724 .748 

X3 1.000 -.236 .486 .433 .285 .381 .669 .596 

X4 1.000 - .675 -.228 - .509 -.053 - .327 -.523 

X5 1.000 .568 .526 .144 .464 .714 

XT 1.000 .347 .477 .289 .569 

XS 1.000 .145 .339 .516 

XB 1.000 .298 .317 

XI1 1.000 .500 

X12 1.000 



Table 6.15 

Linear Regression Models, Barnet ( 1 9 8 O ) Using Variables XS, X4 and 
XB only. 

Dépendent 
Variable Model Corrélation 

Coeffic i e n t Remarks 

Journey-time 
(Y) (min) Y Ä 1 . 0 7+ . 1 2 7 X S 

Y = 1 . 1 6 + . 1 1 0 X S - . 0 0 1 3 X 4 

.541 

. 5 5 4 

S i g n i f i c a n t 
at 5°/o l e v e l 

Journey-speed 
00 (mph) Y = 2 8 . 4 - 2 . 4 6 X S 

Y = 2 7 . 2 - 2 . 2 2 X S + . 0 1 9 X 4 

. 4 9 2 

. 4 9 9 

S i g n i f i c a n t 
at jfo l e v e l 

Table 6.14 

Corrélation Between Observed and Predicted Journey-Times and Running-
Speeds, Barnet 1980 Using Models Derived from E n f i e l d (1978) Data. 

Model Corrélation 
Coe f f i c i e n t 

Predicted _ x.10+.138XS-.0028X4+.043XB J ourney-Time .589 

S Ï s p e e d = 28.0-2.35XS+.049X4-.869XB .533 
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Table 6.15 

Regression Models of S p a t i a l l y Äggregated Journey-Time Data. Shoving 
Effects of Aggregation on the Coe f f i c i e n t s . (Pooled Data - N = 99) 

No of 
Äggregated 
Sections 

Model Correlation 
C o e f f i c i e n t 

1 Y = 1.09+.159XS 

Y = 1.06+.106XS+.0037X5 

.619 

.716 

2 Y = 1.03+.214XS 

Y = 1.01+.149XS+.0038X5 

.702 

-759 

3 Y = 1.10+.157XS 

Y = 1.07+.098XS+.0038X5 

.632 

.694 

4 Y = 1.05+.198XS 

Y = 1.01+.143XS+.0039X5 

.678 

.724 

5 Y = 1.05+.207XS 

Y = 1.03+.185XS+.0016X5 

.789 

.795 
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Table 7.1 

Factor Loadings Obtained by P r i n c i p a l Component Analysis and Factor 
Analysis of the Pooled Off-Peak Journey-Time Data» 

Three Rotated 
P r i n c i p a l Components 

Rotated Factors 
Derived by 

Factor Method 

Variable F l F2 F3 F l ' F2 ' F 3 ' 

X2 .068 .759 .181 . 0 9 9 .710 . 0 5 9 

X3 . 2 9 5 .680 .345 . 3 1 0 . 6 9 4 .198 

X4 -.847 -.101 .044 - . 7 6 0 - . 1 1 9 .081 

X5 .839 .183 .186 .841 .212 .095 

XT .008 . 2 3 7 .838 . 0 6 0 .287 .954 

x s . 7 3 6 . 0 3 6 .248 .617 .108 .177 

XB -.053 .674 . 3 0 0 .060 .495 . 2 3 1 

X l l .479 . 6 3 3 -.178 .411 .393 . 0 2 6 

X12 . 3 6 2 .225 . 6 7 6 .345 .401 . 2 9 0 

The following variable labels apply to Tables 7.1 to 7.8: 
X2 = Road Vidth 
X3 Off-Peak Bus Frequency 
X4 = Residential Land-use 
X5 Shopping Land-use 
X7 = Side-Turnings 
XS Pedestrian Crossings 
XB = Bus Stops 
X l l Off-Peak T r a f f i c Flow 
XI2 Parked Vehicles 
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Table 7.2. 

Correlation Matrix of Rotated Factors and Journey-Times for the 
Pooled Off-Peak Data. Factors Derived from P r i n c i p a l Components. 

BJT = Normalised Journey-Time 
BJS = Normalised Journey-Speed 

Variable BJT BJS F l F 2 F3 

BJT - .976 .639 . 1 9 6 .118 

BJS - .976 - . 5 8 2 - . 1 8 5 -.166 

F l .639 - • 5 8 2 0 0 

F 2 .196 -.185 0 0 

F3 • 118 -.166 0 Q 
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Table 7.5 

Most S i g n i f i c a n t Linear Regression Equations Between Factor Scores 
and Off-Peak Journey-Times/Journey-Speeds. Pooled Data. 

Models (a) and (c) used Factor Scores derived from P r i n c i p a l 
Components. 
Models (b) and (d) used Factor Scores derived from Common Factor 
Model. 

Dependent 
Variable Model Correlation 

C o e f f i c i e n t Remarks 

Journey-Time 
00 

Y = 1.26 + .169 FSl(a) .639 S i g n i f i c a n t 
at V/o l e v e l 

Jonrney-Time Y = 1.26+.191 FS1 (b) .655 S i g n i f i c a n t 
at Vfo l e v e l 

J ourney-Spe ed 
(z) 

Z = 24.8 - 2.96 FSl(c) - .582 S i g n i f i c a n t 
at Vfo l e v e l 

Journey-Speed 
<>> 

Z = 24 .8- .305 FS1 (d) - . 6 0 0 S i g n i f i c a n t 
at 19& l e v e l 
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Table 7.4. 

Variables Retained by Variable Elimination Processes Types B l and 
B2, and Results of Multiple Linear Regression Analysis of the 
Remaining Variables. 

Method P r i n c i p a l Component 
Analysis Multiple Regression Analysis 

Method Var. 
Retained Factor Eigen-

value s Model Corr. 
Coeff. 

X 4 F l 1.00 Y = 1.41+.0119XT 

B l .525 

XT F2 .,99 ~- .0045X4 

X 4 F l 1.29 Y = 1.37+.0669X3 
B2 .529 

X3 F2 . 71 - . 0 0 3 9 X 4 

Y = Journey-time (minutes) 
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Table 7.5 

Multiple Corrélation Coefficients of Each Variable with Remaining Variables, Variable Elimination 
Process Type A 2 - Off-Peak Journey-Time Study, Total Data. 

\ N o . of 
Variable ̂ \ Variables 
Label 

9 8 7 6 5 4 3 2 

X 2 .f>01 . 6 0 1 .538 .449 .443 .378 . 2 9 7 * 

X3 . 6 9 2 .683 * - - - - -
X4 . 7 0 2 .587 .579 .516 . 3 6 9 . 1 6 1 .147 . 0 0 5 

X5 .758 # - - - - - -
XS . 6 0 6 . 5 5 6 .547 .543 * - - -
XB . 5 2 5 .522 . 4 6 4 . 4 6 4 . 4 6 4 .447 * -
XT .584 .583 . 5 6 8 . 4 6 6 .409 .405 .264 . 0 0 5 

XI1 .558 .548 .537 -530 .494 * - -

X12 . 6 3 3 . 6 2 1 . 6 1 5 * - - - -

* Indicates variable eliminated at previous stage using maximum multiple corrélation c o e f f i c i e n t 
c r i t e r i o n . Coefficients greater than .20 are s i g n i f i c a n t at l e v e l . Multiple régression 
équation of journey-time with X4 and XT. Y = 1.43 - »0045X4 + .012XT. R = .524 



Table 7.6 

Commonalities of Nine Variables Based on the Factor Loadings f o r Two 
Botated Factors; Pooled Data. 

Variable 
Number of Variables 

Variable 
9 8 7 6 5 4 3 

X4 -727 .740 .750 .750 .835 .817 .834 

X5 .765 .785 785 .790 .813 .825 .828 

XS .557 .565 552 .583 # - -
XI1 .410 - - - - -
X12 .471 .517 .505 * - - -
XB .510 .510 .566 .637 .630 .819 .998 

X2 .505 .498 - - - -
X3 .649 .649 .616 .645 .673 .723 

XT .506 .510 .640 .613 .623 -

* Indicates variable eliminated at the previous stage. The variable 
having the lowest communality i s eliminated. 
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Table 7.7 

V a r i a t i o n of Factor Loadings of F i r s t Two Factors as the Number of Variables i s Reduced: Pooled Data. 

Variable 

Number of Variables Retained 

Variable 9 8 7 6 5 4 3 Variable 

F l F2 F l F2 F l F2 F l F2 F l F2 F l F2 F l F2 

X4 -.853 .015 -.860 --.005 -.866 .025 -.865 .043 -.913 .026 -.903 --.044 -.913 --.013 

X5 .853 .194 .860 .214 .864 .196 .870 .180 .879 .200 .885 .200 .903 .113 

xs .735 .127 .738 .144 .720 .182 .737 .197 - - - - - -
XI1 • 542 .340 - - - - - - - - - - - -
XI2 .380 .571 .414 .587 .434 .563 - . - - - - - - -
XB .016 .714 -.011 .714 -.005 .752 .028 .797 .045 .793 -.040 .904 .067 .997 

X2 .145 .696 .114 .696 - - - - - - - - - -

X3 .362 .720 .344 .729 .371 .692 .393 .700 .417 .706 .367 .767 - -
XT .029 .711 .038 .713 .026 .800 .040 .782 -.020 .789 - - -

Notesi Factor Ioadings greater than „28 or less than -.28 are s i g n i f i c a n t l y d i f f e r e n t from zero at the 99$ 
l e v e l . 



Table 7.8 

Details of Multiple Regression Models of Normalised Journey-Time and 
Factor Scores of Reduced Variable Models: Pooled Bata. 

Number of 
Variables Model R F 

9 BJT = . 6 5 5 F 1 + .177F2 .678 40 . 9 

3 BJT = .642F1 + .188F2 . 6 6 9 38.8 

7 BJT = . 6 3 5 F 1 + . 2 1 3 F 2 .670 39.0 

6 BJT = .65OFI + . 2 2 5 F 2 .688 43.0 

5 BJT = .580F1 + 0 2 3 6 F 2 • 6 2 7 3 1 . 0 

4 BJT = . 5 6 I F I + .282F2 .628 3 1 . 3 

3 BJT = . 5 9 2 F 1 + .251F2 .643 33.8 

Notes: BJT = Normalised journey-time. 

F l = Factor scores of factor associated with v a r i a t i o n s of 
land-use and pedestrian crossings (X4, X5 and XS). 

F2 = Factor scores of factor associated with va r i a t i o n s of 
bus frequency, bus stops and parked vehicles (X3» XB 
and X I 2 ) . 
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Map 3-2 Location Plan of Southbury ßoad Study S i t e . 
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FIGURES 

F i g . 4.1 The "Discontinuous" Linear Regression Relationship 

A = Assumed c r i t i c a l flow 

B = Mean journey-time f o r flows ¿ A 

C = Mean flow and journey-time for 
int e r v a l s when flow > A. 
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F i g . 5.2 Scatter diagram of Predicted and Observed Journey Times - Factor Model 





F i g . 6.2 
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APPENDIX D 

COMPUTER PROGRAMS 

Multiple l i n e a r regression analysis has beert used co a great extent in 

this study, including a number of transformations of the data where 

this has been considered to be appropriate. Program FOREG was 

available as a Standard program on the Honeywell computer which was 

o r i g i n a l l y used. This i s a program which carries out forward stepwise 

regression and uses selected values of F i n order to test for both 

inclusion and exclusion of variables at each stage. Various 

transformations of any or a l l of the variables are standard options in 

the program and i t i s possible to specify which variables may be 

selected for analysis. 

In order to carry out non-standard transformations or aggregation of 

data special programs were written and a number of these are described 

below. Düring the period of this research the Polytechnic purchased a 

new computer and consequently a period of time was needed to become 

familiär with the Operation of the new system and to a l t e r the 

necessary programs. 
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COMPUTER PROGRAMS 

Wich the new system came a powerful seC of s C a C i s t i c a l programs i n a 

su i t e called " S t a t i s t i c a l Programs for Socia l S c i e n t i s t s " and these 

vere used for much of the la t e r analyses such as factor and 

discriminant analysis. The author i s grateful to the University of 

Pittsburgh who have made this s u i t e a v a i l a b l e . 

Program SAMUL was wrltten i n order to aggregate Che data i n any 

specified number of adjacent sampling intervais and, except for mean 

journey-time, to express the variables as the average per minute; for 

example, flow was expressed i n vehicles/minute. Hence regression 

c o e f f i c i e n t s were always expressed i n the same units irrespective of 

the size of the sampling i n t e r v a i . The use of this program permitted 

the effects of such aggregations on regression and corrélation 

coeff i c i e n t s to be investigated. 

MAMUL was written to carry out a séries of aggregations si m i l a r to 

SAMUL but i n this case using overlapping moving-averages i n order to 

investigate the trends i n the data. The dépendent and independent 

variables can be aggregated over différent ranges i f desired. In some 

of the runs only flows were aggregatedcorresponding to the s i t u a t i o n 

where the variations of the dépendent variable were expected to be 

correlated with variations of the independent variable up to K 

intervais e a r l i e r , where K i s the number of intervais over which the 

independent variable was aggregated. The reason for using this 

définition of moving-average, rather than the usuai one of the 

moving-average representing the value at the midpoint of the range, 

was because i t was considered that journey-times of vehicles were 

possibly correlated with flows which had occurred e a r l i e r but were not 

correlated wich flows which occurred l a t e r . In practice some degree 
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COMPUTER PROGRAMS 

of corrélation may exist but this cannot be considered causal i n the 

sense implied i n thèse studies, that changes of flow cause changes of 

journey-time. A major problem of using overlapping moving-averages i s 

that adjacent values of each variable are correlated with each other 

after aggregation- The data corresponds to a smoothed time-series 

rather than random samples from a b i v a r i a t e d i s t r i b u t i o n . But to some 

extent this i s true of the raw data even i f no aggregation i s applied, 

the results of the s e r i a l and cross-correlation analysis discussed i n 

Chapter 3 i l l u s t r a t e t h i s . In any case, i n this study moving-averages 

have been used for descriptive purposes only. 

Program AUDSR calculâtes the lagged s e r i a l and cross-correlations 

between flow and journey-times. These calculations were carried out 

between - flow and lagged flow; flow and lagged journey-time; 

jouraey-time and lagged flow; journey-time and lagged journey-time. 

The calculations were carried out for lags between 0 and 10 minutes. 

Program AUQV uses the model derived by Wright(1971) to predict 

regression slopes and corrélation co e f f i c i e n t s for long sampling 

intervais from the lagged s e r i a l and cross-covariances between the 

variables collected i n one-minute sampling i n t e r v a i s . 

SACOR was written i n order to analyse alter n a t i v e discontinuous 

regression models of flow and journey-time having a single 

discontinuity i n gradient, see Fig . 4-1. As with program SAMUL the 

raw data may be aggregated over any desired number of sampling 

i n t e r v a i s . The program sélects a range of altern a t i v e points of 

discontinuity ( c r i t i c a i flow) between the observed l i m i t s of t r a f f i c 

flow. Below the c r i t i c a i flow variations of journey-time are assumed 
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COMPUTER PROGRAMS 

to be independent of flow and above the c r i t i c a i flow a lin e a r 

relationship i s assumed. Below the c r i t i c a i flow the mean 

journey-time corresponds approximately to the mean off-peak 

journey-time. Above the c r i t i c a i flow the linear relationship i s 

constrained to give the mean off-peak journey-time at the c r i t i c a i 

flow and to pass through the mean values of these variables above the 

c r i t i c a i flow. To permit comparisons to be made between the results 

of choosing différent positions for the point of discontinuity the 

re s i d u a i sum of squares and the mean squares are determined. The same 

s t a t i s t i c s can be used to compare the results with those given by 

conventional linear regression analysis. 

Program LLCOR carries out a discontinuous analysis using a power curve 

to define the relationship above the c r i t i c a i flow and to bave zero 

slope at the c r i t i c a i flow. 

Another program which carries out analysis s i m i l a r to the l a s t two 

programs i s program DAJ. This program investigates the use of 

Davidson's model for predicting the v a r i a t i o n of journey-time with 

flow. I n i t i a l values of off-peak journey-time are entered as well as 

the usuai data f i l e , the program calculâtes the approximate J factor 

and the mean square error of the predicted joumey-times. The values 

of off-peak joumey-times and saturation flows are a Iter ed 

incr ementally and new values of J and mean square error are 

calculated. One hundred pairs of values of saturation flows and 

off-peak journey-times are used and the output i s printed i n a table. 

The user inspects the table to determine the optimum value of J 

corresponding to the minimum mean square error. 
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COMPUTER PROGRAHS 

A number of other shorter programs have been written to carry out sotne 

basic calculations such as suramiiig variables and thei r squares, 

calculating régression and corrélation c o e f f i c i e n t s , and ca l c u l a t i n g 

predicted values of the dépendent variables. Thèse short programs 

were sometimes interconnected with larger ones where the processes 

were to be repeated. A i l programs were written to accept data i n the 

same standard format i n order to avoid restructuring data before 

ana l y s i s . 

F i n a l l y , the text of this thesis was produced by a document-editing 

program c a l l e d RUNOFF and the graphs were produced on a graph p l o t t e r 

controlled by a Hewlett-Packard 9810 programmable cal c u l a t o r . 
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APPENDIX E 

PRINCIPLES OF FACTOR ANALYSIS 

In Chapter 5 the s i m i l a r i t i e s between two multivariate techniques of 

analysis were discussed, these techniques were P r i n c i p a l Component 

Analysis and Common Factor Analysis and i n Chapters 5 and 7 applications 

of the techniques were considered. In this appendix t h e i r t h e o r e t i c a l 

p r i n c i p l e s w i l l be explained. 

E. l PRINCIPAL COMPONENT ANALYSIS 

P r i n c i p a l component analysis attempts to simpl i f y the data by finding a 

number of new variables, c a l l e d p r i n c i p a l components, which are 

uncorrelated and mutually orthogonal linear combinations of the o r i g i n a l 

v a r i a b l e s . Supposing that observations of p variables x have been made 

on N ind i v i d u a l s . The p new variables e w i l l be of the following form: 

P 

e; = £ *ik x ik 
k =1 

Almost invariably, the analysis f i r s t normalises the x's before 

continuing with the remainder of the process, using the following 
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PRINCIPLES OF FACTOR ANALYSIS 

rela t i o n s h i p : 

where z\ = normalised value of variable X J 

Xj = mean value of Xj 

Sxj = standard déviation of x j . 

For the e's to be uncorrelated then, 
P P 

Exp Ce- e- ) = Exp Z • z k Z l\™ Z f T 1 

J k=l m = i 

Hence: 
P 

k,m = i 

or p 

Z ''ik- *jm . rkm = 0 
k, m = 1 

where r ^ m = corrélation between x^ and x ^ 

since the x's are normalised. Assuming no r^m * s zéro, which i s usually 

the case, then we are imposing the condition that 
P 
£ *ik . *jm = 0 for i ^ j 

k,m = 1 

Since we require the components to be mutually orthogonal then 

Y l\k. l'un = 0 for k 4 m (1) 
k,m = 1P 

1?, = 1 for k = m (2) ik 
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PRINCIPLES OF FACTOR ANALYSIS 

Matrix notation i s more convenient for developing the basic theory 

Equation (1) can be represented thus: 

E = LZ 

where Z i s a column vector representing the Z's 

E is a column vector representing the e's 

L i s a (pxp) matrix of constants. 

Premultiplying (2) by L', the transpose of L, gives 

L'E « L'LZ 

but from (1) 

L'L « I, 

where I i s the i d e n t i t y matrix, and so 

Z = L'E 

Now considering the covariances of the e's, 

Exp(EE') = Exp(LZ(LZ)') 

= Exp(LZZ'L') 

Putting 

A = LZZ'L' 

A i s a matrix of the following type: 

à = 0 
0 
0 

0 0 

pj 
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PRINCIPLES OF FACTOR ANALYSIS 

since the e's are uncorrelated with each other. Now premultlplying by 

L' gives 

XX'L' = L'A 

This can be rewritten as 

(R - I)L' = 0 

Thus the values of X1 , \q etc are the eigenvalues derived by the 

solution of (3)« 

The functions e , e etc are the p r i n c i p a l components and thèse are 

usually l i s t e d i n descending order of eigenvalues since i t can be shown 

that the proportion of variance i n the o r i g i n a l data which i s accounted 

for by each p r i n c i p a l component i s proportional to the corresponding 

eigenvalue. 

E.2 COMMON FACTOR ANALYSIS 

The common factor model can be represented as follows: 

Z f j = C j I h,! + C j 2 h i 2 + ...+ C j p h i p + d j U,j. 

or p 

where z- = the normalised value of the j t h variable 

i n the Ith sample, 

hfk = the i t h value of the kth common factor, 

u jj - the i t h value of the unique (non-shared) 

factor associated with variable j , 

cjk = the weight assigned to the dependence of 

the j t h variable on the kth common factor, 
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PRINCIPLES OF FACTOR ANALYSIS 

dj = the weight assigned to the j t h unique 

factor. 

Thus the weights are si m i l a r to régression coef f i c i e n t s and determine 

the observed values of the variables. 

The model appears to be much less parsimonious than the p r i n c i p a l 

component model since I t involves p common factors and n unique factors. 

However, the unique factors are so l e l y intended to permit the unique 

variance to be eliminated from the relationships between the o r i g i n a l 

variables and the analysis concentrâtes on the common factor portion of 

the variables. The model represents the common proportion of each 

va r i a b l e by the factors hj and the unique portion by the unique 

va r i a b l e U j . Thus each variable may be regarded as having an élément 

pa r t i c u l a r to i t s e l f and separate from the common causal phenomena; 

a l t e r n a t i v e l y the residuals may be regarded as unique effects of the 

measured variables i n contrast to the common effects of the common 

factor s . The proportions of the v a r i a t i o n of each variable a t t r i b u t a b l e 

to each part are called uniqueness and communality respectively. 

In common factor analysis the techniques attempt to f i t p (less than n) 

factors to a set of n variables, such that the observed covariance 

matrix can be reproduced by 

(a) a p dimensionai covariance structure (derived from 

the common fa c t o r s ) ; and 

(b) a set of n error variances ( i . e . a diagonal 

covariance matrix). 
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PRINCIPLES OF FACTOR ANALYSTS 

Slnce the variance-covariance matrices are derived from normalised data 

the solutions are not affected by the varying scales of the o r i g i n a l 

data. Also the dérivation of a diagonal covariance matrix, mentioned i n 

(b), implies that the unique variables are mutually independent. 

In matrix notation the common factor model can be represented as 

foliows: 

Z = C.H + D.U 

where Z = matrix of normalised variables (n x N) 

C - matrix of common factor weights (n x p) 

H = matrix of values of common factors (p x N) 

D =* diagonal matrix of unique factor weights (n x n) 

U - matrix of values of unique factors (n x N) 

The term C.H can be considered as an approximation to the o r i g i n a l data 

i n a lower dimensionai form. The common factors may be intercorrelated 

or orthogonal and the analyst i s at l i b e r t y to choose which form of 

analysis i s most appropriate on "a p r i o r i " grounds. 

Since the variables have been normalised the covariance matrix i s 

id e n t i c a l to the corrélation matrix. This matrix can be partitioned i n 

a manner which r e f l e c t s the underlying structure of the common factor 

model, thus 

R = Rr + D1 D 
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'13 

31 

K2 

i n 
^ 3 

0 

0 

+ 

î n 

The terms i n the diagonal of R are the communalities of the measured 

va r i a b l e s , thèse being related to the common factor model as follows; 

h.s = c . , s + c * + . . . . + c . n
s 

J J l j2 jn 
The term d i s known as the uniqueness of the variable j . Thus the 

uniqueness and communality of a variable are related by the following: 

h.3 + d;2 = 1 
J J I t can also be shown that the matrix R can be written i n the form: 

Rr = C R h C 

where R^ i s the inter-factor corrélation matrix* For an orthogonal 

factor structure this i s an i d e n t i t y matrix- Thus the a n a l y t i c a l 

prob lem of common factor analysis i s to determine the factor pattern 

matrix which w i l l reproduce the reduced corrélation matrix R̂. . However, 

there i s one great d i f f i c u l t y and that i s the communalities i n the major 

diagonal of R r are unknown. For less than four measured variables 

t h e o r e t i c a l values of the communalities can be deduced, but for greater 

numbers of variables estimated values are inserted and an i t e r a t i v e 

procedure adopted i n order to determine the factor pattern matrix. 

After each I t e r a t i o n , the derived factor pattern ( c j ^ * c j 2 e t c ^ i s u s e <* 

to recalculate the communalities and a new factor pattern i s determined. 

The process i s then repeated u n t i l minimal changes occur i n the values 
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of the communalities between successive factor patterns. 

The matrix Rf can also be représentée! by: 

R r = S.C 

where S = C.R^ 

C = the transposed matrix C 

The matrix S i s known as the factor structure matrix and this indicates 

the corrélation between the factors and the measured variab l e s . If the 

factors are orthogonal the S and C matrices are i d e n t i c a l . Usually 

factor analysis produces matrices of factor loadings which are complex, 

with most of the variables being loaded on (correlated with) a large 

number of factors and making the factors d i f f i c u l t to Interpret. 

However, the pattern of factors which account for the Inter-corrélations 

1s not unique and i t i s possible to carry out l i n e a r transformations of 

the factors i n order to produce a factor pattern which i s easier to 

Interpret. This process i s known as r o t a t i o n , and i s intended to 

produce factor matrices with each variable loaded heavily on a few 

factors and i n s i g n i f i c a n t l y loaded on the remainder. This i s the 

condition which Thurstone (1965) c a l l s "simple structure". Thus an 

i n d i v i d u a i factor can be associated with the p a r t i c u l a r group of 

variables on which i t i s most heavily loaded and i t may be possible to 

i d e n t i f y the underlying nature of this association. 
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E.3 ROTATION OF AXES. 

A number of rotation procedures have been devised, such as Varimax by 

Kaiser(1958) and Quartimax by Carroll(1953); these are orthogonal 

rotati o n raethods- In addition, oblique factor rotation can be carried 

out wherein i t i s assumed that some i n t e r c o r r e l a t i o n between factors i s 

likely» but i n this case the analysis i s more complicated. The most 

widely used method i s Kaiser's method and this i s based on the p r i n c i p l e 

that factor patterns which are most ea s i l y interpreted bave either high 

or low factor loadings, and no intermediate ones. Such factor patterns 

have a high variance of the squared factor loadings and thus the 

c r i t e r i o n adopted i s to maximise this variance. 

The process of rotation can be most e a s i l y understood by using a diagram 

to demonstrate the method for a two-factor model. 

If there are n variables then the i n i t i a l factor pattern can be 

represented by a factor loading matrix Cl(n x 2)and the rotated factor 

pattern by the matrix C2(n x 2). Thus: 

C l = 

and: 

C2 = 

11 

21 

nl 

i i 

21 

nl 

12 

22 

n2 

12 

22 

n2 

In Fig E . l the points 1,2,3 ... n represent the co-ordinates of the n 

variables i n the domain of the two factors F l and F2, the rectangular 
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PRINCIPLES OF FACTOR ANALYSIS 

Fig. E . l . Vector Diagram representing the Principfe of Rotation of Axes. 

axes correspondtng to the two f actors. After r o t a t i o n the new axes are 

labelled GÌ and G2 and the co-ordinates of variable x 1 with respect to 

the rotated axes can be calculated from: 

X n ' - X!!, cosa + x 1 2 sina 

x 1 2 ' = - x i x sina + x 1 3 cosa 
In matrix notation, the appropriate transformation i s given by: 

C2 = C I . A 

where 

à « 

Each of the terms in C2 w i l l now contain terms of the type given by (1). 

cos a - s i n a 

sin a cos a 
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An easy introduction to factor analysis i s presented by Child(1970) and 

by Bennett et al(1976). For general reference and dlscussion of common 

factor analysis the following contain detailed discussions of the 

concepts and theoretical p r i n c i p l e s ; Harris ( 1975), Cooley and 

Lohnes (1971), O'Muircheartaigh and Payne (1977), Comrey (1973) and 

Horst (1965). Rotation procedures are also discussed by 

Schonemann (1966) and Rao (1955). 
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