A

THE LIBRANY
MIDDLESEX : CLYTECHNIC,
QUEZNI VAY, ENFALD,
MIDDLESEX EN3 43F



UNIVERSITY COLLEGE

TRANSPORT STUDIES GROUP

LONDON

SOME FACTORS AFFECTING JQURNEY~TIMES ON URBAN ROADS

A thesls submitted for the award of the Degree of Doctor of Philosophy,

University of Londen by

T. Hyde, BS¢, CEng, MICE, MIMunE, MIHE, ACIT.

April 1981

THE LIDRADY

MIDDL “7ZX DLYTUECHNIC,
QUEZ.L.Y NV, Thrl 7LD,
MIDDLESEX EN3 43F



. SITE ' MIDDLESEX |

(&\@'_ PCLYTECHNIC !
He | LsRARY

-

No. 18701896
Lo I3RE LGB Hiy

—

SPECIAL  Mthesi S
COLLECTION )
STQN

XS99 1R




ACKNOWLEDGEMENTS. !

I gratefully acknowledge the penetrating cotments and hglﬁfu;f;adviée
given by my tutor Mr. J.G.Wardrop, B.A.,F.5.S., Reaagf iﬁjfégffic

Studies, University College, London.

I am particularly indebted to Mesars. A.Wilderapin and K.Johnson,
laboratory technicians at Middlesex Polytechnic, for their
considerable assistance with the fieldwork and alao to my wife, Helen,
for her assistance with {fileldwork and analysis of cine-films.
Finally, I thank my employers, Middlesex Polytechnic, who aponsored

this research and provided laboratory facilities.



ABSTRACT.

Thia thesils discusses the results of two types of atudy, (a) of the
relationshipa between journey-time and traffic flow dering peak
periods on two sections of urban road, each about 0.4 miles iun length,
and (b} of relationships between journey-times and a nuwmber of
land-use variables over about 50 miles of suburban main roads 1In

off-peak periods.

The results of atudy (a) show that the moat aignificant relationshipa
occurred when the data was analysed using non~linear or two-regime
modela. In the latter case the two regimes were separated by a
criticel flow. Above the critical £low changes 1in flow were
correlated with changea in journey~time and below the c¢ritical £flow
the changes appeared to be random. Further evideunce 18 provided to
show thar the use of different sampling intervals can give rise to
different empirical relationahips with the same data. A queueing
model postulated by Davidson (1968) has been shown to gilve &
satisfactory agreement with the results of study (a). A model is
developed 1n this theaia which accounts £for cousistent changes in
saturation flow arising from the use of different sampling intervals
in Davidson’s model. Additionally, an empirical 1index has been
derived which reflects the changes in activity during the peak hour,

and journey-time is highly correlated with this index.

Study (b) shows that after the effects of major intersections have
been accounted for, journey~-time was significantly correlated with a
number of factors of land-use along the suburbau main roada which were
studied. Furthermore, a number of mathematical technigues have been

ugsed which permit the calculation of indices of the wvariation of the
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surrounding conditions and these techniques were shown to produce
robust and repeatable results. Journey-time was significantly
correlated with an Activity Index which was associated with a number

of land-use parameters.
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shown helow,

- Total Data (N = 99)
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Time Signi-
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CHAPTER 1

INTRODUCTION

This research is concerned with an investigation inte the effects on
journey-times and journey-speeds oun urban roads of a number of factors
which are expected to influence them, such as traffic flowa, pedestrian
flows, parked vehicles and adjacent land-uses. The choice betweeun
journey-speeds or journey-times as parameters for investigatiou is
discussed by the Bureau of Public Roads (1965). Journey~time is the
concern of the driver when planning a  journey, rather than
journey=-speed, and traffic eugineers must be able to determine
Journey—~times wheu assessing the beunefits of highway proposals or when
carrying out traffic assignment in transportatiou studies. Furthermore
journey-speeds are not additive over several sections of the same
jonruey  whereas journey-times  are. However, there are certain
advantages in studying jouruey-speeds since, uuder free-flow conditioﬁs,
the distributions tend to be symmetrical whereas journey-time
distributions exhibit a long positive "tail”. Thus assumptions of the
normality of distributious are more likely to be wvalid for
journey-speeds thaw journey-times and the accuracy of the predictions of

journey-speeds can be tested.
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INTRODUCTION

The fieldwork was carried out on a nucber of main roads in the London
Boroughs of Enfield, Baringey and Barnet and the details will be given
in a later chapter. Insofar as these roads are typilcal of roads 1in
urban areas then the results and conclusions may be expected to apply

elsewhere and where unique or wununsual effects occur these will be

identified.

The studies have been carried out in both peak and non-peak periods, the
major dliference between them being that in peak periods variations of
flow and journey-time may be significantly correlated whereas in

non-peak perlods the variationa are independent.

In the peak peried studies two sectionsa of recads in Enfield have been
investigated in detail. Data concerning journey-times, traffic flows,
turning vehicles, crossing pedestrians and traffic signal times has been
collected. The basic sampling period was a one-minute interval and some
of the important conclusions of the study are concerned with the effects
of different sizes of sampling period on the results when the data is

aggregated over succegsively larger sampling perilocds.

In off-peak periocds journey-times were found to be iIndependent of
traffic flows and consequently different types of studies were carried
out on these and other roads at these times. It is clear that If chere
are differences 1n journey-speeds on different roads 1in off-peak
conditions thean these differences must arise from varilations in the
characteristics of the features along the road such as the frequency of
intersections, pedestrian crossings, parked vehicles, adjacent land-uses
and, possibly, weather. Extensive studies have been carried out to

observe and measure these effects and the results will be discussed in
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INTRODUCTION

later chapters. Often it 1s not evident which varilables are likely to
be important and sometimes the variables measured may be acting as proxy
for the factors which may be most significant in influencing
journey-time. This posaibility was considered when the studies were
planned and the methods of analysls used were those which could take
account of theze effects. The study relies upon eatablighed methods of
multiple regresasion analysls 1n order to detect any predictive
relationsghips. In addition other methods of multivariate analyais have
been wused in order to deal with scome of the problema caused by
intercorrelations between the "independent" variables. Attention will
be directed to the use of transformations of data uaed in other stundies
which may be 1invalid becauze of intercorrelations  which these
tranzformations create. Problems caused by the lack of standardisation
of sampling perlods in different studies - for example, certain kinds of

blaa and difficulties in making valid comparisons -~ will alszo be

discussed.

It 1a 1implicit in this kind of research that great use muat be made of
computing facilities and some of the analyses carried out were only made
possible becanse of the new computing system which was installed at
Middlesex Polytechnic i1in 1977. The program packages wused and the
apecial programs written for this study are briefly described in

Appendix D to this thesis.

In order to place this study in perspective the next chapter reviews the
historical development of a number of theories about the factors
affecting journey-times and journey-speeds and the various empirical

studies which have been carrled cut. Such an historical review 1s also
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INTRODUCTION

useful in identifying gaps in the knowledge of traffic behaviour and to

comment on the methods and results of different studies.

18



CHAPTER 2

HISTORICAL REVIEW OF FLOW/JOURNEY-TIME STUDIES

Relationships between the fundamental parameters of traffic flow have
been of considerable interest to traffic engineers for many years.
Both theoretical and empirical relationshiﬁa have been poétulated with
varying levels of reliability in the resulting predictions.
Smeed (1949) reported the results of investigations into the
relationships between both running and journey-times of traffic and
flows on roads in Central London. On a number of roads of average
width 48ft a linear relationship was found between running aspeed and
vehicle flow with 2 maximum speed of 26.8 mph. The 2lope of the 1line
wag 0.73 mph/100 vph and this relationship was found to apply over a
range of flows from 370 to 1740 vph. In the same report the maximum
journey-speed was reported to be 25.3 mph and the regression slope was
0.81 mph/100 vph; the lengths of the routes 1Investigated wvaried
between O0.13 and 0.75 ﬁiles. The periods of the time sampling
intervala (for flow measurements) were not stated and it is 1likely
that these wvaried between sections since the moving—observer method
was used for collecting the data. A numbar of later studies, Rothrock
and Keefer (1957), Wright (1972), have shown that the use of different
sampling periode can  produce differences in the regression
coefficients and 1t is advisable to report the sampling intervais in

any such study.
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HISTORICAL REVIEW OF FLOW/JOURNEY-TIME STUDIES

Further results of investigations in Central London were reported by
Newby et al (1950) and Wardrop (1952) which applied to roads over a
wide range of widths and traffic flows. The results were expressed by

means of the following equation:

— _Q+430 .
vV = 31 Iw = B) ; or 249 mph

whichever is less,
where V = running speed (mph)
Q = traffic flow (vph)

w = road width (feet)

The results were algso represented graphically which shows more clearly
the nature of the relationship for typical road widths (see Fig 2.1).
In R.R.L. (1965) these results are shown as the basis for
capaclty-restrainaed traffic assignment and the equation will be

further discussed later in this chapter.

Rothrock and Keefer (1957) raport the results of an investigation into
the relationships between journey-time and entering traffic flow in a
congested street in Charleston; the investigation was concerned with
the measurement of urban congestion wusing an empirical index of
congestion calculated from total wvehicle occupation time. The basic
data was collected at both ends of the street and certain iantermediate
points along the section over a series of 6 minuta sampling intervals.
Ne reason was given for the choice of entering flow as abscilssa
although this could have been important since the length of the street
investigated included two interwediate cross-roads and a signal

controlled cross~road at the upstream end of the street. Edie (1963)
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HISTORICAL REVIEW OF FLOW/JOURNEY-TIME STUDIES

argues that the flow of a traffic stream should ideally be defined as
the aggregate distance travelled by all vehicles passing through a
space-time domain divided by the area of the domain. However, this is
a difficult measure of traffic flow to observe accurately and few
studies since 1963 (and none before) have reported unsing this measure
of flow. An interesting feature of Rothrock’s results was the
cbaervation of the turning back effect (see Fig. 2.2) on the
journey-time/fiow curves at certain times. This effect was postulated
by Greenshields (1952) and other authors -~ for example, sgee
Wardrop (1963) - although uaually the argument for the existence of
such an effect is made from the point of view of traffic flow and spot
apeed relationshipa. However, as will be argned 1later, this effect
may only be observable where congestion is caused at some intermediate
point and entering flow is affected, - see Branston (1976). One other
important feature of Rothrock’s results related to the present stundy
is the usze of alternative time intervals for displaying the results.
These were shown in graphs corresponding to time intervals of 6, 12,
18, 24, 30 and 60 minutes respectively and are reproduced in Fig 2.2.
The effects of different aggregations on average values of the
parametera were not discussed in that paper, although this kind of

aggregation can have a significant effect on the relationahips

obtained.

An intereating study was carried out by Guerin (1958) into the
relationship between traffic flow and journey-time in Washington
Boulevard, Chicago and Temple Street, New Haven. Elevated observers
measured vehicle jourmey-times and entering and leaving traffic flows
in the test sections. The data were collected in 1 minute sampling

intervals and aggregated in a number of different ways depending upon
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HISTORICAL REVIEW OF FLOW/JOURNEY-TIME STUDIES

the variable being aggregated and the traffic conditione during the
period being conaidered. When the travel time was less than 2 minutes
the mean traffic flow was defined as the average of the entering flow
during the previous 2 minutes and the leaving £flow during the
following 2 minutea. When the trevel time was greater than 3 miautes
the flow waa defined as the welghted aversge of the entering flow
during the previcva 3 winutes and the lesving flow during the
following 3 minutes. The flows in the 3 consecutive minute periods
were Welghted 1, 2, 1. Concentrations were aggregsted in a similar
WAY » The concentrationa were wmeasured indirectly by assuming that
concentration 1s equal to flow times average travel time. (This will
later Dbe called pseeudo~concentration d1n this report). High
correlationa were reported between journey-time and concentration
{0.94 and 0.93 respectively). The correlationa between journey-time

and flow were insignificant in both studies.

Underwood (1960) poatulates an exponential relationship between
space—-mean Speed and concentration. Data from two sites were used to
justify this hypothesis. As a result of these inyestigations 1t was
auggested that a generalised speed-volume dlagram could be used to
identify three aseparate zones of behaviour; a zone of normal flow, a
zone of wunstable flow and a zone of forced flow. No information was
provided on the practical methods or assumptione used i1in this study

and, as will be discussed later, these can have a aignificant effect

on the coaclusionsa.

An unusual study was vreported by Wardrop (1963) of experimental
speed/flow relations 1n a single lane. The experiments were carried
out on circular tracks of radii approximately 50 ft, 100 ft, 200 ft,

and 400 ft respectively and on a strsight track. In some of the
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BISTORICAL REVIEW OF FLOW/JOURNEY-TIME STUDIES

experiments the number of vehicles was fixed and they were driven as
fast as was comfortable, whilst on the straight the speed of one
vehicle was fixed and the others followed at minimum spacing. The
relationships between speed and £low indicated a certain degree of
agreement with those found on actual roads where speeds were
comparatively high and using the headway relationship quoted by Smeed
and Bennett (1949). The reletionship observed between speed and

concentration was similar to that postulated by Underwood (1960).

A flow/travel time relationship derived from queueing theory was

postulated by Davidson (1966),

- CJ
T = To + Tol_-C

where T = journey~time

To = journey-time at zero flow

C = ratio of arrival rete/service rate,
which is equivalent to the ratio
of arrival flow/saturation flow
J = delay factor (sometimes called Davidaon’s factor)

Davidson suggested the use of the factor J to account for some of the
differences between the multiple queueing situation which occurs omn a
finite length of road and the ideslised single~server queueing system
from which the model was derived. The wvalue of J can be varied
depending upon the type of road and the associated factors which give
rise to delay on that road. The model was tested against results
published by Irwin et al (1962) and Wardrop (1952). It is mnot.
possible to wuse linear regression to determine the sipnificant

constants In the relationship and a method of successive
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HISTORICAL REVIEW OF FLOW/JOURNEY-TIME STUDIES

approximatione was adopted in order to minimise the mean square error.
When plotted, the postulated curves were seen to fit the observations
gsatiafactorily for both asets of data. The analysis of Wardrop’s data
was more revealing because of the wider range of types of roads 3nd
traffic flows which were observed. The parameter J as calculated by
this process, varied inversely with road width. In cases where high
values of J apply even at relatively low flows significant increases
in journey-time occcur for increasing service rates.Thus the model can

describe observed conditions quite closely.

Cne of the criticisms levelled at Davidson’s model is that it predicts
that very. large journey-times will occur wher the traffic flows
approach the saturation flow, whereas in reality the flows may be
small when the journey-times become very large. Another difficulty is
that traditionsl queueing theory does not account for the space
cccupied by the queue. The queue could be assumed to occcur at the
downstream end of the link and the traffic flow measured at the
upetream end, but 1in short links the queue can extend for the full
length of the link. Sultable wvalues of the model parameters are
difficult to determine, the method of successive approximations has
been used by Davidson snd the use of the model has only been reported
in Australia. Tayloer (1977) reports a new method of estimating J
using the least-squares principle which may lead to greater use of

this model.

Speed/flow relationships 1in an wurban area were discussed Dby
Dick (1968) 1in a paper which reported the results of such studies in
Newcastle. The important contribution of this paper was that it
extended the studiea reported by Wardrop (1952) to take account of

differences in the surroundings through which the roade passed,
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although the results were limited because the roads were categorised
into only four groups. The groups were determined by considering two
major factors - number of parked vehicles/mile and number of major
intersections /mile. Journey-times were measured by driving a vehicle
round a route keeping pace with the general traffic flow. Traffic
flows were measured using a traffic counter 1n each section. No
details were givenm of the sampling intervals or the lengths of the
sections of road which were investigated. The results were shown in
several speed/density scatter diagrams using density (concentration)
derived by dividing the volume (flow) by the speed. High correlation
coefficients were reported for all of the roads but this is invariably
the caame 1f concentration is derived in this way and then used as an
"independent"” variable. No scatter diagrams of speed and flow were
shown although 1dealised relationships were displayed in a graph. The
results indicated that significant differences occurred between the

journey speeds on different types of road at times of low flows.

In a paper concerned with journey-speed and flow 1in central urban
areas Wardrop (1968) derived a semi-empiricsl formula relating
journey-speed to a number of characteristics of roads such as road
width, traffic flow, number of controlled intersections per mile of
road and the proportion of green-time. He  argued that the
journey~time per mile was composed of two parts, the running time per

mile and the delays caused by controlled intersections. Thusa:

_ 1
=g +FD

<\

where V = journey-speed (mph)

Vr = running-speed (mph)

23



HISTORICAL REVIEW OF FLOW/JOURNEY-TIME STUDIES

*

D = average delay per intersection (hours)

F = number of intersections per mile.

The values of running-speed were based on the results of
investigationsa previously reported by the Road Research

Laboratory (1965),

0.70+ 430
3w

v, =31

where Q = flow (pcu/hour)

W = carriageway width (feet)

It was shown that, for both vehicle actuated and fixed time saignals,
the reciprocal of delay at aignal controlled interaectiona varied
approximately linearly with degree of saturation over a wide range of

flows. -(Degree of saturation 3is the ratio of flow to saturation

flow). This is equivalent to;

b = __ji______
1-Q/LS

where B = constant

LS = abaolute capacity of intersection.

The resulting equation for journey-speed 1s;

1 1 N F
VT 31 -140-.024Q 1000 - 6.8Q
W W ™w

The formula asasumes that the differences between opposing flows on
two-way roads have no significant effect on journey-speed; thia may
be true at low flows but on roads where tidal flows occur the errors

may be significant at peak periods because of the large increase in
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delays at signal controlled iatersections. This equation i1is similar
to that of Davidson since both equaticns are composed of two terms,
one for journey-time at low flows and the other for delays at
intersections. Furthermore, the divisor in the delay term is

ideutical in both equatiouns.

The relationship between journey-speed and flow has been investigated
at several asitea on main roads in suburban areas by Freeman Fox sud
Associates (1972). The investigations were carried out om principal
roads and trunk roads over sections of about two miles; the
moving-observer method was used for measuriug journey-times aud £flows
were determined by simultameocus roadside couunts at 3 uwumber of
intermediate points. The data was collected on weekdays ouly aund
included details of adjacent land-uses, parked vehicles, degree of
access, pedestrisns, rise and £all, and curvature, 1ian additiou to
speeds and flows. The dats was classified for different road types
and vehicle types. The results of the luovestigations were not very
sétisfactory, 3 uumberbof multiple regression equatious being obtaiued
seversl of which had significant regressiou coefficients of the
"wrong" sign, for example, on omne toad the equatious predicted
increasea in jourmey-speed with increases in goods vehicle flow. The
wegther coundition variable (measured on a3 subjective severity scale)
gave reasonable sud consisteut results. Apart from this variable aud
the flow of light vehicles, the regressiou coefficieunts were stated to
be uunreliable, possibly because of the inter-correlations between the
explaunatory variabies. It was 1intended to obtain & separate
regression equation for each class of wehicle but this was abaudoned
and 3 Tresult for a standard traffic stream composition was obtasined.

The relatioua obtained are as follows;
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_ S(Q - 300
V = Vo + 1000
where V = journey-speed (kph)

o
i}

one=way vehicle flow (vph), per standard lane.

Vo is the "free gspeed', which 1is the speed of the stream when Q 1is 300
vph/lane. When it 18 dimpossible to measure Vo directly the report

suggests that the following equation should be used;

Vo = (5 + %) - 100 - .8) - .167(A - 27.5)

l

where D = proportion of dual carrlageway
I = number of major intersections/km

A

accessibility (number of accesses/km)

S, the slope of the equation, is given by:

S = -25 - 1.333(Ve - (50 + }—%)) - 300 - .8 - .4B - 65)

where B = proportion of roadside that is developed.

Theae equations explained 553% aud 62% respectively of the variance of

the depeudent variables.

High variability of the basic data collected in traffic studies can
cause the problem of ill-defined relatiouships, this is a particular
difficulty in studies of dual-carriageways. Duncan (1974) discusses
the results of such a study in which speeds were apparently not

affected by flows except at very high levels.

In recent years the most comprehensive paper to be writtemn on this
area of study was that of Branston (1976). This paper was concerned
with the measurement and formulation of link capacity fuuctioms, or

volume-delay curves, for use in traffic assignment procedures. In the
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firat part of the paper data collection methods were discussed and, in
particular, the inconsistencies which can ariase from the choice of the
poaition at which flows are measured and the length of the sampling
intervals used. He argued that if the downstream ead of the link had
a lower capacity than the upstream end, aod the entry flow exceeded
the exit capacity, them the link journey-time would increase aa
vehiclea were forced to queue 1o the link. The maximum journey-time
would correspond to the situation where the queue extended over the
whole Iipk and thus the entry flow would then be reduced to the
downstream capacity. The flow/journey-time relationship would show
the turning-back effect if the entry flow was used to derive the
relationehip but not if the exit flow was used. He concluded that the
turning-back effect obgerved by Rothrock and Keefer (1957) would only
be pronounced for short sampling intervals and 1f the data were
agpgregated over longer intervals the effect would become gradually
leas pronounced. He also stated that journey-speed flow relationships
should be measured under steady-state conditions, when entry and exit
flows are 1dentical. In general, if the entry flow remains constant
for aome period this can be regarded as a steady-state condition. For
a long Iink, where the exit queue does not reach the entry point,
flows should be measured at the exit point 1in order to aaseas the
effect of capacity constraiot on flow. The latter two relationships
may be difficult to apply to capacity-restrained assignment i1if the
agsigned flow exceeda capacity because the curves approach infinite
journey-times at capacity. The curves postulated by the Bureau of
Public Roads (1964) and Steenbrink (1974) were also discusaed. These
curves were criticised on the grounda that they require individual
calibratica for each application. There was a need for empirical

relationahips whose parametera could be defined by characteristics
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such as apeed 1limits, street widthe and traffic signal settings in
order to avoild extensive data collection. There appeared to be only
one example of such a2 model, namely that derived by Wardrop (1968),
this had a theoretical basis although part of the model was based on

empirical observations of traffic behaviour.

A paper by Bampfylde et al (1%78) describes the analysis of data
concerning speeds and flows of traffic 1in tunnels. The authors
identify the major difficulties of producing satisfactory
relationships since there are few examples of tunmels of significant
lengths and because traffic 1s sometimes constrained to travel in
apecified lanes without overtaking. Thus comparisons with other roads
may be invalid, although some comparisons were made with the results
quoted by Duncan t1974) and Freeman, Fox and Associates (1972). The
most obvious feature of Bampfylde’s results was the wide range of
scatter of the data for i1ndividual tunnels and the wide range of
regression coefficients between tunnels. The sampling periods were
glven as 5, 10 and 15 minutes for the measurement of flows and,
although it ig Ilikely that these were maintained comstant for all of
the atudies, it 19 not clear which sampling intervals were used to
derive the empirical relationships. WNeither was it satated whether
different 9ampling intervals led to identical relationships for each
tunnel. Although the differences 1in lengths of the tunnels were
noted, between 628 and 3138 metres,the effects which may be related to
differences in length were thought to be end effects or the reactien
of drivers to the proximity of side walls. The possibility of spatial
crosa—correlations in the data, comparable to the serial correlations
discussed by Wright (1971), was not congsidered. The authors concluded

that the considerazble differences in the results did not permit a
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separate relationship to be established for traffic flow in tunnels.

Duncan (1979) polnts out other dangers_ of mis-~placed confidence 1in
imﬁlied speed/flow relatiomships derived from apparantly well-defined
speed/concentration relationships. A set of spot-speed and mean
concentration data which had been collected over a period of 5 minutes
was analysed. This showed that estimates of saturation flow between
2230 and 3060 vehicles/hour could be obtained depending upon the form
of the assumed relationship between concentration and speed. However,
much of this variation could be attributed to an obvious dilscontinuity
in the apeed/concentration data and this might have been an wunusual
feature even for this particular 1location since the peried of
observation was short. This paper 1s a <valuable additiom to the
growing evidence of the inacceptabllity of transforming data from the
apace domaln to the time domain and vice-versa - see also
Welner (1974) and, in particular, Breiman (1972). The consequences of
this transformation will be discussed later in thils thesis using data

collected for thia study.

The investligations reported in this thesis commenced in 1972 and the
earliest iInvestigations were centred on the type of problem which was
important at that time -~ the relationships between journey-time and
traffic flow. Later studies were concerned with the relatlonships
between journey-times and a number of other parameters when it was
obgerved that wvarilations of journey-time and variations of flow were
not correlated in off-peak perlods. Some of the most recent papers
discussed ia this chapter have had some influence on the nature and
direction of the present studies and these papers will be considered
where relevant. In the next chapter the esarllest of the guthor’s

inveatigations will be describead.
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CHAPTER 3

FLOW/JOURNEY-TIME STUDIES

These studies were concerned with the detailed investigation of the
relationships between journey-times and traffic flows on two sections
of roads in Enfield. Similar studies were carried out on these roads
in peak periodas and between peak periods using identical methods and
these will be discussed in this chapter. The periods between the
peaks will be called off-peak periods in this thesis. A later chapter
will discuss other typea of off-peak' studies concerned with the

variations of jourmey-time between different roads.

3.1 SURVEY SITES AND METHODS.

Sites ‘

The first site 13 the section of the High Street, Ponders Eud, Enfield
between Southbury Road and Lincoln Road (see Map 3.1). The section is
530 yards long and each end is subject to traffic signal control. The
road has a moderate "S" bend which does not permit a coutinuous view
between the eunds. There are two intermediate i1ntersectiona and a
zebra crossing along the section. Parking is not permitted, but a
nunber of commercial vehicles stop to load and unload goods at the
numerous shops and other premises. There are two bus-stops serving
each direction. The average carriageway width is about 27 feet aund

varies between 24 and 36 Efeet. The mean off-peak journey-time of
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traffic on this road was found to be about 1.24 minutea and the

correaponding mean journey-speed was l4.6 mph.

The second site 1s a section of Southbury Road from a point sbout 100
yards west of the AlQ intersection to a bus-atop 20 yards weat of
Ladysmith Road, a distance of 880 yardas (see Map 3.2). This aection
has a moderate bend which prevents a continuous view between the ends
and there are silx Iintermedlate T-~junctiona on each aide of the road.
There 1a one intermediate bus-stop serving each direction. The
average carriageway wldth 1is about 30 feet and is practically constant
throughout the whole length. Both sides are mostly lined with houses
but there are a few shopa at the western end of the section, a petrol
station on the south side and a school on the north side. There is a
zebra crossing near the mid-point of the section. The mean off-peak

journey=-time 1is 1.05 minutes and the corresponding mean journey-speed

is 28.6 mph.

Methods

Table 3.1 gives the details of the surveys carried out at each of
these siteas. The first two surveys uaed a team of eight obagervers in
order to collect data. Journey-times were measured using the
registration number method at a theoretical sampling rate of 50%.
Classified traffic counta, green timea and cycele times, numbers of
pedestrians using the pedestrian crossing and numbers of vehicles

turning at the intermediate T-~junctions were also recorded.

The data were collected and recorded in one-minute sampling intervals.
Each observer used a syuchronised stop~watch for recording times. The
stop-watches were checked for inaccuraciea after each survey. Vehicle

times, measured to 1/100th of a minute, and registration numbers were

33



FLOW/JOURNEY~-TIME STUDIES

recorded on a portable tape recorder. After preliminary analysis of
the firat two aurveys 1t was decided that the regiatration number
method would not be aultable for measuring the journey-timea at higher
flow-ratea bhecause of the relatively low asampling proportiona which
were obtained. The proportiona of vehiclea whose journey-times were
measured 1in these two aurveya were 17% and 24% and in asowme intervals
no measurementa of Journey-time were obtained. Thia could have been
because either the vehiclea which paased did not have the required
digits, or occaaionally because of human errora or becausas nc vehicle

pasaed both observation points during these intervals.

Later aurveyq used the cine-photography technique for recording much
of the data at the ends of both sitea. It waa found to be
impracticable to aynchronise the film speeda exactly at the two points
but the need for this was avoided by aimultaneously recording the
frame numbers and atopwatch times of a number of easily 1dentified
eventa. A manual record of these times and a deacription of the
events were made and used later for calibration of the film play-back
in the laboratory. It was found too difficult to observe a atopwatch
on film, 20 a continuoua and aimultaneous film record of times was not
made. If this had been posaible the analyaia of the films would have
been aimplified. The filming rate which was used was 50 frames per
minute and thia gave about 80 one-minute samples of data from the
longest available film. After developing, the identifiable events
were located on the films and their recorded frame numbers were used
to determine a datum frame on each film. The analysis of the film was
carried out by setting the frame counter to zero on the projector when

the datum frame was projected.
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The analysias of each pair of films was usually carried out
simultanecusly 1in order to identify each vehicle. The corresponding
frame numbers were recorded at the appearance of a vehicle in frame
and converted later to elapsed time. The average time taken to
analyse a palr of films, each of 4000 frames, was about 50 hours. The
advantage of this method 18 demonstrated in Table 3.1 where much
higher journey~time sampling ratea are shown from the wuse of
cine—photography, with an overall sampling rate of 83% in one survey.

The average journey-time sampling rate of the cine-surveys was 63%.

3.2  ANALYSIS.

3.2.1 Prelimiuvary Analysis.

Preliminary analysis of the data was carried out to determine the
means, sStandard deviations and the ranges of the varlous parameters.
It was found helpful to plot the simultaneous cccurrence of flows and
journey-times on a graph with elapsed time as the ordinate. For 1
minute sampling Iintervals the scatter was substantial; for example,
for the data collected owm 29/10/73 the range was between 2 and 16
veh/min. In order to reduce the scatter and reveal trends 1in the
variables during perlods of observetion moving-average flows were
calculated using computer programs which permitted a choice of the
period of the moving-average. The effects on the relationships of
choosing different periods will be discussed later in thig thesis.
This swmoothing procesa 1s wvital if underlying trends are unot to be
obacured by the scatter of the data. Whether the moving-average
process should be carried out on the journey-time data is debatable,
since the journey-times used were already averaged over the number of
vehicles whose journey-times were measured in a particular sampling

interval. For the first -two surveys however, the journey-time sample
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was relatively small, 17% aund 24%Z respectively, corresponding to
averages of 1.5 and 2.4 vehicles whose journey-times were measured In
each one minute interval. The later surveys, using cine-photography,
provided journey-time deta which was much more reliabie, and much less
variation was observed between wmean journey-times for adjacent

intervals.

Figures 3.1 to 3.4 show elapsed time plots of 5 minute moving-average
flows and 1 minute mesn journey-times for the High Street and
Southbury Road. They each indicate a different feature of the trends
in the data. Fig. 3.1 reveals apparent periodicity with two major
peaks in both journey-time and flow and a minor one in flow at
approximately 30 mwminutes separation which may be caused by employees
leaving different factories at particular times. Similar answers were
obtalned using moving-average flows calculated over a series of
periods between two and ten minwtes. Fig. 3.2 shows the data for
Southbury Road (E/Bound) on 19/10/73 and iudicates unexpeéted negative
correlation between journet-time and flow for the first 50 mibutes.
Fig. 3.3 shows a steady increase in each of the variables in the
morniong peak in Southbury Road (E/Bound) with high values at the eud
cf the period. Fig. 3.4 represents the data for Southbury Rocad
(W/Bound) for the morning peak pericd on 5/12/73, showing a distinct
peak in the mean journey-times, caused by the queue which developed at

a petrol statiom.

3.2.2 Regression Analysis and Significant Correlations

The following linear regression amnalyses have been carried out:

L. Between journey-time aund total flow

including log transformation, power
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curves and serial correlations.

2. Between journey-time and classified
flows.
3. Between journey-time and total flow,

turning flow, pedestrians crossing

and total opposing flow.

Linear Regression Analysis

The results of the regression analysis of Jjourney-time on entering
traffic flow in the High Street are shown in Table 3.2 and a scatter
diagram for the results collected on 19/7/72 is shown 1in Fig. 3.5.
During the off-peak period the correlation coefficients were not
significantly different from =zero whereas 1n the ©peak period
significant correlation coefficlents were obtaiﬁed. The long-term

mean flows were similar for both periods.

The data 1n all of the studies have been aggregated over successively
longer sampling intervals and the journey-rimes and flows, expressed
in vehicles/minute, were then subjected to further linear regression
analysis. Tables 3.4 and 3.5 illustrate the effects of this
aggregation on the correlation and regression coefficients. The slope
regression coefficlents e¢an be seen to lncrease conslstently with
increasing periods of aggregation in most samples of peak period data.
These changes of the coefficlents were predicted by Wright (1971):
they can be observed omly 1f a significant degree of serial
correlation exists between journey-time and flow for the longer

periods of lag. Thus, these changes are evident in the data collected
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in the High Street on 19/7/72 where journey-times were significantly
correlated with flowe occurring up to eight wminutes earlier. They
were not observed inm the data collected in the off-peak period on
17/7/72 (see Table 3.3), where the slope regression coefficients can

be seen to vary ﬁaphazardly with changes in the period of aggregation.

It is possible that random variations of flows and journmey-times in
small sampling intervals may be of such a scale as to hide emall
aystematic changes in journey-time. The data collected in the High
Street im 1972 1is particularly prone to this effect because of the
small samples of vehicles whose journey-times were measured. However,
the data collected on 22/10/73 also demonstrates the progreasive
changes in the values of the correlation and regression coefficlents
as the data 1a aggregated and in this data the journmey-time sample was
83%. Since such differences are evident between the coefficients for
data aggregated over different sampling intervals within the same
study, such differences are also likely to arise between the results
of different studies wusing different sampling intervals even when
other factore are similar. Thus the satisfactory comparison of the
results of different studies may be difficult to achieve, whenever
different sampling intervals have been used. A further difficulty may
arise In studles where little or no control is exercilsed over the size
of the sampling intervala, for example, in studies where the
moving-observer wmethod 1a used for measuring flows and journey-times
and, 1n effect, short sampling intervals are used. In such studies
any real variation im the relationshipas between different roads may be
obscured by wvariations generated by differences 1in the size of

sampling intervals.
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The trends in the values of the slope regresaiou coefficients observed
in these studies are discussed by Wright (ipid), who considers the
cauges of these trends in some detalil. The effectas are asserted to
arise as a result of two processes which he calls Bias Types 1 and 2.
Bias Type 1 arisea because the measures of journey-time or
journey-speed in an interval are normally weighted according to the
flow in that interwval. When data are aggregated In adjacent intervals
the mean flow 1s conventiomally the arithmetic mean of the flows in
the small sampling intervals, whereas the mean jJjourney-time 413 the
weighted mean of the journey-times in the small gampling intervals.
Thus the overall mean journey-time in the longer sampling intervals is
bilassed towards the mean journey-time of the intervals in which the
highest flowa occurred. Wright concluded that this effect may not be
important and, in any case, it can be eliminated if unweighted mean
journey-times are used. Bias Type 2 arises out of the serial and
crosa-correlations between the wvariables in adjacent intervals. In
the present study the change in the slope regreasion coefficlents as a
result of aggregation has been found to be gignificant even when
unweighted journey-times are used, as was previously shown by Wright.
Thus the éreateét effect of apggregation is to give rise to Bilas Type
2, and thie is shown in Table 3.2a where the coefficients for models
using beoth weighted and unweighted samples of mean journey-time are
compared. These results suggest that 1if two studies are being
compared then the sizes of the sampling intervals should be equal. If
different sampling intervals are uased Bias Type 1 cannot be eliminated
from the study having the larger sampliug intervals and Bias Type 2
exiata in both sets of results. Even if studies having equal sampling
intervala are compared it is not evident that Biaa Type 2 will have

equal effects iu both sets of results.
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Linear regression analysis of the various samples of data collected on
Southbury Road has also been carried out and these results are
summariged in Table 3.4. The results for this road are much more
difficult to assess. For the eaatbound rcraffic flow significant
linear relationships were obtalned between flow and mean journey-time
for the morning peak but not for the evening peak period. For the
westbound flow algnificant relationships were obtained for the evening
peak pericd but the results for the morning peak were influenced by a
queue which developed at a petrol station. The data was collected
during the 1973 fuel crisis and the gqueue developed about 8-30 am when
the petrol station opened. The scatter dlagram for the latter sample
is .shown in Fig 3.6 with a parabolic curve drawn through the poiunts
which reproduces a turning~back effect which has ﬁeen postulated for
the theoretical speed-flow relationahip - see Smeed (1949). The
turning-back effect in this case i{a caused by the reduction in
capacity ariaing out of the congeation near the petrol station. This
effect ia even more proncunced in the eastbound data collected on
19/10/73, aee Fig.3.7, and waa probably caused by delays at traffic
signala beyond the end of the survey section. These results tend to
coufirm the argument presented by Branston (1976) that such an effect
will only be observed when the entry capacity exceeda the exic
capacity for a particular link and then only if the sampling interval
is'small enough to detect relatively rapid changes in flow aund
journey~time. That 1is to say, when the sampling interval is much
shorter than the period of time for which the entry flow exceeda
capacity. Any phenomenon which relies for its observation on the
selection of a particular survey point may not be representative of
the behaviour over an extended section of road aud this is perpetually

one of the major difficulties for investigators of speed-flow
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relationships aince some 1investigators have chosen to collect thelr
data at a point. However, since there will continue to be a need to
provide some means of predicting traffic speeds in asaignment models
then speed-flow models derived from point observations are likely to
be used. More reliable models might be obtained using the definitions
of flow and apeed defined by Edie (1963} =~ £low 1a the aggregate
distance travelled by all vehicles passing through a space~time domain
divided by the area of the domaln and speed 1s the aggregete distance
travelled divided by the aggregate time speat travelling. Thus the
inaccuracles arising in speed-flow models derived from point
measurements of flow might be avolded using the flow as defined by
Edie, but the problems of data collection could be insurmountable in

some ¢lrcumstances.

If Branston’s assertion 1s accepted then the journey-time/flow
characteristics in a link will be governed by the point having the
lowest capacity. In this case a significant relationship could be
obtained but it may not be linear if the data has a wide range of
valuea. The departure from linearity can be detected by examining the
residnals derived £from a2 linear regression model. In this study an
examination of the residuals of the linear regression model indicates
that curvilinear or two-regime models may be more approprilate, see Fig

3.8. Examplea of models of these types will be discugsed In a 1later

chapter.

3.2.3 Multiple Regresaion Models.

Multiple regression analysis of the traffic flow, subdivided into
vehicle classea, has been carried out on the data collected in the
High Street on 19/7/72. The correlation matrix reveals that this

subdivision tends to reduce the significance of any relationships
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between vehicle flow and mean journey-time since only the flow of cars
showa any significant correlation and the coefficient 1s less than
that between total flow and journey-time. No significant wmultiple
regression models were obtained using traffic flows subdivided into
vehicle classes because of insufficient variations 1in the variables

lorries, buses aud motor-cycles.

In addition multiple regression analysis has been carried out wusing
four "ipodependent"  variables, namely; total flow, number of
pedestrians using the zebra crossing, numbers of vehicles turning at
the iotermediate junctions and total opposing flow. The correlation
matrix is shown in T2ble 3.6, where the data has been aggregated over
intervals of five minutes. Similar results were obtained with the
data aggregated over other periode although, 1like the regression
coefficients, the correlation coefficients display consistent trends
as the date is aggregated over successively louger sampling intervals.
The table reveals that the pedestrians crossing and the turning
vehicles could each be 1included inw a separate linear regression
equation with wmean journey-time having a level of significance similar
to that between total flow and mean journey-time. The table =zlso
shows that these two  variables and total flow are highly
intercorrelated. The full raunge of possible multiple linear
regression equations and their coefficients are given in Table 3.7.
The equations marked with an asterisk have correlation coefficients
which are significantly greater than zero at the 5% level. Because of
the intercorrelations between the  "iodependent"  variables the
regression coefficients of the same variables may vary considerably
between different models. None of the multiple regressiou equatious

has a correlation coefficient which is significantly greater than the
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most significant equation containing one independent <variable. The
multicollinearity could be expected at this time of day since the
variables all reflect the greater activity inm the peak period. A
method of combining the data into an index of peak period activity

will be discussed later.

3.2.4 Analysis of Serial Correlation Relationships

Since Wright (ibid) asserts that Bias Type 2 arises as a result of the
serial correlations between the variables, the relationships between
flow and journey=-time with various lags between the variables have
also been studied. Lags from O to 9 minutes have been considered

between the following variables:

l. Journey-time and lagged flow.
2. Journey-time and lagged journey-time.
3. Flow and lagged journey-time.

4. Flow and lagged flow.

The purpose of this part of the study was to determine for how long
intercorrelations persisted and their importance. The results of the
analysis of the data collected in the High Street on 19/7/72 are given
in Table 3.8. Many significant correlations exist between
journey~time and lagged flow but there are few between flow and lagged
journey-time. The significant correlations may persist for up to 7 cor
8 minutes. However, the results must be considered very carefully
since the correlations observed may simply reflect time dependent
variations. This is particularly true of the data c¢ollected on
Southbury Road (eastbound) on 5/12/73 in the morning peak period where

both long term mean flows and journey-times tended to increase
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monotonically. Furthermore these results show that tha
intercorrelations between journey-time and lagged journey-time are
highly significant. Similar results were obtained in all sets of peak
period data. The cause of this high correlation can be explained by
the Iower wvariation of mean journey-time between adjacent intervals
compared with off-peak periods and the persistence of the
intercorrelations between journey-time and lagged flows up to 7 or 8§
minutes. If the relationship between journey-time and lagged flow up
to 7 mirutes earlier 1is assumed to be causal them the mean
journey-time in an interval and that in the next interval will be
mutually correlated with flows up to & minutes earlier. Thus high

intercorrelations of journey-times can be expected.

Another time-related phenomenon is also relevant to this asection,
namely the time-lags between peaks and troughs in the flows and the
corresponding peaks and troughs in the mean journey-times. This is
iilustrated in Fig 3.l1. The explanation of the cause of this
phenomenon may also be related to the argument presented by
Branston (1976), and discussed earlier in this thesis, that there is a
lag between the decay of the departing flow from a section after the

entering flow has reduced as queueing vehicles in a congested link

dispersa.

Wright (1971) produced a mathematical wmodel to predict s lope
regression coefficients for data aggregated over n intervals from a
set of measured lagged serial and cross covariances. The model {s

expressed as follows:
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C.(Q) + ZI} M(sXC,.(s) + C..(s))
_ f s= 1 fj if
Bn - 0
Cff(O) +S§ ZM(S)(Cff(S))
where Bn = predicted slope fegression coefficient

between journey-time and flow agpregated over

n intervals.

n-s
M(s) =
]
f = subscript for flow
b = subscript for journey-time

Cfﬁs) = cross—correlation between journey-time
and flow lagged by s intervals.
Cjés) = cross-correlation between flow and

Journey-time lagged by s intervals.

The model reveals the source and effects of Bias Type 2 as discussed
by Wrigh:z (ibid). In deriving the model it was assumed that the
variables were pgenerated by a stationary process and that the
covariances became progressively smaller with increasing wvalues of s.

An identical argument can be used to develop a similar model for the
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correlation coefficient of the aggregated relationship. A number of
practical difficulties occurred when uging these models in this study.
Because of the sampling method used, in some intervals no measurements
of journmey-time were available. Alsgso, because of the approximations
used, {it was posgsible for some of the lagged serial covariances tc

become negative and heunce the square roots are unreal.

These models have been used to predict slope regression  aud
correlation coefficients for successively longer sampling intervals.
In general, for data collected at peak periods, the predicted
coefficients tend to increase to some maxiwum value as the covariances
corregponding to greater lags are included in the models. Beyond the
maxima the glope regression coefficients tend to decrease and the
correlation coefficienta vary haphazardly about the maximum. The
results for Southbury Road (westbound) ou 19/10/73 are shown in Table
3.9. where the predicted coefficients are compared with the
corresponding coefficlents calculated using the aggregated data and
the results agree closely. In Table 3.10 it can be seen that as the
covarlances corresponding to successively greater lags are included in
the model, the maximum slope occurs with different numbers of lagged
covariances included in each sample. These comments are generally
true for all of the peak period samples. No apparent relationship
could be obgerved between the number of lagged covariances included in
the model which produced the maximum slope regression coefficient and
the initial value of the slope regression coefficient of the l-minute
gamples, There is some indication that this iz the result of some
time-related phenomeunon in the data since, in the case of the sample

collected in the High Street on 22/10/73 where both flows and mean
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journey-times tended to increase continuously during the peried, the

maximum values of the coefficients could not be predicted.

If rhese predictor models are to be useful then it is evident that the
same maximum values of the coefficlents should be obtained no matter
what size of sampling interval is used in collecting the original
data. In order to test this hypothesis the data collected in the High
Street on 19/7/72 was aggregated into samples based on successively
larger sawmpling intervals and Wright‘s models were used to determine
the maximum values of the coefficients. Table 3.1l shows the results
of this analysis. The results show close agreement on both the value
of the maximum slope and the optimum period of lagged covariances to
be Included in the models. The predicted correlation coefficients are
considered to be much less reliable for the reasons givem earlier.
The results of these tests of Wright“s model for predicting siope
regression coefficients suggest practical methods of comparing results
between studies having different sampling intervals. There appear to
be two alternatives; (a) aggregate the data so that the new sampling
intervals 1in each study are of equal size, or (b) use Wright’s model
to predict tbe maximum slope regressiou coefficients for each study.
The results of this study indicate that (b) would be the preferred

method since (a) may require a prohibitively large number of samples.

3.2.5 Analysis of Pseudo-Concentration Relatiouships.

Concentration is usually very difficult to measure directly on roads
longer than a few hundred yards. Consequently a number of researchers
have resorted to indirect methods using the relationship Q = KV,
or the related equation QT/L = K,

where T is journey-time over the distance L.
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Concentration derived by this means will be called
pseudo-concentration in this report. The relztionship between
journey-time and pseudo-concentration has been Investigated for =all
samples of data collected in this study and usually high correlation
coefficients were obtained. Other researchers, Guerin (1955) aud
Duncan {1979) have also reported high correlation coefficients with
these  variables. Duncan  argues that the translation of
speed/concentration relationships into the speed/flow form is not
valid because a wide scatter of the low speed data invariably occurs.
Furthermore such relationships cannot be used for predictive purposes
directly since the dependent variable occurs on both sides of the
expressions. For example, an equation relating journey-time and

pseudo-concentration may be expressed by:

T=A+B(QE-)

By a simple rearrangement T may be obtained, thus

However, the correlation coefficient 4is wusually lower for the
rearranged equation and in many instances not statistically diffarent
firom zero. The correlation coefficients of the regression equatioens

between journey-time and pseudo~concentration obtained in this study
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are compared with those between the observed and predicted
journey-times derived from the above equation in Table 3.12. The
table reveals the inadequacy of these models for predictive purposes

and it is doubtful whether they should ever be used.
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CHAPTER 4

TWO-REGIME AND NON-LINEAR MODELS

4.1 DISCONTINUOUS MODELS.
The term "discontinuous" is used im this study to describe a
two-regime model of the type shawn in Fig. 4.1. One of the earliest
studies of traffic flow and speed was reported by Wardrop (1952). A
feature of his results was the use of 3 discontinuous model to express
the variation of the parameters shown as follows:

Q + 430

V=3l -« —————eee or 24mph

3(w - 6)
whichever is less,
where V = running speed (mph)

Q = traffic flow (vph)

w = road width (feet)

The results were also represented graphically, showing more clearly
the nature of the relationship for typical road widths (see Fig.
2.1). For most roads the relationship 1implies that there 1s &
critical flow sbove which changes in runmning speed are correlated with
changes in flow, aund below which these wvarisbles are 1ndependent.
Similar types of wmodels have been postulated by Dick (1966},
Smock (1962) and Davidson (1966), the latter twe models differing from

Wardrop’s in the form of the assumed relatiomnshlp above the criticsl

flow.
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The data in the present study has been analysed to determine to what
extent a dilscontinuous model might be applicable. The reliability of
the results 1s difficult to assess since the wusual tests of
aignificance are mnot valid. The computer program written for this
analysis carries out a step-by-step process; it chooses an initial
value of the critical flow, calculates 2 number of statistice and then
inerements this value in steps of 0.5 veh/min. At each step 1t
calculates the mean journey-time for all intervals in which the flow
is less than the critical value. For flows greater than the critical
value, it calculates the eguation of the line through the point of
mean flow and mean Jjourney-time which gives the sawe value of
journey-time at the critical flow as the average for flows leas than
the critical flow. The principle 138 1llustrated in Fig 4.1. The
statistic used to compare the_reaults for the different wvalues of the
critical flow is the cowbined sum of {(a) the total sum of squares of
the deviations of journey-times for flows léss than the critical flow,
and (b) the residual sum of squares of the journey-times about the
sloping line for flows greater than the critical flow. The program

can also be used with journey-speeds instead of journey-times.

The results of this analysis for a2 representative set of data are
given in Table 4.1. In this example the data has been aggregated and
the values used in the model are the 5 minute averages of both flow
and journey-time. The table shows that the minimum combined sum of
squares of journey-times is obtained iIf the wvalue of the eritical flow
1a assumed to occur at a3 flow of 8.50 veh/min. and the value of the
combined sum of squarea 1s 17.61 minfz. A linear regression analysis
of this data gives a value of the residuzl sum of squares of 18.50

min.2. This example demonstrates that the discontinuous model
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explaing & Iarger proportion of the variance of journey-time than 3
linear regression model. At this stage it is not clesr whether this

is 8 significant improvement in the explanatory power of the models.

The discontinuoua model has been usad on the same data aggregated in a
different way using moving-average flows, instead of simple average
flows, &and one-minute mean journey-times. The purpose was to
determine if the use of moving-averages affected the apparent positicn
of the point of discontinuity or revealed further evidence of the
relevance of a discontinuous model. 1In this case the minimum cowbined
sum of squares was 14.59 min.z2 snd thia occurred when the point of
discontinuity was located at s mean flow of 9.50 veh/min. A linear
regresgion analyails of the same data gave & residual sum of squares of
20.03 min.2 which is consilderably greater than the value given by the
discontinuous model. The relationship being tested 1is that between
the mean journey-time 1in a one-minute interval and the wean flow
sveraged over the period up to ten minuteg earlier. For this data
this is clearly a significant relationship since for the least=-squares
model the F ratioc 1s 96.5. However, since adjacent values of
moving-average flow are highly correlated there are theoreticsl

objections to using moving-averages in predictive models.

The effects on regression and correlation coefficlents of aggregating
data over differeat numbers of sampling Intervals has been discusased
earlier when considering lesst-squares regression models and similar
effects were observed when using the discontinuous model. Table 4.2
shows the results of aggregation up to intervals of ten minutes wuaing
gimple averages. The results show almost consistent reductions in the
relative values of the mean square error as the data 1s aggregated

over successively longer periods and consistent increases in the slope
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of the relationships for intervals when the flow is greater than the
critical £low. This conaistent pattern in the results was discussed
in the last chapter end no further comment is needed. It can also be
seen that the mean square error of the discontinuous model 1s lesa

than that of the "least squares” model.

The discontinuous model hasa been wused on the combined data to
investigate journey-speed flow models and the reaults are compared
with those obtained by least-squares regression analyais of the same
data in Table 4.3. 1In this case the mean squere errors do not differ
by very much except for periods of aggregation of 4 and 10 wminutes.
Thua the discontinuous model does not aucceed in explaining more of
the variance of journey-speed than the more commonly uased 1linear

regression wodel. However, there is no reason to believe that this

will generally be the result.

There appears to be no generalised statistic which can be used to
determine whether the discontinuous wodel fits the journey-time/flow
data better tham the journey-speed/flow data since the F ratio is not
vallid in thia case. However, for the above data a more tortuous
argument might be used. For the data aggregated over 5 nminutes the
journey~time/flow and journey-speed/flow models gave F ratios of 18.8
and 14.9 reapectively when using the leagst-squares method. Since for
journey-time data the discontinuous model gives a better fit than the
linear regression model, and £for the journey-speed data the
diacontinuous model gives no better f£it than the linear regression
model, hence the discontinuous model can be expected to give a better

fit to journey-time data than to journey-speeds.
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4.2 TWO-REGIME MODELS.

In Chapter 3 it was atated that an examination of the residuala of a
linear regreasion model showed that & mwnon-linear wmodel could be
expected to provide more satisfactory predictiona. Furthermore a
model which provides a gradﬁal progression from an independent to a
dependent zone would be expected to be more representative of traffic
behaviour than the discontinuous linear model. One such model which
has been tested uaes an undefined power law for flows greater than the
critical flow. It is probably more correct to c¢all this a two-regime
model; however, there are a number of similarities with the
discontinuous mwmodel which will become evident as the model 1is
discussed. For flows greater than the critical flow the model may be
expressed as follows:
(T = To) = Vo(Q - QB
where To = mean journey-time for flows lesas than or
equal to Qk
Qk = critical flow

Vo and B are empirical constants.

Let

¥ (T - To)

and
x = (Q - Qk)
then the above equation can be tranaformed to
log ¥ = log Vo + Blog x
which is now in & suitable form for linear regression,
Y =A+ BX
where Y = log ¥y

X = log x
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A = an empirical constant.

This model haa been tested on a number of aats of data and the results

for the High Street are given in Table 4.4.

The mean square errors in this table can be c¢ompared with those in
Table 4.2 and this showa that the power law gives a batter fit than
the linear relationship. However, there are a number of problems with
this model. Firatly, y cannot be negative saince the logs of negative
aumbara cannot be obtained; hence if the measured journey-times were
leags tham To in intervals when the flow waa greater than the critical
flow, then these resulta were omitted from the calculation. Thus a
number of gamples were left out having flowa just a little larger than
Qk, thereby influencing the calculated value of the slope. The valu€s
of B were almoat always numerically less tham 1.0, so the curves would
be ateepeat at flows close to Qk and flatter at higher flows. The
optimum wvaluea of B are close to zeroc in most cases, thus wrongly
suggesting that a single average value of journey-time would be
appropriate for all intervals in which the flow 1a greater than Qk.

Altogether thesae results suggest that the power law is unsuitable.

442 DAVIDSON"S MODEL.

The derivation of a flow-travel time relationship based upon quaueing
theory i1a deacribed by Davidsom (1966), which he justifies by arguing
that journey-time would be expected to vary with flow according to a
monotonic function and approach infinity as the level of flow
approached the saturation flow. Assuming random arrivals and service

in a length of road then the ratio of delay (w) to service time (t) ia
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given by:
w ¢
© (-0
where ¢ = ratio of arrival flow to saturation flow
and ¢ = QfS
where Q = traffic flow

S = saturation flow

Davidaon argues that traffic flowing along @ road is subjected to a
series of queueing situations depending upon the type of road and the
frequency of delay-causing occurrences along its length, and a0 he
introduces an additional parameter J to account for these occurrences.
Thus the equation is modified to:

w Je

t -0
Furthermore, the total travel time T is made up of twe terms namely,
delay and service time or travel time at zero flow, giving:

T=1t +w

tJc
t + ————

(1 -

t(l - c(l = J))

(1 =-¢)

There are a number of practical difficulties in wusing this equation
since, in generzl, t, J and S are not known for a particular road. In
Davidson’s paper he describes an optimising technique, used on a small
sample of data, which minimises the mean square error between the
predicted and observed travel times over a range of traffic flows. He
suggests that J 1s a measure of road service quality; roads which

have a low value can carry traffic flows approaching saturation with

56



TWO~-REGIME AND NON~LINEAR MODELS

very little delay whereas roads having highar J values may have high
delays at flows much leas than saturation. These reaults are

illustrated in Fig. 4.2.

Menon et al (1974) conaidered some of the problems asaociated with the
uge of this feormula, such as the conditiona‘under which zero flow
travel time should be measured and the effects of delays at
aignal-controlled intersectionsa, which were no£ subtracted from the
travel timea in Davidaon’a resulta. They alac attempted to determine
the valuea of typical zero flow trdvel times for different typea of
areas (commercial or residential) and the factors which influence the

J wvaluea. No close relationships were obtained due to the high

variance of the obsarved journey-times.

Taylor (1977 describes a method which enableas saimultaneaous
least-squares estimateas of the parametera t,S and J to be determined
from observed data. In general there will be an error between the
obaerved travel time and the predicted travel time at a apecific
traffic flow. Let U be the sum of the aquare errora for all of the

valuesa of observed journey-time, then the following derivativea

du 4qu du
—— —— and --—
ds dJ dt

will provide a series of asimultaneous equations which permit S§,J and t
to be obtained from certain functions of T and Q. He concludes that t
and S5 can be calculated with reasonable accuracy but J ia subject to
larger proportional wvariations. Akcelik (1978) compared Davidaon’a
travel time function with a hyperbolic cost function derived by
Moaher (1963) and concluded that these were equivalent. Mosher uses a

quality of service parameter (m) which 13 related to Davidaon’s factor
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as followsa:
J=1=m
He showed that m was the ratio of the function’s asaymptote to free
flow travel time end that this determines the flatness of the functicn
at low values of flow. The assymptote {fs the wvalue of T/t which
Davidson“s function approaches as ¢ tends towards wminus infinity.
Akcelik described a modified version of the function which allows
finite travel times teo be derived for oversaturated flow comditions in
order to permit realistic traffic assignments to be carried out.
Davidson’s function has been used, in its original form, in order to
analyse the data collected im this study using the minimum mean square
error of the predicted journey-times to determine the optimum values
of 8,3 and t. Taylor’s equéticns were not used since they were found
to be far more difficult to compute than the approximate method which
Davidson used. The approximate method can be described as follows;
using Davidson“s original formula, the predicted journey-time is given
by:
Je
T = t{l + ==—==—=)
(1 -2¢)

Now the sum of the square errors U 1s given by:

u = Z:(Ti-T)z

where the subscript i refers to the ith intervel.

Thus

du Lo dT
TS - AnT -
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JC; C;
=-2L&Ti-t(1+ ; C))(l C)
T Vi T Vi

Now substituting for ¢ and solving for J gives:

T(T, - ) —S--_i—Q—.))
_ |
’ GA
tZ )

This equation has been used In this study to determine the values of J
for a series of wvalues of S and t, which were altered incrementally
and the optimum value of J determined by inspection of the computed

value af the mean square errar.

The results of this analysis on the High Street dataz are given in
Table 4.5 and compared with other models in Fig 4.3. The mean square
errors of the predicted journey-times may be compared with those given
in Table 4.2 for the linear and the discontinuous models and it can be
seen that they tend to be lower than those given by the linear model
but higher than those given by the discontinuous models. In addition
it can be seen that there are systematic changes in the optimum values
of the parameters as a result of aggregation of the data into

successively larger sampling intervals.
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The advantage of the Davidaon model 1s that the same relaticnship 1s
used throughout the whole range of flows and it has an underlying
theoretical basis, whereas the wmodels used earlier were entirely
empirical and their use can only be fully justified within the range
of wvalues of flow and journey-time which were used for their
derivation. The disadvantage of the Davidson model is that accurate
values of the parameters may be difficult to obtain since they have
not been wildely 1Investipated. One of these parameters, off-pesk
travel time, 1s the subject studied in later chapters of this thesls.
Menon et al (1974) discuas a serles of experiments to determine the
nature of J and its dependence upon environmentzl and other roadside
characteristics. The results of their study were 1Inconclusive,
largrly because of the narrow range of traffic flows over which the
nodel was tested and the high varilance of the parameters measured.
They did not find it possible to determine the influence of particular
environmental factors on the parameters To and J. To date no further
progreas has been reported on the accurate measurement of the factors
affecting J and wuntil this is available the model is unlikely to he

widely used. However, saturation flows are probably more easily

measured and it i1s possible to account for the effects of aggrepgation
on saturation flows using a probability model. Referring to Table 4.5
it can be 9een that there are systematic trends in the values of
saturation flow and at thils stage it ia not evident whether these
changes are caused by the same statiatical mechanisms as those which
affect the regression coefficlents. However, the following
theoretical argument can be used to derive a model to predict the

theoretical wvalues of saturation flow for different periods of

aggregation.

o
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Asaume that the numbers of vehicles pasaing a poilnt on a road are

generated by a atatiomary procesa such that, throughout the period of

observation, the long~term mean flow remains constant.

Define Pi = probability of i arrivala during an interval, and

k
Qg :ZPi ;Prob 0 i s K
i=0

In a series of n intervals, the probability of k arrivals in any one

interval and leaa than k in any of the remainder is

n-1

asauming that the numbers of arrivals in each interval are
independent. In general, the probability of exactly k arrivala in
each of r intarvala and leas than k in the remaining n-r intervala is
given by:

n 1

r n-r
P, = P )
k" r! (n-n! k Q-1

Hence in n intervala the probability of k arrivala in any number of

intervals and no more thanm k fa:

n-1 nin-1)

2 -
= “pk(Qk-l) + 5T Pk (Qk_l)n 2'+...

+ n.

r. (n-n!

n

r n-=t
A Q1)+ ..t P

_ n n
= Q- Qg
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Since this is the probability of k arrivals at least once in n
intervals and noc more than k arrivala in the others, it is also the
probability that k is the maximum number of arrivals in any interval

in the series af n intervals. It follows that the expected maximum

nugber of arrivals is given by:

) " 0
Exp (kpay) = Zk(Qk - Q)
0

The probabilit{es may be derived from a Poisscn or- a normal
distrib;tion to permit theoretical valuea of the expected maximum
value of k to be determined. Furthermore, by selecting appropriate
values of n and probability the effects of different lengths of

sampling intervals way be investigated.

The model has been used to predict saturation flows along the High
Street based upon the total data. Both Poisson and normal probability
functions have been used and the results are given iIn Table &4.6.
Although the Poisson diatribution has been used in this model it is
unlikely to provide satisfactory estimates of saturationm flow because,
gaa can bhe sean from the table, the ratio of wvariance to mean is much
greater than 1.0 for all periods of aggregation. In the table the
long-term satnration flow has been assumed to be equal to the mean
flow over the period of study for the Poisson distribution and the
colum labelled '"normal distribution (1)". It can be seen that the
values of the corresponding saturation flows are lower than those
predicted by Davidson’s model. Clearly the accuracy of these values
depends upon a satisfactory estimate of the long~term saturation flow.
The saturation flows in the columm Iabelled "normal distributiom (2)"

are based upon a long~term saturation flow asaumed to be l.l times the
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maximum observed ten-minute flow measured in the peak perlod, that is,
1.1 x 12.0 = 13.2 veh/min, and the observed <variance. As would be
expected, this latter set of predictions gives closer agreement with

the values predicted by Davidson’s model.

It ia evident that the model succeeds in predicting conaistent changes
in the saturation flows with changes in the sampling intervals. The
probability argument used in the peak-flow prediction model provides a
satisfactory explanation of the reason for these changes. Since high
flows are only likely to occur for relatively short periods then the
average saturation flows wmust become progressively smaller for the
longer periods of aggregation. This phenomenon  has numer ous
counterparts in applied science, for example, the changes of
saturation flow are directly analogous to the changes of maximum
rainfall rates in storms of successively longer perlods as reported by
Bilham (1935). Another example is the prediction of maximum wind

loadings on structures which is discussed by Davenport (1964).

The arguments used in deriving the model for predicting saturation
flows for different durations can also be used to account for the
discrepancy between the theoretical capacity and the observed capacity
of a single lane of traffic flow. The theoretical capacity, which 1s
given as 2750 vehicles/hour by Smeed (1948), was derived from the
results of investigations of apace-headwaya 1in controlled and

open-road conditions. The empirical equation for modal headway as a

function of speed was expressed by:

h=17.5 + 1.17V + .008 Vv?

where h = modal headway (feet)

<3

= vehicle speed (mph)
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Since space headway 1s the reciprocal of concentration this equation
was subatituted in the fundamental relationship of traffic flow to

permit the following equation to be obtained:

5280 V
17.5+1.17vV + .008V?

Q:

where Q = traffic flow (wveh/hour)
Almost invariably observed maximum flows in saturated conditions are
much lesa than the theoretical value if the obaervations are carried
out for a period of one hour. The reason is that the headwsy equatiom
was derived for short time intervals since only the headways
corresponding to vehicles which were obviously maintaining the minimum
safe headways were included in the equation. It is not evident to
which time sampling interval the theoretical capacity 1is related since
some of the short space~hesadways must have occurred singly (that is, a
short headw;y was messured between an isolated pair of vehicles) and
the remainder in platoons of varying lengths. BHowever, it is clear

that the effective period is much less than one hour.
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CHAPTER 5

MULTIVARIATE ANALYSIS OF SPEED-FLOW DATA

5.1 INTRODUCTION.

A significant difficulty in using speed-flow relationships in towns is
that extraneous factors, such as pedestrian crossings, parked vehicles
and turning vehlecles, may have as saslgnificant an effect on
journey-speed as changes 1n flow. Wardrop (1952) recognised thils in
the formnlae for journey-speeda on London streets. A number of other
atundies have 1ncluded some of these factors in order to allow for the
effects in the resulting regression equations. Often these extraneous
variables may be intercorrelated with each other and with traffic
flows since peak flows of traffic, turning vehicles and pedestrians
are likely to coincide. Such variables may be rejected from multiple
regression models if the commonly accepted tests of slgnlificance are
used and if the researcher chooses to retaln these variables the
increase in correlatlon coefficient will be small. The same kind of
problem arlses 1f traffic flows are separated into different wvehicle
classes as discussed in Chapter 3. Sometlmes researchers have
resorted to the use of empirical indices 1in order to retain the
effects of several varigbles - the use of pecu factors is an example.
Otherwlse, unless very large samples are obtained, 2 large proportion
of the variables are likely to be rejected if traffic is subdivided

into separate vehicle c¢lasses. The 1Intercorrelation between the
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"independent"” variables may indicate interdependence, not neceasarily
directly causal, or an apparent correlation due to chance, and so the
results need to be treated with caution. Where these variables are
considered to be important, and muat be retained, other methods of
analysis should be wused which can take account of theae
intercorrelations. Multivariate methods of analysis are used for

dealing with this kind of dats.

Apart from multiple linear regression analysis scme of the more widely
used techniquea of wultivariate analysis are pfincipal component
analysis, factor analysis and canonical correlation analysis. These
methods have been widely used in psychology since they are capable of
revealing evidence of latent factors of human behaviour which wmay be
partially hidden in the results of +wvarious psychological tests;
examples are discussed by Lawley (1971} and Thurstome (1963). They
have alsc been uaed extensively in geology by Joreskog (1967). In the
transport field they have beem used in transportation planning by
Fredland (1976}, analyses of traffic speeds by Oppenlander (1963) and
Wortman (1965), anmalyses of traffic flows by Gipps (1977), driver
attitudes by Geoldatein (1958} and road accidents by Versace (1960).
In view of the multivariate nature of transport problems, and their
relationshipa to human behaviour, one might expect a more widespread
use of multivariate methods; however, with the exception of linear
regression analysis this 4is just not the case. This is especially
surprising when one realises that sowme of these techniques are capable
of dealing with the problems of intercorrelation which occur

frequently in transport studies.
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In thia chapter, after a brief introduction to the concepts of
prineipal compoment analysis and common factor analysis, the use of
these multivariate techniques in the analysis of Jjourney-time data
will be discussed. The theoretical principles of principal component

analyals and factor analysis are deacribed in more detall in Appendix

E to thia thesis.

Factor analysis 1s intended to study the intercorrelationa which may
exist between a number of varilablea and to examine the relationships
which sueh correlations imply. The various wmethods attempt to
identify hypothetical variablea (called factors) which contain the
esgential information of the wvariations 1n the observed variables.
The factoras are linear functiooma of the original variables and they
are ao constructed that the overall complexity of the data is reduced
by taking account of the inherent interdependence of the original
variablea. Usuvally the methods set out to find a smaller number of
hypothetical factors which account for most of the 1nformation
contalned in the original variablea. Furthermore, by c¢omparison of
the inter-relationshipa between the original wvariables and the
factors, it may be possible to identify aome common characteristics
which these factors represent and to generate a better understanding

of the phenomena being investigated.

Some authors, including Kendall (1975), Cooley and Lohnes (1971%,
regard principal cooponent analysils as a separate method of analysia
from common factor analysis and others, Thurstone (1965),
Harman (1967), Joreskog et al (1976), conaider it to be one method of
factor analysis. The latter view is held because in a number of
factor analysis teéhniques a principal component analysils 1s filrst

carried out in order to provide data for the subsequent stages.
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However, each of these methods is based upon a different model of the
relationships between the factors and the original varisbles although
the mathematlesl techniques used to derive the factors are similar in

both cases.

5.1.1  PRINCIPAL COMPONENT ANALYSIS.

Principal component analysis attempts to simplify the data by finding
a number of new varisbles, c¢alled principal components, which are
linear combinations of the orlginal wvariablea but are cthemselves
uncorrelated. Supposing that observationa of p variablea xl...x havea
been made on N individuals. The method of analysis tries to find p
new varlablea ei which are linear cowbinations of the x”s and are

mutually orthogoual. Thus:

Alwmoat invariably, the analyais first normaliasea the x“s before

continulng with the remainder of the process, using the following

expredsion:

where x = mean value of varlable x ,

Sx = atandard deviation of x .

The functlons e ey etc are the prinecipal compouents and these are
usually listed 1in an order which iudicatea the decreasing proportiocn
of wariance in the origiunal dats which i3 accouuted for by each
component. Furthermore, siuce the variables are normalised the total

variance will be equal to the number of variables - for ¢the case
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mentioned above the total will be p.*

Uzing a geometric representation the original data can be imagined as
N points in a p dimensional space. The principal component proceas
can be imagined as redefining the axea such that they corresapond to
the principal components. The axia corresponding to the firat
principal component minimises the sum of s3quares of the distances of
the N points from that axia. 8Similarly the axia corresponding to the
second principal component minimises the anm of aquares of the
diatances of the N points from that axis subject to the conditionm that

it ia orthogonal to the first axis, and so on.

5.1.2 COMMON FACTOR ANALYSIS

The factor amalysia procedure to be discusaed in thia gsection has been
given a number of different names such as '"multiple factor analysia”
by Harman (1967), "true factor anmalysis”™ by Joreskog et al (1976),
"common  factor analysis" by Taylor (1977) and ‘general factor
analysia" by Nie et al (1975)}. The term "common factor analysis™ will
be naed in this text since it describes most succinctly the
mathematical objective of analysing the common factors which appear to
influence the variablea. The procedure is based upon ideas first
suggeated by Spearman in 1904, when he noticed systematic wvariations

in the matrix of examination ascores of a claas of achool children.

The analyais is carried out by solving the characteriatic equation of
the correlation matrix, thus each principal component ia aasocciated
with an eigenvalue. The amount of the variance in the original data
which is accounted for by each component is equal to the corresponding
eigenvalue since the variables are normalised.
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The following factor analysis procedure is intended to determine 3 set
of factors which account for the maximum amount of common wvariability
in the data. By common variability is meant the amount of variance of
each variable which c¢sn be explained by its intercorrelations with the
other variables. The basic model explicitly allows for both common
and unique variance influencing the wvalues of the measured wvariables,
whereas in principal component analysis all of the +variance is
acéounted for by the principal components. In addition, in common
f#ctor analysis the factors accounting for the common variance are

fewer in number than the number of meaSurgd variables. This model can

be represented as follows:

= ¢.h. +cha t+ ... _h. .
zlJ chhll C12h|2 + chhlp + djuij
or
D
Zij = L cphy oy
k=1

where Zjj = the normalised value of the jth wvariable

in the ith sample,

the ith value of the kth common factor,

Bik
u,.

1
factor associsted with variable s

1l

the 1ith value of the unique (non-shared)

Cjk = the weight assigned to the dependence of
the jth wvarisble on the kth common factor,
dj = the weight assigned to the jth unique
factor.
Thus the weights are similar to regression coefficients and determine

the observed values of the variables.
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The wmodel appears to be much less parsimonious than the principal
component model since it dinvolves p common factors and n unique
factors. However, the unique factors are solely intended to permit
the unique wvariance to be eliminated from the relationships between
the original variables and the analysia concentrates on the common
factor portion of the wvariables. The model representa the common
proportion of each variable by thé factora hk and the unique portion
by the unique wvariable uj + Thus each variable may be regarded as
having an element particular to itself and separate from the commen
cansal phenomena; alternatively the residuvala may be regarded as
unique effacts of the measurad variables in contrast to the common
affecta of the common factora. The proportions of the variation of
each variable attributable to each part are called uniqueness and

communality reapectively.

The initial aolutions of principal component analysia or factor
analysis are gometimes called direct sclutions. Invariably in the
former method the first principal component has high loadings on all
of the variables and the remaining components tend to have fewer high
loadings and to be bipolar; that ia, they include both peositive and
negative loadings. Furthermore, since direct sclutions always display
such features their use in factor interpretation is limited, since the
patterns oc¢cur as much as a result of the mathematical process as of
the variations in the phenomena being studied. Such components arae
difficult to interpret since the wide range of factor loadings may not
reveal the nature of the components. Consequently it haa been argued,
see Guilford (1968), that principal components do not reveal any
structural feature in the data. Thus, in order to aid interpretation

of the factora or to test a hypothesis, further solutions must be
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obtained by meaes of rotation of the direct scolutions, that 1is,
rotation of the axes of the compoments. Various metheods of rotatiom
are used to help the interpretation of the factors by producieg a
"simple structure'. Simple structure is defined as a factor pattern
conslstiog of high values of the factor 1loadings on some of the
variables and low values on the others since the important varizbles
can be Ilmmediately identified. The principles of factor rotation are

further explaiced 1in Appendix E and a diagram is presented which

illustratea the process of rotation.

These methods will now be applied to the data collected im the High

Street in 1972.

5.2 DEVELOPMENT OF FACTOR MODELS.

Data collected io the High Street on 17/7/72 and 19/7/72 has been
analysed usiog these multivariate techniques and the correlaticeo
matrices are given in Tables 5.1 and 5.2 for data averaged over 5
micute intervals. For the data collected on 17/7/72 (off-peak) aone
of the correlation coefficients is significantly different from zero.
For the data collected on 19/7/72 (peak period) the coefficients
marked with an asterisk are significantly different from zero at the
52 level. It can be seen that for both sets of data some of the
inter-correlations between "independent' variables are greater than
those between the depeadent and "independent" variables. For the peak
data each of the ‘"independent"” varizbles has some gsignificant
intercorrelation with some other "independent™ variable. There is no
reason to assume that this is a chance result since it 1s common
experience that not only traffic flows but also pedestrian movements

and numbers of turning vehicles are all likely to increase and decay
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more or less colncldentzlly at peak times. Thus there 1s evidence of
the existence of factors whose variation at such times wmay 1nfluence
theae +variables to some extent and which are only measurable by their
effects on these veriables. Principzl component and factor analysis

are 1intended to deal with the problem of revealing such latent

factors.

A principal component aznalysis was carried out on both sets of data
and the results are given 1in Table 5.3. For the peak period two
factors having eigenvalues greater then 1.0 accounted for 897 of the
variablility of the data. However, for the off-peak period the
elgenvalues are more closely clustered about the mean wvalue of 1.0.
If the wvarlables were independent each eigenvalue would be 1.0, but
for perfectly correlated variables the first principal component would
have an elgenvalue of 4.0 (equal to the total number of variables
included in the analysis) and the remainder would be zero. For the
peak data the factor loadings of the first two principal components
and the corresponding communzlities are 1listed 1in Tazble 5.4. The
communalities show the proportion of the variance of each individual
varisble which 1s accounted for by the cammon factors. Inspecting the
factor loadings 1t can be seen that variables X1, X2 and X3 are

largely dependent upon Fl, and X4 is mostly dependent upon F2.

The principal components were then subjected to a wvarimax rotation
(see Appendix E) to produce mnew positions of the axes of the
orthogonal components and the results are plotted in Fig 5.1, Thus
the Interdependence of the Ffactors and their assoclated varlables
becomes more evident. Factor Fl, because it is positively correlated
with +wvariables X1, X2 and X3, will increase with increases in these

variables and so it could be a good indicator of peak period activity.

73



MULTIVARIATE ANALYSIS OF SPEED-FLOW DATA

Factor F2 1is highly dependent upon the opposing £flow X4 and is
negatively correlated with pedeatrian flow, thua reflecting the
negative correlation between these two variables. A difficult
question to answer about these results is why the opposing flow was
not positively correlated with the other variables and, in particular
X3, since the number of turning wehicles wmight be expected to be

approximately equal for the two directions at this location.

The effects of aggregation of data over successively longer sampling
intervals on the principal components has also been investigated.
Since the factor loadings are the correlation coefficients between the
variablea and the corresponding factors it is not surprising that
gimilar effects to those discussed in earlier chapters are observed in
the results. These effects are demonstrated in the results given in
Table 5.5 for the peak period data where the eigenvalues of the four
principal components are listed £for successively longer sampling
intervals. The values for the longest intervals are very susceptible
tc sampling errors due to the small sample size. Clearly there is
evidence In this table of consistent wvariatioms in the eigenvalues
comparable to those wvariations observed in the correlation and
regression coefficients discussed in Chaptera 3 and 4. It seems
likely, but by no means certain, that these eigenvaluea would tend to

converge on 3sSome Specific values, as observed with the other

statistics.

When using principal component analyais the most difficult task is to
attach some meaning to the various isolated factors. Such analysais
usually enables researchers to lsolate interrelationships between some
of the varisbles and from their knowledge of the nature of these

variablea they may be able to identify the wunderlying factors. Lf
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many variables are being atudied large volumes of data are generally
needed 1n order tc obtain reliable results. In this study two factora
have been identified. The first factor has high positive factor
loadings on traffic flow, number of crossing pedeatrians and number of
turning vehilcles,and consequently high values of this factor will be
assoclated with busy traffic conditiona. Such a factoer might prove
useful as an index of peak period activity replacing traffic flow
particularly where tidal flows occur. There doea not seem to be any

simple explanation for the occurrence of the asaecond principal

component.

5.3 FACTORS AND JOURNEY-TIMES,
A number of authors, including Keudall (1975) and Jolliffe (1973),
have discussed the uae of factora aa independent variables in multiple

regresdion analyais. Kendall poatulates a model of the type:

All i
GJ. = zaifsij

where Gj = the jth value of the normalised dependent variable

Y,
Y - Y
G = 44—
: SY

Y = mean value of ¥

SY = atandard deviation of Y
ej = random error (zero mean)
faij = factor score (1) of sample (j)
aj = regression ccocefficient for factor (i)

According te Chalmers et al (1977) the uae of principal components in

regression analysais has the following advantages:
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{1) Each regression coefficient can be calculated
independently of the others.
(2) Each component can be tested independently of the
others.
{3) Matrix inversion is simpler.

Since the factors are mutually orthogonal then:

a- _ chfsi.

i : ,
Yt
t
where the summation is over all valuea of j.

This process has been applied to the High Street peak data collected
on 19/7/72 wusing the output of rotated factor scores as the
independent variables and normalised Jjourney-time as the dependent
variable. The correlation coefficient between the journey-time and
factor score 1 was 0.700 and with factor score 2 was =.063. For
factor 1 thias 1is a highly significant result and the corresponding
regression equation is;
G = .700fs
Substitutiang the original normalised variables into this equation and
using the factor score coefficients calculated previously gives;
fs = J445(Z1) + .294(2Z2) + .406(Z3) + .131(Z4)
where Zi = normalised variable Xi
X1l = traffic flow

X2

crossing pedestrians

X3 = turning vehicles

n

%4 = opposing traffic flow.
After substituting the appropriate values of Xi, the resulting

equation forecasting Y in terwms of X1, X2, X3 and X4 is given by;
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Y = J111(X1) + .042(X2) + .017(X3) + .032(X4) -~ .158 (a)
The corresponding equation cobtained by the usuazl method of multiple
regression analysils, without eliminating non-zsignificant wvariables, is
given by;
Y = .174(X1) - .040(X2) + .169(X3) - .072(X4) + .500 {t)
Note that wvariables X2 and X3 do not make a significant contributien
to the correlation and would normally be left out of the equaticm.
Forward stepwise regreasion gives the following equations;
Y = .230(Xi) - .500 {c)
Y = .143(X1) + .143(X3) - .435 (d)

The wvalues of F for these equations, in decreasing order of
significance, are - (a) (F = 15.3), (c) (F = 12.7), (d) (F = 8.2) and
(b) (F = 3.9). Thus, on this evidence the model derived by factor
analysis gives the closest estimates of journey-time. The essential
difference between equnation (a) and (b) or (d) is that one regression
atage has been carried out for (a), since it is the composite factor
score which has been regressed agalnst normalised journey~time,
whereas the individual wvariables have been regressed against
journey-time in (b) and (d). In these last two cases the mnumber of
atages Is equal to the number of independent variables included in the
analysis. Another effect of stepwise linear regression analysis 1is
revealed by comparing equations {c¢) and (d), where it can be seen that
the regression coefficient of X1 changes counsiderably between the two
equatiocns. This occurred because +varilables X1 and X3 were almost
equally correlated with journey-time (correlation coefficients of .665
aud 653 respectively) and with each other (correlation coefficient =
.668). Thus equation (d) provides a2 mnon-significant improvement in
the accuracy of the estimates over equation (c¢) and, in fact, a

regression equation containing X3 alone as the independent wvariable
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would have a similar level of significance tc (c).

An intereating result in equation (a) is that the weights of the
variables are all positive. This tends to confirm the hypothesis that
an increase in the value of any of these veriebles would cause an
increaae in jourmey-time. Thia could be a chance result but if the
data is typical of this particular gection, and other data collected
at a peak period confirms thia for flow and journey-time, then the
pattern would be expected to be similar in other sampleas. Subjective
experiences of the obvious correlationa betwean high pedestrian flows,

traffic flows and turning movements alaoc support these observations.

We shall now consider other results which have been analysed using
factor models, but first some commenta need to be made about the data.
The earliest results of the studies of the wvariation of journey-times
in the peak hour showed that traffic flow gave the most satisfactory
predictiona. Hence later studies were not planned with the intention
of measauring the other wvariables - turning vehicles and crossing
pedeatriana. Furthermore, the additional data collection would have
required e greater number of observers than were available, since the
gection of Southbury Road which was studied included twalve
T=junctions and one zebra-crosaing. Thus, further evidence of the
existence of peak hour factors ia incomplete. More recently further
information on the turning flowa has been cbtained from a cine-film
which was taeken at the eastern end of the section in the evening peak
period on 1%9/10/73. Two of the junctions on the south side and one on
the north side could be seen clearly enough te permit reliable
measurements of turning flows to be obtained. No junctions were
vigible on a film teken at the western end and neo information could be

obtained ¢f the crossing pedestrians. Because of these limitations on
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the amount of availsble data one of the wvariableas -~ croasing
pedestrians - cannot be included in a peak hour factor model. Another
variable - turning vehicles - 1s unlikely to be representative for the
whole section because 1t was observed that sbout 90Z cf the turning
movements at these three junctions included a vehicle moving inte or
out of the westbound atream. Bearing in mind these limitations on the
accuracy of the data we shall now consider the results. Excluding
crosaing pedestrians, the factor model derived earlier in this section
for the High Street data can be written ag follows:
fs = .445(21) + .&06(23)_+ .131(24)

A linear regregssion model was derived using the factor scores as the
independent wvarisble and the normalised journey~time as the dependent
variable. The corrglation coefficient between the observed
journey~times and the journey~times predicted by the mwodel was .66 for
the westbound flow and this result is significant at the 5% level for
this sample {sample size - 15). The correlation coefficient of the
model using traffic flow as the independent varisble was .652. For
the eastbound flow the correlaticn ccefficient was only .215 between
the egtimated and observed journey~-times. For this stream no
aignificant relationship was obtaiﬁed between traffic flow and

Journey-time using conventional regression analysis.

Another model was derived for this road which was based on factor
analysis of three measured variables = traffic flows for the two
opposite directions and turning vehicles. The correlation
coefficlients between the observed and estimated journey-times using
this model were .796 and .229 for the westbound and eastbound flows
respectively. Considering the westhound flow alone, the resulta tend

to confirm the conclusions derived from the High Street data, but
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because few variables were measured the models do mnot provide
significantly more accurate estimates than conventional regression
models. For the eastbound flow no satisfactory predictive modela have
been obtained wusing either conventional regression analysis (see
Chapter 3) or the factor method. The resunlts indicate that further
gstudies are necessary in order to determine which variables are most
relevant to journey-time modela 1in the peak period, with careful
attention paid to the choice of location and the choice of the units
of meagurement. The latter point is most important since any models
produced muat be generally applicable. To‘explain thie point further,
turning vehicles can be expreased in units of (a) numbers, (b) numbers
per junction or (c) numbers per mile. Modele which include turning

vehicles using (d) or (¢) will be generzally appliceble but not models

using (a).

The results of this Investigation have shown that factor analysis may
be of wvalee to the traffic engineer when studying problems which
include geveral varilables. Invariably multiple regression analysais
alone has been used in the past and, although investigators may have
felt that most varigbles had some effect, the method of analysis often
rejected them or sometimea gave rilse to models having the unexpected
sign for a particular wvariable. Factor sanalyais may permit more
variables to be retained to provide intuitively satisfying models
without resorting to the use of subjective indices. These models will
be more accurate since, as Harris (1975) arguea, the factors zre based
upon stable relationships between the "independent” wvariables. It 1is
entirely credible that the evidence of the inter—correlations between
the "independent™ wvariables is reliable, that is, no less confidence

can be placed in these results than those derived by the usual methods
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of regression analysis. There is no reason to believe that these
underlying relationships are 1less stable than the more obvious ones

which have been investigated in previous chapters.

81



CHAPTER 6

OFF-PEAK JOURNEY-TIME STUDIES

This chapter considers a number of studies of off-peak Journey-time
along wvarions types of road and features of each road which are
believed to influnence journey-time. The investigations were carried
out in the London Boroughs of Enfield, Haringey and Barnet during the
period from the snmmer of 1978 to the spring of 1980. The off-peak
"journey-time" used 1in this study is the total journey-time less any

delay at major intersections.

6.1 SITES, METHODS AND PRELIMINARY ANALYSIS.

6.l.1 Sites.

The surveys were carried out along 22.5 miles of single carriageway
. roads and 1l miles of dual carriageways in Enfield, 8 miles of single
carriageways in Haringey and 20 miles of single carriageways in
Barunet. Initially 1large scale plans were obtained of each Borough,
and on these the major distributor roads were identified from local
knowledge and divided into half-mile sections. The roads are in the
Department of Transport‘s categories of Trunk and Principal roads and
g0 they éarry eubstantial proportions of through traffic. Routes were
chosen along roads which passed throngh different types of areas and

varied in length between 8 and 20 miles. The variables which were
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expected to 1nfluence journey-time were adjacent land use, road width,
number of pedestrian crossings, number of prlority-controlled
intersections, éumber of bus-stops, frequency of bus services, traffic
flows and number of parked vehicles. Apart from road wldths,
variations of highway geometry were not included in the study. The
reasons are that a close inspection of a large-scale map of the area
showed that a large proporticn of the rcads were stralght and, since
the journeys were carried out 1n both directions, it was expected that
the effects of gradients would not be evident 1in the Journey-times.
In any case, many of the sections pf road are qulte flat. The
measurement of delays at major intersections will be described later.
Initially land use was divided into five categories - residential,

shopplng and commercial, industry, educatlon and other.

6.1.2 Methoda.

Mean journey-times were measured during the period from 9-30 to 11-30
am using a variant of the moving-observer method - aee Wardrop (1952).
The driver was instructed to attempt to drive at a speed such that as
many vehicles overtock the observer s vehicle as were overtaken by it.
On narrow roada speeds were genmerally limited by preceding vehicles
and on empty roads the driver was 1lnastructed to drive at the speed
limit and to obey the usual rules at pedestrian crossings and
intersections. Journey-times were orlginally measured using a
stopwatch but later a digital stop=-clock mounted 1n the vehicle was
substituted since this was easier to use and the possibility of
reading errors was reduced. A minimum of five journeys 1in both

directions were carried out each on a separate day. The journeys were
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regtricted to Tuesday, Wednesday and Thursday morninga. Since the
journeys and routes were continuous the half-mile points were defined
by a Halda mileometer reading to 1/100th of a mile and this was set to
zero at the start of each run. Where excesgive delays occurred the
stopped time was measured. In order to estimate journey=-times it was
necessary to determine the average delays at traffic signals and this
was done both by measuring individual delays during each run and also
by using the Road Research Laboratory £formula (see Road Research
Laboratory (1963)). The data for these calculations were obtained by
measuring ten congecutive cycle-times, greeu-times, the flow across
the stopline in each c¢ycle and the road width at the atopline. Where
long delays occurred at traffic signals the measured delays were
preferred to the theoretical delays in the czlculations. A number of
sections were excluded from the analysis because of excessive delays
at traffic signals. These were rejected 1f, at a  particular
lntersection, the vehicle was delayed for more than cne complete cycle
on more than half of the journeys. Thus the conditions 1n these
rejected sections were more comparable to those which existed inm peak
periods and, therefore, the results were not strictly applicable to
the conditions appropriate to this study. This 13 not 2 completely
satisfactory criterion for rejection aince the rejected sectiona
tended to be thogse 1n which a large number of parked vehicles and
zebra crosgings occurred and these were wusually i1in busy shopping
areas. By rejecting from the analysis those sections which contained
high valuea of some of the most important varisblea, 1t 1s poasible
that the range of application of the models was reduced. However,

such extreme values are unlikely to be typical of such roads in
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off-peak periods and hence their rejection was considered juatified.

The road width of each section was determined by averaging the widths
at three evenly spaced points. The number of side-turnings was
determined by inspection o¢of a large-sacale map. Petrol stations,
bus-stops and pedestrian crossings were located by marking their
positions on the map during a preliminary journey along the routes.
Off-peak bus frequenciea were obtained from the advertised timetables

at the bus-ztops.

Two other variables were measured, off—pgak traffic flow and the
numbers of parked vehiclea. Traffic flows were measured by carrying
out a half-hour manual count at the mid-point of each section. To
minimise the poasibility of bias the order of these surveys was
randonly determined, and they were carried out during the same three
days of the week as the journey-time surveys, but in different weeks
because of the large number of surveys which were reguired. Parked
vehicles were counted by an extra observer in the vehicle on each
journey and 21l stopped vehicles on both sides of the road were
included, except buses at bus~-stopas. On some of the wide roads in
Barnet where extenaive parking 1is permitted this was sgometimes

difficult to carry out accurately.

6.1.3 Preliminary Analysis

The data were tabulated for each section and discrepancies such as
unlikely journey-times were Iidentified and corrected or eliminated.
In the early surveys these occurred because of the difficulty of

reading the small minute hand on a stopwatch in a moving vehicle. The
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mean journey-times were calculated separately for each direction 1in
order to check for large diacrepancies-. At this stage a number of
.sections were eliminated because the effects of overgaturated
interasections created great variability in the weaaurements of
journey~-time. All of the aectioﬁa of the North Circular Road which
were studied were affected in thia way with half-mile journey-times as
high as 11 minute§ and these reaults were rejected. As a result the
dual~carriageway sample wasa reduced considerably. After checking, the
values were combined and all of the data waa punched on to cards for
entry dinto the computer. In the case of the Enfield atudy, which was
the first to be completed, a separate set of data was also collected
in sections which overlapped, but were not identical with, the
original study. This data waa 1intended to be used to check the
validity of any models produced on new data im the old sections before

proceeding to teat the modela in new areas.

The values and ranges of the various parameters are listed in Tables
6.1, 6.2 and 6.3. It can be seen that to a large extent the ranges of
the variablea overlap between areas although a detailed 1look at the
raw data for individual sections reveals some extreme combinations of
valuea. There are aignificant differences in the mean values of Bus
Prequency and the Number of Side Turnings between the sections in
Barnet and Enfield. Between Haringey and Barner there are zignificant
differences only in the Number of Side Turnings and between Enfield
and Haringey there are no significant differemcea in the independent
variables. Theae comparisons were made in order to ensure that models

derived from data from one area could be compared with those derived

from the others.
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Preliminary analyais of the Enfield data revealed that because some of
the variablez have numerically relevant values in only a small number
of gections they would be wunlikely to provide meaningful models.
These tended to be land-use parameters and consequently a number of
these were amalgamated. Heavy Induatry, occurring in only 4 sections
» and Education (3 sections) were amalgamated with the categery Other.
The variable Pelican Crossinga (9 sections) was added to Zebra
Crossings to form a combined wvariable - Pedestrian Crossings. In
addition, since vehicles entering and leaving petrol stationa were
expected tc behave in a2 aimilar manner to those uszing minor junctions,
these two variablea were added to derive the new wvariable -
Side-Turnings. The land-use category "Other" was excluded from any

further analysls since the sum of the land-use variables was 100% for

each section.

6.2 ANALYSIS

6.2.1 Linear Regression Models.

Dual Carriagewaya.

The amount of data for dual carriageways is restricted because there
are only about 11 miles of such roads in Enfield, of which a large
proportion are subject to excesgive delays at a number of busy
intersections on the North Circular Road. The results of multiple
linear regression analyais are not significant, although they give a
weak indication of dependence of journey-time on the off-peak bus
frequency. Table 6.4 gives the details. Since these results were

obtained early in the studies it was decided to omit dual-carriageways
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from any further analysis.

Single Carriageways

Because the data was collected over a period of two years the sequence
of analysis has been dInfluenced by the order in which the data was
obtained. This ia the order in which it will be discussed. Firstly,
the data collected in Enfield in 1978 was used to determine a number
of linear regresaion models which were tested on further data
collected in Enfield and Haringey in 1979. Later, additional data was

collected In Barnet during the winter period of 1979-80.

Enfield Results.

The coefficienta of a number of statiatically seignificant models
derived from the 1978 data are given in Table 6.5. The models sﬁow
that bath journey-time and journey-speed are highly correlated with
the nuwmber of pedestrian croasings and the correlation coefficients
are .736 and -.686 respectively. On the average each pedestrian
crogasing dincreases the journey=-time by .18 minutes and decreases the
journey-gpeed by 3.1 wph over a half-mile section. Models containing
geveral independent variables have also been obtained using a forward
inclusion process with a test F value of 4.0 to approximate to the 5%
level of significance. Models (a) and (b) have been checked against
journey-time data collected on other days on 20 sections of the azame
roads which were wused to derive the models. The correlation
coefficients between the observed and predicted values of journey-time
were .635 and .705 for (a) and (b) respectively. These correlation
coefficients are close to the values for the original models, (see

Table 6.5).
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A preliminary analysis of the distribution of the nuwmber of parked
vehicles showed that this was highly peaked and positively skewed
{kurtosis 8.27 and skewness 2.69). In order to reduce the skewness
this ~variable was transformed to the square root of the number of
parked vehicles; however, neither the original wvariable mnor the
transformed variable occurred in any of the significant models
produced. This may indicate that parked vehicles do not significantly
affect journey-times in Enfield, but another explanation is that
parking is correlated with other independent variables (for example,
correlation with bus-stops XB 1 .473) which are more highly
correlated with journey-time. Additionally, in most shopping areas in
Enfield kerbside parking is severely restricted and, therefore, the
effects on journey~-time will be difficult to detect. Hence it is not

surprising that any independent effect of parking cannot be obaerved

in these results.

Additional data were collected on the same roads in the spring of 1979
in order to carry out an additional check on the wvalidity of the
models. The mean journey-time was 1.28 minutes per half-mile section
in 1978 and 1.22 minutes per half-mile in 1979. The most significant
models derived from the 1979 dats are given in Table 6.6. The models
marked with an asterisk may be compared with the corresponding models
in Table 6.5. In all cases the regression coefficients can be seen to
compare very closely although the correlation coefficients are lower
than thogse derived from the 1978 resultas. No models containing wmore

than twe  independent variables gave significant correlation

coefficients for the 1979 data.
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Two models produced by the 1978 data were used to predict
journey~times and speeds; these predictions were compared with the
observed values in the 1979 data and the results are given 1in Table
6.7. The results of the use of equation (¢) are also shown in the
scatter diagram in Fig 6.1. The models used were those derived from
the 1978 data which had high correlation coefficients and were
significant atr the 5% level on the 1979 data. It can be seen that the
correlation coefficients compare very closely with the highest values
in Table 6.5. These results indicate that the independent variables
used provide stable models within Enfield, and snggest - that the

models and methods might be more widely applicable.

Baringey

Multiple linear regression analysis was carried out on the Haringey
data and this produced the models shown in Table 6.8. These are the
most significant models produced by the data and include variables
which were not significant in the Enfield models. Other léss
significant models were obtained which tend to confirm some of the
models produced by the Enfield data and these are compared in Table
6.9. The objective of deriving these leas significant models was to
attempt to determine if the same variables were likely to be important
in the two areas considered =eparately. These results 1indicate
similarities in the wvariables which influence journey-time
gignificantly. The 1978 models were also used to predict
journey-times and journey-speeds in Haringey and the results are given
in Table 6.10. As expected the correlation coefficients 1Indicate

agreement which {s significant at the 5% level. However, a certain
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amount of caution is necessary in accepting these results since two of
the 1ndependent variables - Bus Frequency and Bus Stops - have values
which extend beyond the range of those in Enfield. As a result one of
the significant Enfield models, model (d) in Table 6.5, did not give
accurate predictions of journey-times with the BHaringey data. This
could have been expected since the sign of the regreasion coefficient
of X3 (Bus Flow) does not correspond to the expected sign. The effect
of this variable is minimal in the Enfield results but much greater in
the smaller Hatringey sample. The results of the test using model (c)

are shown in the scatter diagram in Fig 6.2.

Barnet.

Multiple regression analysis of the Barmet data has produced the
models listed in Table &.11. The most significant models include
variables which were not significant in the Enfield and Haringey
models; these were Shopping Land-use (X5), Parked Vehicles (X13) and
Road Width (X2). However, these variables are highly intercorrelated
(the correlation matrix being given in Table 6.12) and consequently
the regression coefficients wvary considerably between the models.
Since the Individual correlation coefficients between parked vehicles
and journey-time, and shopping land-use and journey-time are almost
identical, .691 and .696 respectively, the relative significance of
these variables ia the regreasion models could change from sample to
sample. Provided the samples have been obtained with care models
cantaining either of these variables would be expected to provide
results of similar levels of acéﬁracy. But the appearance and

disappearance of particular variables can be disturbing. Thus it i=s
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posalble for models using different wvariasbles to be produced from
different samples, although a clogse inspection of the correlation
matrices might reveal similarities in the correlations between the

same variables in different samplesa.

Other less gignificant models have algo been produced which contain
the variables which were shown to be significant in the Enfield models
- regldential Iland-use, pedestrian crossings and bus-stops. The
intention was to determine the extent to which these variables might
be significant in Barnet. The results are shown in Table 6.13 and
indicate that a number of models can be derived from thia datz which
have levels of significance which are not much less than those of the
moat significant models. This highlights a major problem of thia type
of ewmpirical study, that if aeveral modela of aimilar levels of
gignificance cen be derived from the data then the model which gives
the higheat multiple correlation coefficient for any one sample is
unlikely to do thia for the othera. However, 1t haa been demonstrated
in theae reaults that similar models may be applicable to all of the

areas although not necesasarily the moat highly correlated for all

gamples.

Before continuing with a discussion of models derived from pooled data
another potential problem will be considered. Where a number of
varigbles have been measured in more than one population, or separate
groups of samples, 1t is important to determine whether there are
significant differences in the values and ranges of the variables
between the separate populations. The reasons are twofold. Firstly,

if significant differences occur then in theory a 1linear regression
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equation derived from one population may not be applicable to the
others. In practice the researcher would need to exercise some
judgement on the application of such a model depending upon the extent
of the differences and the lmportance of the variables to the model.
Secondly, where alternative forma of model are available such an
.analysis can give an indication of the variables which should be used
in the model in order to make it more widely applicable. The procesa
of determining the significance of the differences between the mean

values of two or more mltivariate populations i1s known as

discriminant analysis.

Wnere only s single variable has been measured a discriminant anslysis
can be carried out using the t test. However, when several variables
have been measured more complex methods need to be ngsed since 41t 1is
the coincidental wvariation within a number of dimensions which needs
to be assessed. We can perceive auch a method geometrically as
determining the locations of the mean vslues of each population within
the hypothetical space defined by the variables. The populations will
be considered similar if the distance between the mean values 1g less
than some proportion of the common variance. Thus thig kind of
analysis 1s similar to the t test. The methods used are capable of
allowing for inclusion or exclusicn of variables in the discrimination
process depending upon the extent of the improvement in discrimination
which results. For further reading on discriminant analysis see

Bennett et al (1976) or Cooley et 31 (1971).

A discriminant analysis was carried out between each pair of samples

of data and also between the three samples consldered together.
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Firstly, an analysis of varilance between the groups was carried out on
the individual variables, the data for each Borough being treated as a
separate group. The next stage required the calculation of the linear
relationships of the wvarlables which were needed to separate the
groups and which were moat significant in ildentifying an individual
sample with the correct group. With pairs of groups one linear
function 1is required to discriminate between them and with three
groups two functions are needed. Witﬁ palrs of groups the funcction
correaponds to the distance parallel to the line passing through
points defined by the mean values of the varlables for each group inm
many dimensions. The number of dimensions corresponds to the number
of wvariables included in the function. The results show that no
diacriminant function can be devised to discriminate between the data
collected 1in Haringey and that collected in Enfield with a reasonsable
level of accuracy. But between Barnet and Enfield the number of
side-turnings, road-width and bus-flow varied significantly, as they
did for the three groups considered coincidentally and these variables
are contailned in the discriminant functions. These functions
identified 59 samples out of 99 with the correct group. However, one
of ¢the functiona had a 1low level of significance and this result
suggested that the data for Enfield and Haringey could be combined
when the result of the earlier analysis between these two was taken
into account. After cowbining these twe a further discriminant
analysis 1ndicated that the only wvarilable which was significantly
different between the Barnet data and the c¢ombined Enfield-Haringey
data was the number of side-turnings. An interesting result of these

discriminant analyses is that the variables which are most significant
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in discriminating between the szmples rarely occur io the regression
equations. This suggests that models could be derived from the pooled
datz which would ot be rTejected if teated oo one of the samples
separately, and which are more likely to be widely applicable than any
of the modela derived from an individuasl sample. However, it must be
voted that the data for each Borough is cot a random sample from the
pooled data, hence any predictiovma produced by the pooled models on
the data for one Borough only will not be as accurate as the '"best”

modela derived earlier for the individual areas.

Pocoled Data.

Multiple regreasion analysis of the pooled data produced the models
which are listed ino Table 6.14. Because a number of variables have
been shown to be highly correlated with journey-time aod these have
- tended to be the gsame variables in all three areas, theae variables
alao occur in the moat aignificant models io the pooled dats. Thus
the variable which 1a moat highly correlated with jounrney-time ino the
pooled data is the number of pedestrian crossings, with a correlation
coefficient of +619. This can be compared with correlationm
coefficienta of .541, .736 and 449 1o the Barmet, Enfield and
Haringey asamples respectively. In the models cootaining two
independent variables the number of pedestrian crossiogs can be paired
with either the residentizl la2cd-use or shoppiog land-use, with only a
sma2ll chaoge in the multiple correlation coefficients, .667 aund .694
respectively. It 1is wunlikely that satisfactory regression models
containing both residential land-use acd shopping Lland-use can be
devised sioce theae two  variablesa are highly negatively

intercorrelated (correlation coefficient: =-.657).
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The scatter diagram for the most significant model containing three
variables 1a shown in Fig 6.3, the multiple correlation coefficient
being .716. This model has been tested separately on the three
gamples of data, giving correlation coefficients between the obaerved
and predicted journey-times of .721, .733 and .719 om the Baruet,
Enfield and Haringey data respectively. These results have shown that
there are significant, consistent relationahipa between jourmey-time
and the following wvariablea ~ nuwmbers of pedestrian crossings,
shopping land-use and numbera of bus stopa. The consiatency of these
reaults suggests that it is probable that highly significant and more
widely applicable results could be obtained from a3 wmore extended

gtudy, even if the areas were different in character from each other.

6.3 EFFECTS OF SPATIAL CORRELATION

At the beginning of these off-peak studies a decision was made to fix
the length of each survey section at a half-mile. The choice of that
length was arbitrary, since it is not immediately evident which is the
moat auitable length for =etudy. In other studiea, for example see
Wardrop (1952) and Freeman, Fox et al (1972), no attempt was wmade to
choose spatial sampling intervals of equal length, presumably because
the reaearchers did not expect that the differences i1in Jjourney
distances would serlously affeet the resuita. For this study the
poaaibility of such effects occurring was considered, heuce the
decision to make all the space sampling intervals of equal length.
The extent to which auch effects are evident in the results will unow

be considered.
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In Chapter 3 the consistent effects of aggregation of
journey-time/flow data into successively longer sampling intervals was
discussed with reapect to data collected in consecutive intervals of
time. Wright (1971) suggests that such effects might 2lso bhe obaerved
in data which has been measured in space sampling intervals, and in
this section these effects will be considered. In order to permit the
regression coefficientsa to be compared directly each wvariable was
expressed as the average per half-mile. The aggregation is similar to
that carried out for the peak-hour studies, but because the sampling
domains are different a number of other. differences arise. Firstly,
in the peak hour the mean jouruney-times are weighted according to the
traffic flows in the individual sampling intervals but in the off-peak
data no such weighting occurs. Thia implies that Bias Type 1 will be
sbsent from the off-peak results. Secondly, in the peak hour Bias
Type 2 arisea because of time-lagged cross-correlations between
Journey-time and flow. If space~lagged cross-correlations occurred

Bias Type 2 would be expected in the off-peak data.

The regults of thia analysis are given in Table 6.15, and are
difficult to interpret. The regular trends which were evident in the
peak-hour results are wc longer clearly defined, although the
coefficients for the longer sampling intervals are larger than those
in the shorter intervals. This result is only partly consistent with

the predictions of Wright’s models discussed esrlier.

Other indireect evidence for the existence of gpatisl correlation has
been obtained by analysing the results of the study reportad by

Bampfylde (1979). He analysed the variations of journey-speed and
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traffic fiow in a number of tunmels of various lengtha in Britain. He
obtaiaed the wide scatter of apeed/flow reaults which many other
observera have obtained, and was unable to establish relationships
which were uniquely applicable to tumnela. However, the tunnels were
of widely different lengtha, from 183 metrea to 3138 metres, and there
were differences in the vertical and horizgntal curvature, but these
differences had wno detectable effects on Jjourney-times. 1f the
regresalon coefficients of speed om flow given by Bampfylde are
compared with the tuonel lemgths it will be found that they are
correlated. The correlation coefficient is -.575 and the F value 1is
5.6. Furthermore, 1t 1s most 1likely that each tunnel was of a
conatant width throughout, hence the characteristics were probably
aimilar along the full length of each tunnel apart from vertical and
horizontal curvature.. Thua if each tuonel had been divided i1ioto a
number of equal sections the characteristics of each section would
have been almost identical with adjacent sectiona and Bias Type 2
would be evident 1n the results. This is not a convincing argument
since it 13 possible that the regression slopes of the relationships
between traffic flow and journey-speed might be expected to become
steeper with increasing length of tunnel aimply becauge of the effect
of side friction, and this would be expected to be greater in & loug
tuonel. Generalising Wright“a hypothesia, if the journey-time of the
traffic in a aection (sampling interval), is correlated with some
indepeadent variable occurring in some nearby aection (lagged
ioterval), then the slope regression coefficient between journey-time
and that variable is likely to change in a consistent manner as the

variables are aggregated into successively longer sampling intervals.
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Clearly the hypothesis 1s appealing although the evidence presented
here 1s not conclusive since relatively small samples have been used;
however, the results are statistically significant at the 5% level.
The results suggest that care should be taken when comparing two
studies to ensure that the space sampling intervals are similar 1in

size, otherwise the comparisons may be invalid.
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CHAPTER 7

MULTIVARIATE ANALYSIS OF OFF-PEAK DATA

7.1  FACTOR ANALYSIS MODELS

This part of the study of off-pesk journey-times was plsnned with the
objective of creating and testing a number of indices of lsnd-uses and
other variables slongside the road. That 1s, it was intended to find
ont 1f the characteristics of the features along the rosd could be
expressed quantitatively using sn index based on measurements of
particnlar varisbles end the  inter-relationships 'between them.
Furthermore, it wss intended to study the relationships between
journey-time and such an index. One such index has been postulated by
Buchsnsn et a1l (1976) in s study of journey-times on roads in London in
1971. This was called an Activity Index and was expressed by:

ATl = 0.10 SHOPS + 0.02 HOUSES + 0.01 NBU + 0.05 OBU

where SHOPS Z of both sides of road occcupied by shaps,

HOUSES = Z of both sides of road occupied by houses,
NBU = % of both sides of road not built up,
8): 1) = % of both sides of road occupied by other premises.

Buchanan’s paper gives a reference to Kinloch (1972) as the source of
the Activity Index; however, the latter paper merely quotes the formula

and includes a graph showing how the Activity Index wvaries with certain
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parameters. Further searches have not revealed the justification for
the particular weightings given to the individual wvariables 1in the
expreaaion although the sampling methods uaed for measuring the
variables are given by Large (1971). The calculations of Activity Imndex
in the reference seem to indicate that the weightings are arbitrary and
based upon some subjective perception of the influence of land-use
activities on journey-times. In the present study the methods of
principal compoment and factor analyaia have been used for the purpose
of investigating relationships between land-use variables and for

deriving indices. These methods are deacribed in Appendix E.

As waa atated in Chapter 5, iIn the method of principal component
analysils the first component is ao derived that it accounts for the
maXimum amount of variance in the obaervad data. Further components are
aucceaaively derived in such a way that they account for the maximum
ampunt of reaidual variance and they are orthogonal to any componenta
already derived. The proportion of wvariance accounted for by each
component 1s expreased by its elgenvalue. It can be shown that aince
the variablea are normalised at the start of the process then the sum of
the eigenvalnes will be equal to the number of variablea. Kaiaer (1958)
arguea that the d1mportant componentsa will be thoae whoae eigemnvalues
exceed 1.0, although this i3 by no means a strict rule. In this study
nina variablea have been measured and these are; road width, frequency
of off-peak buaes, residential land-use, shopping land-use, numbera of
bus atops, numbers of side turnings, off-peak traffic flow, numbers of
parked vehicles and numbers of pedestrian crossings. Some important
features o¢f the relationships between the components and the raw

variables are shown in a factor pattern matrix. This is a matrix of
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correlation coefficients, called factor locadings, between the variables
and the components. Like the more commonly used Pearson correlation
coefficients high wvalues of the factor loadings indicate significant
relationships between the variables and the components. Furthermore
robust relationships should give similar factor patterms with different
samples from the same population. Therefore, in these studies identical
types of analysis have been used on each of the separate_samples and on

the pooled data.

Principal component analysis of the Barnet data shows that the three
moat 1mportant components have eigenvalues of 4.63, 1.35 and .93
respectively (see Footnote). These three componants account f?r about
772 of the total variance of the nine variables aand for proportions of
the wvariance of Individual variables of between 61%Z for pedestriaan
crossings, and 83%Z for road width. The first principal componeat has
high loadings (correlation coefficients) on all of the variables, which
is usually the case, and 1isa therefore difficult to interpret.
Consequently these three principal components were then subjected to
varimax vrotation, and the results enabled individual factors (rotated
components) to be identified with particular sets of variables, (see
Chapter 5). The results of this rotation provide evidence for the
existence of three interpretable factors. Thus Factor 1 was found to be
positively correlated with shopping land-use, pedestrian crossings and
Footnote. To avoid unnecessary repetition of similar tables sample
output 13 nwaot given for the three areas counsidered separately but only

for the pooled data, and these results are shown in Tables 7.1 and 7.2.
The results are discussed later in this chapter.
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parked vehicles, and negatively correlated with residential land-use.
The 1inclusion of these variasbles in this factor is not surprising since
it might be expected that there would be more frequent pedestrian
crosaings, heavier car—pgrking and less residential land-use in shopping
areas. The rotated factor matrix suncceeds in quantifying this
association between the variableas. Factor 2 is most heavily loaded on
road width, bua frequency and traffic flow and moderately loaded on

parked vehiclea. Factor 3 ie loaded on bus frequency and side-~turnings.

For the Enfield data the first three principal components have
eigenvaluea of 3.14, 1.97 and 1.17 respectively and they account for
about 70%7 of the total variance in the data. These three componenta
account for a minimum of 55% of the variance of parked vehicles up to a
maximnm of 78% of the variance of shopping land-use. Factor 1 was
highly correlated with shopping land-use, traffic flow and pedestrian
crossinge, and negatively correlated with residential land-use. Factor
2 waa heavily loasded on aide-turnings and bus=-stops. Factor 3 was
loaded on road width, bus frequency and parked vehiclea. Parking
reatrictione are wmore severe in shopping areas 1in Enfield than in
shopping areas in Barnet, hence the lower correlation with the other
variables associated with factor 1. The variasbles which are most highly
correlated with the other two factors are remarkably similar im both
sete of data although the relative importance of these two factors
changes between the samples. The results of this analysis of the

Enfield data tend to confirm the conlusions derived from the Barnet

data.
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In the analyais of the Haringey data the first three principal
components had eigenvalues of 3.55, 1.55 snd l.16 and these accounted
for about 70% of the total wvariance. The first facter was highly
correlated with bus frequency, shopping land-use and bus-stops, and Was
negatively correlated with residential land-uge. Factor 2 was highly
correlated with side-turnings, number of pedestrian crossings and road
width. Factor 3 was highly correlated with car-parking. Thus these
reaults differ from the previous ones although two of the variables
associated with factor 1, shopping land-use aund residential land-use,
also occur 1in the corresponding factor in the Barnet and Enfield data.
It is possible that in such 2 small sample one or two extreme values may
have given rise to the differences in the structure of the factors
between these results and those derived from the Barnet and Enfield

data.

The analysails was then carried qut on the pooled data and, as would be
expected, gave results which were aimilar to those obtained by the
analysis of the Barmet and Enfield aamples; The first three principal
components had edgenvalues of 3.59, 1.51 and 0.90 respectively. These
three components accounted for 67% of the variance of the data. The
first factor was highly correlated with shopping land-use and pedestrian
crossinga, and negatively correlated with residential land-use. Thesae
results are shown in Table 7.1. Factor 2 waa highly correiated with
road width, bus flow, bug-stops and traffic flow. Factor 3 was highly
correlated with side-turnings and parked vehicles. Thus the results
suggest the existence of a distinect bipolar factor positively related to
shopping land-use and frequent pedestrian crossings on the one hand and

negatively related to residential land-use on the other; this
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corresponds to factor 1 1in this analysis. The second factor is
assoclated with bus frequency, numbers of bus stops and road width.
Factor 3, because it 1is mainly associated with a siungle variable "side

1

turnings," can be regarded as a unique factor.

The 1mportance of each factor 1s 1indicated by the correspeonding
eigenvalue, which gives the amount of variance in the data explained by
thet factor. The sum of the eigenvalues 1is equal to the number of
variables In the data set. For the discussion above the three most
important factors were considered,‘but one of these has an eigenvalue
less than 1.0 and most analysts would not regard that factor as worthy
of further analysis. If that factor is omitted then the factor pattern
can change quite considerably, since fewer factors are being used to
explain the variance of the full set of wariables. In chapter 5 it was
stated that the proportion of the variance of an individuval wvariable,
which can be accounted for by the variation of the common factors, is
known as the communality of the wvariable. In general, the communalities
of all of the variables will be reduced 1f a factor is omitted from the
analysis, but the effect on an individual wvarilable will depend upon its
correlation with the omitted factor. The effect on the results of this
study of using two factors instead of three is to make the two remaining
factors account for a greater proportioan of the veriance after rotation
than the first two rotated factors of the three-factor model. The
greatest change occcurred in factor 2; in the two-factor model this
factor accounted for asbout 50Z and 45% of the variance of side~turnings
and parked vehicles respectively but only 6% and 5% in the three-factor
model. In most other respects the interdependence between the facteors

and the remaining variables, as shown by the factor loadings, did nuot
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change very much and this can be taken to indicate that these two

factors are stable.

A convenient method of displaying these results 1is to use a vector
diagram of factor loadings. The diagram showing these results is given
in Fig. 7.l1. The axes of the diagram represent the first two principal
compenents PC 1 and FC 2. The corresponding positions of the rotated
factors are labelled Fl and F2 and the projections of these factors on
the original axes represent their corresponding correlations with the
two principal components. The pesitions of the points corresponding to
the raw variables are defined by their corrélation coefficients (factor
loadings) with the principal components. The correlations between the
variables and the rotated factors are given by the projections of the
variables on the rotated axes. Since the diagram displays correlation
ccefficients the periphery of the domain 1is defined by s circle of
radius 1.0. The information which the diagram conveys by the close
clustering 1is the grouping of the wvariables which are highly associated
with individual factors. Thus variables X5, XS and X4 are located close
to the axis Fl; and X2, XB and XT are close to axis F2. Because X4 is
negatively correlated with Fl, it is shown close to axis Fl but on the
opposite side of the axis 1labelled F2 from the variables X5 and XS,

which are both pogitively correlated with Fl.

As we have seen the results indicate that statistically significant
relationships exist between the wvariables and these relationships have
been used to postulate the existence of two common factors which cannot
otherwise be measured or observed. The first factor is associated with

shopping land-uge, residential land-use and frequency of pedestrian
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crosgings and the second factor with bus-frequency, numbers of bus stops
and road width. Harris (1975) argues that provided the usual
precautions are exercised in sample surveys then such factors are likely
to be stable and significant. Thus, although it may not be possible to
say that variations in the variables are caused by variations 1in the
factors, in the absence of a clearly identifiable theory these factors
can be wusged as Iindices of the associated variables which they contain.
These 1ndicea express some underlying relationship between the
variables. Finally the factors have been shown to contain the effects
of a range of variables which have been used‘as independent variables in

multiple regression modela, and this suggests that the factors could

also be used in such models.

7.2  REGRESSION ANALYSIS OF FACTOR SCORES

Principal component analysis and factor anmalysis are usually used to
explore the inter-relationships within data structures between a wide
range of variables. However, some authors, for example Jolliffe (1973)
and Kendall (1975), have discussed the use of the factors produced as
independent variables in 1linear regression analysis with other
parameters as the dependent variables. This has been done for this
gtudy and the independent variables used were the factor scorea derived

from the following relationship:
Fsij = Zfik'zjk

where Fsij = factor score of the ith factor in the jth semple,

factor score coefficient of the ith factor
on the kth normalised wvariable Xk.

ij = pormalised value of variable Xk in the jth sample.
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These factor scores were calculated for each sample in the datz bank.

The dependent variables were normalised journey-speed and normalised

journey-time.

The advantage of using factor scores for regression analysis 1s that
they are mutually orthogonal if derived by principzl component analysis,
and are nearly orthogonal {if derived by factor zanalysis. Hence the
regression equations are easier to interpret since the correlation of
the dependent variasble with a series of such orthogonal independent
variables 1is the sum of the separate correlation coefficients. In
addition, the slope regreasion and correlation coefficients are

identical 1if normalised data are used.

The correlation matrix for this analysis using a three~factor wmodel is
ghown 1in Table 7.2. BJS iz the normalised journey=-speed and BJT is the
normalised journey~time. The table reveals that the factor scores
derived from Factor 1 are highly correlated with journey-time and
produce 2 regression model having a level of significance comparable to
those models given by regression analysis of the raw variables. The
details of the most significant relationships are given in Table 7.3 and
the predictions for one of the models are shown in the scatter dizgram

in Fig. 7.2. The predicted journey-times (PJT) are given by:

PJT = 1026 + 1168Fl + OOSZFZ v (A.)

R = .668; F = 38.7; Standard Error = .198 min.

The factors Fl and F2 were derived from the first three rotated

prinecipal components - The correlation bhetween the observed and
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predicted journey-times is highly significant. Three factors have been
used in deriving the =2bove model largely for the sake of cousistency
with the earlier discussion although wusing Kaiser”s guideline for
selecting the appropriate number of factors, the number of components
whose eigenvalues exceed 1.0, suggests that only two such factors are
needed. The corresponding relationship derived from the first two

rotated principal components, F1° and F2°, is given by:

PJT = 1-26 + -173F1’ + 0047F2’ e (B)

R = .678; F = 40.9; Standard Error = .196 min.

As expected these two models display similar regression c¢oefficients
because each raw variable has similar factor lcadings in both sets of
rotated principal compenents, therefore Fl 1s similar to F1° and P2 1is
gimilar to F2’. The regression equations can now be written in terms of
the original variables by substituting for each factor the corresponding
linear equation which produces the factor score. Thus equation (1)

sbove becomes:

PIT = 1.22 - .0007X2 + o0019X3 - -0022X4 + 40023X5

- «0074XT + .0461XS - .0050XB + .0001X11 - .0002X12

And equation (2) becomes:
PIT = 1.23 - .0004%X2 + .0022X3 - .0021X4 + .0022%5

- +0017XT + .0498XS - .0038XB + .0001X1ll - .Q005X12

Later in this chapter strategies for reducing the number of raw
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variablea in these models will be discussed.

Since Factor 1 has been shown to be highly correlated with some of the
variables which Buchanan et al (1976) used in their Activity Index, it
can be seen that the principal component method described above produces
a similar kind of index. However, in this case the weightings given to
the individual variables are derived in a much less arbitrary manner and
represent a known relationship between the variables. An interesting
application of the Activity Index was its nse as an independent variable
in a regression model to predict jonrney-speeds in London where a high
correlation coefficient of .81 was reported.” The model has been used in

other tranmsportation studies in London and West Yorkshire.

There are two further commentes on Buchanan’s index. Firatly, the
varieblea defining the Activity Index lead to redundancy - since the aum
of the percentages of land-use will be 100% for all sections of roads.
Secondly, six-minute sampling intervals were nsed when measuring the
journey~times, and the mean journey~time within each sampling dinterval
was treated as an independent estiﬁate, whereaa the sampling intervals
for the Activity Index (and the other independent variables used) were
lengths of road. The use of each six-minnte mean jonrney~time as a
separate 1ndependent variable 1s incorrect because the model was
intended to be used for predicting changes of mean journey-time between
gections of road. If the overall mean jourmey~time had been used for
each section it 1a likely that different regression coefficients would
have been obtained, and the correlation coefficient would have been

based upon fewer degrees of freedom.
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The current study, using an index derived from factor analysis, avoids
the latter two criticisms by the correct choice of vsriables. However,
the choice of weightings is a major weakness of any index unless there
is some fundamental underlying hypothesis on which it is based. Since
factor analysis seeks to identify the inter-relatiouships between the
variables and, in this study, has found at least one factor which has a
plausible, recognisable and possibly causal link with the vériables with
which it 1s a&asscciated, it seema likely to lead to less subjective
indices. Provided the samples have been carefully selected the
underlying iuter-relationshipa on which the factors are based are no
less likely to be reproducible tham any other empirical models.
Furthermore the factors derived in this study can be easily checked
aince the variables do not change very rapidly in time and many of them

may remain constant for many years.

The factors which have been used in the regression models discussed
above have each contained the effects of all of the variables to some
extent. Furthermore, since rotated factore have been used some of the
factor loadings were very amall, and this is generally true for =211
rotated factor patterna. Consequently some of the variablea have a
negligible effect on the factor scores and would not cause much change
in the factor patterns 1f they were omitted. In the remainder of this
chspter various strategies for the elimination of potentially

unnecesssry variables from these models will be discussed.

A number of researchers (Jolliffe (1972),(1973); Dsliag aud
Tamure (1970); Massy (1971); Mansfield et al (1977)) discuss methods

of omitting unnecessary variables from factor models wused in multiple
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regression analysis. Jolliffe discusses in detail a number of
strategies which can be used for discarding variables and gilves the
results of tests carried out on both artificial and rezl data. The
results show that for artificial data aeveral rejection methods
succesafully discarded those variables known to be redundant. When the
rejection methods were wused on real data none was overwhelmingly
superior to the others in selecting sets of variables which provided the
most meaningful regression models, when compared with regression models

determined by the more common multiple regression procedure.

Two of the strategies deacribed by Jolliffe use the methods of prinmcipal
components to aid the cholce of variables, and these strategies are
labelled Bl and B2. Another method calculatea the multiple correlation
coefficient between each variable and the remaining variables, and uaes
this as the criterion for selection or rejection; this method he
labelled A2. Methods Bl and B2 have been tested on the pooled data in
this study. In method Bl a principal component analyais was carried out
on the raw wvariables. The number of cowponents having an eigenvalue
greater than 1.0 was noted = in this case, two - and this determined the
number of variablea to be retalned. Then the variable having the
highest correlation with the least important component was eliminated.
These processes of principal component analysis and variable elimination
were repeated several times until there were two remaining variables,
residential land-use (X4) and numbers of side~turnings (XT). The two
principal coupounents were then rotated using the varimax wmethed. A
multiple regression analysis was then carried out using the normalised
dependent variables and the factor scores as the independent +variables.

In method B2 raw variables were eliminated after the first principal
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compounent a2nalyais by discarding those variables which had the higheat
correlation with components having eiligenvalues less than 1.0. The
remaining variables were residential land-use (X4) 2a2nd bus frequency
(X3). A further principal component analyasis and varimax rotation were
carried out on the two remaining raw variables, and the remainder of the

analyaias was identical to Bl. The reaulta of theae analysea are shown

in Table 7.4.

The following obsaervations can be made on the resuits of these

calculationa;
(a) the selection methoda retained one variable in common ,
reaidential Jland-use; (b) the range of the eigenvalues of the
factors using two variables ia narrower tham that of the factora
with nine variableé, this being expected since the two variablea are
the mogt independent of the original wvariables; {(c) although
aignificant multiple correlation coefficienta were obtained these
were of lower significance than those obtained by linear regresasion

analyais of the raw variables.

Observation (c) would be expected since the principal component analysis
elimination procedures generated models which included fewer wvariables
than, and sometimes different onea from, thoae which occurred in a
number of the most significant linear regresasion modela derived from the
raw variables. Furthermore, since the mogt independent variables were
retained the rotated factors tended to be highly associated with one
variable. Since factor analysis and principal component analysia seek
to find evidence of factors associated with a large number of variables,

it seems illogical to discard a large proportion of the variables which
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provide that evidence.

Thus, the principal problem which has arisen in unsing these methods of
variable elimination 1is that in each case too many variables have been
eliminated. Thia could have been caused by wusing a2 criterion for
varisble elimination which was too strict or using 1t at an
inappropriate atage. In these methods the nnmber of variables to be
retained was determined by the number of principal components whose
eigenvalues were greater than 1.0. However, 1f we determine the
eigenvalues of the factora (rotated components) it will be observed that
they become more even than they were. For example, the eigenvalnes of
the firat two principal components were 3.59 and 1.51 but the
eigenvalues of the factors were 2.59 and 2.51 in the two-factor model.
Thua, when &2 principal component has an eigenvalue which is just less
than 1.0, if that component 4is retained in the model then, after
rotation, it ds 1likely that all of the factors will have eigenvalues
greater thenm l.0. If we now use this increased number of factora to
determine which wvariables should be retained it is clear that fewer
variables will be eliminated and, possibly, different wvariables from
those eliminated 1n the two-factor model. In this data, the third and
fourth most important principal components had eligenvaluea of .90 and
+80 reapectively, and so 1t 1s 1likely that after rotation the
correaponding factors would have eigenvalnes greater than 1.0. Another
disturbing effect of these elimination procedures waas observed when a
variable, which waa highly correlated with jonrney-time, was eliminated
becanse it was also highly correlated with an unimportant component. In
this data, the variables X5 (shopping land-use) and XS (pedestrian

crossings) were both eliminated, aslthoungh both are highly correlated
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with journey-time. A more apﬁroPriate.criterion for rejection needs to
be found so that the variables retained make a significant contributiocn
to the variation of the factors. And, if the regression models derived
by regressioun analysis of the raw varlables and of the factors are to
have similar levels of asignificance, then the factors should retain at
least the same number of wvariables as the regression models derived from
the raw data. In general, the retained variables should be those having
the highest correlation coefficients (factor loadings) with the factors.
Perhaps at this stage we should note that there exists an unresolved
controversy on whether factor loadings or factor score coefficients
should be used wheun interpreting factors. Scme of the standard texts,
aee QCooley et al (1971) and Kendall (1975}, state that the factor
loadings should be wuaed for interpretaticn of factors. Wher eas
Harris (1975) gives the counter argument that factor score coefficients
ahould be used for this purpose. These two alternative methods do not
necessarily lead to the same conclusions. Furthermore, since some of
the variable elimination strategies can sometimes lead to very few
variables being retained, the possibility of misinterpretation becomes
more likely. Whatever opinion is held on interpreting factora, the
variables retained and their number can have a significant effect on the

linear regression models derived from the factor scores.

In elimivation process type A2 the multiple correlation coefficient of
each Independent variable with all of the other independent wvariables is
first calculated, giving as many multiple correlation coefficients as
there are wvariables. Then the wvariable haviog the highest multiple
correlation coefficient is eliminated. Jolliffe arguea that the

variable which 1s eliminated at this stage subtracts the least amouunt of
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information because of its high correlation with the remaining
variables. The process 1s repeated with succeszsively fewer remainiog
variables until the multiple correlatiom coefflcienta 1lie below aome
limiting wvalue appropriate to a selected level of significance. The
results are shown 1n Table 7.5. This method of +variahle elimination
reaulted in ounly two variables being retained ~ residential land-use and
osumbers of side-turnings. These are the most mutually iundependent of
the possible pairs of raw variables and their correlation coefficient is
only .005. With these two variablea, which are wvirtually indepeudent,
factor analyais 1is drrelevant and multiple regresaion analysis of the
raw variables, with journey-time as the depe;dent variable, cam be used
to produce a gignificant model. But the resulting wodel only includes
cne iondependent variable - reaidential laod-use, and has a correlation
coefficient of .45. The laoclusion of the variable "side-turnings" does
act improve the correlation coefficient slgnificantly. Clearly the
number of variables eliminated by method A2 can be altered by choosing a
different limiting value for the correlation coefficient. In these
resuits a value of 0.19 was selected; with a sample size of 99 this
coefficlent 1s juet significantly different from zero at the 5% level.
Additional variables could have been retained by choosing a higher level
of significance but it is not immediately evident that a higher level is
juatified. It 1is clear that this variable elimination procedure is
esgentially a method of selecting raw variables te be used in regression
analysias, oot in factor analysis, since the implied independence of the

remaining variables means that factor aznalysis is inappropriate.

From the results of the atrategies tested s0 far no ove method of

elimination of variables appears to be clearly superior te the others,
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or even to the use of stepwise seleétion methods in multiple regression
analysias. This may be a result associated with this particular data, or
perhaps more stringent criteria for rejection of wvariables were wused
than are justified. But ino some of the methoda the eriteria for
rejection or acceptance are arbitrary, and this does not give the user
much coufidence in the methods. Furthermore, some of the methods always
retain only one variable per factor and this can lead to too few
variables being retained if only a few significant factors are evident
in the data. It seema i1llogical tc wuse the wmethod of principal
componenta, which seeks to detect the presence of latent factors in the
data, and then to eliminate a large proportion of the variables which

provide evidence of the factors.

One other published method of variable elimination will now be
mentioned, that devised by Mansfield et al (1977). This method combines
an attempt to retain variables which maintain the simple structure of
the factor patterns (see Appendix E) and provide the most aignificant
correlation with the dependent wariable in a regression analysis model.
Moreover this 1is carried out in a single stage. The disadvantage is
that the method requires the use of complex matrix manipulation which is
very difficult to program. Consequently the present suthor has devised
a two-stage proceas of variable elimination which tries to achieve the

same kind of result using standard computer programs. This process will

now be described.

Kaiser (1958) argues that if the factor patterns indicate that the
variables are closely clustered then the factors can be defined with

fewer variables with little change in their patterns. This he proved
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analyticzslly for a two-factor model and demconstrated empirically for a
model containing several factors. By cloasely clustered he meant that
each factor was highly correlated with a distinct subgroup of variables.
Close cluatering of the variables is evident in the results of this
study and conaequently the principle established by Kaiser haa been used
to eliminate potentially redundant variables in the factor models. This
variable elimination process aims ro preserve the important
characteristics of the factor pattern, and hence the interpretation of
the factors, but with fewer variables. A further objective ia to obtain
a raegression model having a high correlation between the dependent
variable and the factors 1included in the model. The important
characteristics of the factor pattern which should be retained are the
bigh Ioadings of the factors on aome of the variables and it ia these
variables which should be retained. The proportion of the variance of a
single wvariable which i1a explained by the factors is expreased by the
communality of that variable. Thus a low communality indicates that a
variable has a low correlation with the factors. Hence, in this
variable elimination proceas we will eliminate at each stage that
variable having the lowest coummunality with the rotated factors.
Initially the communalities were determined after a principal component
analyais and wvarimax rotation of the first two principal components
aince these were the 6n1y ones having an eigenvalue greater than 1.0.
At this stage the wvariable "traffic flow" was eliminatad. A further
principal component analysis and varimax rotation were carried out on
the remaining variables which led to the elimination of the varisble
"road width". At each atage the factor scores were generated and these

were wused as the 1lndependent variables in a multiple linear regression
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analysis with normalised journey-time as the dependent variable. The
reaults of these analyaes are given in Tables 7.6 and 7.7. The process
was continued until only three variables remained, although it is
probably desirable to retain a greater number of variables in order to

maintaion most of the structure of the factors.

Two alternative criteria can be suggested for choosing the stage at
which the wvariable elimination process 1is stopped; (a) 1f the
elimination of another variable leada to a significant change 1in the
factor pattern or (b) 1f there 1a a significant reduction in the
multiple correlation coefficient. The results of the multiple
regression analysis of normalised journey-times with the factor scores
derived from the rotated principal components are given 1in Table 7.8.
The tablea 1indicate that (a) the factors retain their underlying
patterns as the number of variables 1s reduced; and (b) the multiple
correlation coefficients of the regression models do not change
gignificantly. In addition it appears that the wmultiple correlation
coefficients are influenced more by the number of factors used in the
models rather than the number of variables uaed i1in specifying the
factors. Using the coefficlents and variables calculated by the program
the regression models derived from factors cam be written 1in terms of
the original wvariables. This was carried out for the three-variable

factor model and produced the equation given below:

PJT = 1.19 + .0035%5 - .0028%X4 + .0322XB

R = .643; F = 33.8; Standard Error = .204 min.

Multiple regression analysis of the same three raw variables gave the

119



MULTIVARIATE ARALYSIS OF OFF-PEAK DATA

following model:
PJT = 1.1l + .0044X5 - .00L7X4 + .0322XB
R = .651; F = 23.2; Standard Error = .192 min.
In these models it can be seen that similar correlation and regression
coefficients were obtained; however, using the normal methods of
regreasion analysis the second model would not have been derived. This
is because 1in stepwise wmultiple regressiomn analysis, if reasonable
values of the teat gtatistic are used, then the process ceasea at the
stage when XS, X5 and XB have been 1included 1in the model . The
resulting equation is given by:
PJT = .95 + .103%S + .0035¥%5 + .(027XB

R = .716; F = 33.3; Standard Error = .187 min.

Using the six-variable factor model, aince this was the two-factor model
which produced the highest correlation coefficient and level of

significance, gave the following model:
PJT = 1.16 - .0022X4 + .0024X5 + .0625%S
+ .0049XB + .0042X3 + .0028XT
R = .688; F = 43.0; Standard Error = .193 min.
The corresponding linear regresaion model is 1ig given by:
+ .0321%XB - .0GO1lX3 - .GO71XT

R = .727; F = 17.2; Standard Error = .187 miun.

There are greater differences between the coefficients of the wvariables
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in these two models than those wusing fewer raw variables, and
furthermore variables X4, X3 and XT would not have been included in the
linear regression models 1if reasonable values of the test statistics had
been used. However, from an examination of the standard errors it can

be seen that similar levels of accuracy are obtained by both models.

Although the predictions of journey-time using models derived by factor
analysis are no more accurate than those derived by conventional linear
regression analysis, there are advantages in wusing such models.
Firsatly, the numerical values of the factors may be used té compare the
characteristics along different roads. Secondly, the use of such
factors as 1independent variazbles in linear regression models justifies
the use of a larger number of raw variables in the predictive models,
and these are therefore likely to prove to be more widely useful since
the effects of a greater number of variables can be taken into account.
Although the wethods appear to be complex a number of well-known
computer packages of statistics programs include factor analysis
subroutines and these are no more difficult to use than multiple linear

regression subroutines.

The factors are oot directly meaaurable but are, never theless,
reasonably consistent expressions of the aqumerical relationships between
the raw wvarilables. These factora can be used where fundamental
theoretical relationships do not exist, usually where the variables have
been selected for their ease of measurement rather than that they occur
in 9gome established hypothesis; this 1is the case in this study. A
disadvantage of using such factors 1s that there are no rigorous

statistical tests for determining the correct number of factors to use
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or the significance of the factor score coeffiéients, but there are
satisfactory tests of significance of the factor loadings. Inscfar as
inter-relationships exist between the variables factor analysis seeks to
find evidence for them 1in the data and it 41is dimplicit in the

calculations that strong relationships are evidence of significant

latent factors.
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CHAPTER 8

SUMMARY AND CONCLUSIONS

8.1 Journey-Time/Flow Studiea.

Studies were carried out of the relationahips between journey-timea
and classified traffic flows, pedestrian flows and turning vehiclea on
two roads in Enfield, the High Street and Southbury Road. Separate
measurements were made of the flows in the two directions, two sets of
data were collected in the off-peak period and six sets during peak
perioda. The durations of the studies varied between 32 and 90
minutes and the basic sampling interval was one minute. It wss found
that 1in the off-peak periods no significant relationships could be
detected between journey-time and the other wariables in the two sets
of data collected in the High Street. Absence of journey-time/flow
relationships at low levels of £flow have ©been reported by

Wardrop (1952) and Dick (1966).

Unless atated otherwise, in the following discussion the wvariables
traffic flow and and journey-time have been measured in a single
direction. The aeparate effects on journey-time of different types of
vehiclea in the traffic streams could not be isolated because moat of
the vehicles were cars. In 3 large proportion of the intervals no

buses or motor-cycles were obaerved; thua in any future studies much
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longer inveatigations will be needed in order to detect any effect of
these vehicles, unless other sectiona are studied which are known to
contain high flows of such vehicles. 1In the peak periods the results
were found te be inconaistent. In the High Street aignificant linear
relationshipa were obtained between journey-time and unclassified
traffic flow 1in the scuthbound direction in two of the evening peak
periods. With the data aggregated into 5 minute sampling intervals,
the correlation coefficients were about .67 and the correaponding
elope regresaion coefficienta were about .25 minutes/vehicle/minute.
The relaticnahipa for Southbury Road were much more varied inm their
significance and the results depended upon.the direction of flow and
whether the data was collected in the worning or evening. For the
eastbound direction of flow in the evening peak perlod data there ia
evidence of the turning-back effect in the relationahip between
journey-time and flow at high rates of flow, as reported by
Rothrock (1957). In the morning peak there 1is evidence of a
significant linear correlation between journey-~time and traffic £flow.
For the westbound direction the morning flows were influenced by a
traffic queue which developed at & petrol station and no significant
iinear relationahip was obtained. The turning-back effect was evident
in these resulta and in these circumstances the wvariations of
journey=tige cannot be related to the entry flow = sgee
Branston (1976). In the evening & highly aignificant linear
relationship was obtained between journey-time and traffic flow for
this direction. Thus this type of atudy appears to be asenaitive to
ghort aud longer-term changes in the surrounding conditions and care

should be taken in the interpretation of data collected in such casesa.
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Different regression coefficients were obtalned when the data was
analysed in different sizes of sampling laotervals 1o time. In cases
where some degree of correlation existed 1o the data, consistent
trends 1n the coefficlents were observed as the data was aggregated
into successively longer sampling intervals. The theoretical model
derived by Wright (1971) was found to provide reasonable estimates of
the regression coefficients for the longer sampling i1ntervals based
upon lagged serial and cross covariancea in the data collected in
one-minute sampling intervals. This cbservation was confirmed 1o a
number of sgamples and suggests a mpeana qf correcting results for the

effects of different sampling intervals when comparing different

studies.

Curves having a discootinuity 1in gradient (called 'discontinuous
wodels" in this thesis), noan-linear regresaion models and combinations
of these ﬁave been tested on each aample. In general, the
discontinuoua model fitted each sample more closely than a single
least-gsquaree lioe, but the closeness of fit could not be tested by
normal tests of significance. 4 oumber of oproblems arose when
attempting to fit non-linear discontinuous models. These problems
occurred in one of the models because of the need to use the logarithme
of the transformed variables which could rake negative values, and a9

thias model had to be rejected.

A queveing model which predicts the variation of journey-time with
variaticons of traffic flow was derived by Davidson (1966). 1In order
to account for differences between differeat roads the model uses

obaerved or estimated values of saturation flow, off-peak journey-time
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and an empirical factor which varies with the surrounding conditions -
repreaented by the aymbol J. Thia model has been found to give a
satisfactory fit to the peak hour data collected in this atudy. The
attraction of thia model is that it has a theoretical baais for its
derivation whereas many previoua models have been entirely empirical.
The regular trenda in regreasion coefficients which resulted from
using data aggregated into auccesaively longer sampling intervals were
also observed in the results derived using Davidson’s model. A
theoretical argument haa been presented which accounts for the trends
in asaturation flow which were observed in these results. The major
advantage of this model ia that one equation may be used to predict
journey-times over the total range of possible flows. It has been
shown that the relationship between jourmey-speed and a number of

variablea which was derived by Wardrop (1968) is similar to Davidson’a

model.

Some authora, see for example Guerin (1958) and Underwood (1960), have
discuased the use of models which include concentration as the
independent variable in order to predict journey-times or journey
apeeda. In this theails attention has been drawn to a fundamental
weakness of such models which use concentration derived from flow and
speed, or flow and journey-time per unit distance. Although high
correlation coefficlents are often obtained when the empirical
relationships are derived, because these models must be rearranged
before usaing them to predict journey-timea or apeeds, then much lower

correlation coefficlents are found between the predicted and obaerved

values.
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SUMMARY AND CONCLUSIONS

The multivariate techniques of principal componment analysis and factor
analysis have been used to explore inter-relationships in the data
collected in the High Street in the evening peak period. The
variables atudied were those which had been treated as independent for
the purposea of multiple liunear regression analysis and these are
stated at the beginniug of thia <chapter. High correlation
coefficients were observed between the "independent” variables traffic
flow, turning vehicles and crossing pedestrians. Factor anslysis has
been uged to determine 3 relationship between these wvariables and it
has been argued that this can be used to define an index of peak-hcur

activity. There was no evidence of 3 similar kind of relationship 1In

the off-peak data collected in the High Street.

B.2 Off-Peak Journey-Time Studiea.

The earlier studies of flows and Jjourney-timeas iIn off-peak periods
indicated thst their variations were uncorrelated and thst there were
differences in journey-times of traffic between different sectious of
"~ road. In order to determine which factors influence the variations of
journey-time between sections, an extensive series of 1roads in the
London Boroughs of Barnet, Enfield and Haringey were studied. The
"off«peak journey-time" used in this study is the total journey-time
less any delay at major intersections. The parametera which were
investigated included: traffic £lows, parked wvehicles, delays at
major Intersctions, variations of land-use, numbers of pedeatrian
crossings, numbers of bus stops, bus frequency, numbers of priority
junctions and road widths. The studies were carried out over 44.5

miles of single-carriageway roads divided inte half-mile sections.
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SUMMARY AND CONCLUSIONS

After removing the effects of major intersections it was found that
the most significant variables were numbers of pedestrian c¢rossings,
the extent of shoppilng land~use alongside the roads and numbers of bus
stops. It was found that variations of journey-time were not
correlated with wvariations of flow between sectioms. Varistions of
roadside parking were not found to be significantly correlated with
variations o¢f Journey-time. Significant relationships were found to
exist between a number of <variables which had been treated as
independent for the purposes of regression analysis and so other
methods of multivariate analysia were used. Factor analysis revealed
evidence of a significent factor associated with shopping and
residentisl land-uses, and numbers of pedestrian crossings.
Variations of this factor were highly correlated with variations of
journey=time. This factor can be regarded a5 an "Activity Index" and
is similar to the Activity Index of Buchanan (1976). It has been
argued that the "Activity Index" derived using factor analysis has a
number of advantages over Buchanan’s index. The "Activity Index"
derived by factor snalysis has been used as the independent wvariable
in a 1linear regression model using journey-~time as the dependent
variable, and this model has been shown to give predictions of similar
levels of accuracy as those derived by conventional multiple linear
Tegression analysis of the raw varisbles. Factor modelg may prove
more useful since the theory justifies the use of a8 wider range of

variables than occur in the multiple linear regression models.

Some evidence has been found to iIndicate that spatial correlations
between journey-times and a2 aumber of wvariables can give rise to

differences 1a regression coefficents if investigations are carried
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out on roads of different lengths. Taking into account the earlier
observation that changes in time-based sgampling intervals ecan give
rise to consistent changes In regression coefficients, these results
guggest that some attempt should be made to standardise both time and
epatial sampling 1intervals. Otherwise valid comparisons of the
results of different studies may not be possible. The results of the
peak-=hour studies reported in this thesis show that significant
relationships can be obtained using sampling intervals of five minutes
and, furthermore, the wuse of the model reported by Wright (1971)
permits the results to be adjusted to larger sampling intervals if
these are required. The off-peak studies have shown that gsignificant
models of journey-time variations cano be obtained using half-mile
apatial 9gampling intervals but, because the models are likely to be
uaed for sections of road of differing lengthg, difficulties in the

use of such models may occur 1f spatial cross-correlation exists in

the data.

The peak and off-peak studies can be seen to be linked. The off-peak
studies have provided a satisfactory wmethod of predicting
journey-times, and the corresponding journey-speeds, at periods of low
flows and these predictions can be used in other journey-time/flow, or
speed/flow, relationahips intended for use over a wider range of
flows. In any such relationship the off-peak jourmey~time 1s usually
independent of the traffic flow. It has been shown that these
predictions can be used in Davidson’s model, thus aiding the model’s
wider use. This model has the potential to provide a widely
applicable predictor of journey-times since it permits the complete

range of journey-times to be predicted from the sgame function.
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Whatever models are used there should be some general agreement on the
choice of wveriables, the units in which they are wmeasured and their

sampling intervals.

8.3 Suggestions for Further Work.

Additional work is desirable in a number of areas considered 1in this
investigation. Promising results derived from the use of factor
analysis on the peak-hour data to produce a peak~hour 1index suggest
that this index should be given further study. In addition, if the
equation derived by Davidson (1966) to predict jourmey-times is to be
used more widely then more work needs to be done in order to determine
a rational method of measuring the factor J. Wright’s model for
predicting slope regression céefficienta should also be subjected to
further investigations, particularly on city centre roads where
current speed-flow wmodels are likely to be most inaccurate. Om such
roads where low average journey-apeseds are likely to occur accurate
predictions are difficult to obtaiu because of the relatively wide

range of jourmey-speeds which are found in practice.

Because the data for the off-peak study was collected in three
adjacent outer Loundon Boroughs there are similarities in the values of
the variables of land-use aud the other characteristics. Hence,
before wider application of any of the empirical relationships between
journey-time and these characteristics, further work needs to be
carried out to investigate the nature of such relationships, if auy,
in some of the imner London Boroughs. The resultg are 1likely to be

different since journey-time per unit distance tends to be higher in
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the inner London Borcughs. However, thia may be largely due to the
higher density of major intersections in these areas, in which case
the results discussed in this thesis should be applicable to these
areas after an allowance has been made for the additional delays at

such intersections.

Additional work 1s necessary to deterumine whether significant spatial

crosa-correlation exists between jourmey-time along a section of road

and the characteristics of other nearby sectiona.

The methoda of factor analysis could be applied to other aresga of
trangport study since, as argued in Chapter 5, these methods can deal
with tbe problems of intercorrelation which occur frequently in them.
Finally, the methods have the potential to explore the effects of
humsn behaviour in many areas such as trip generation or accident

studies.
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Table 3.1

Journey Time/Flow Study, Survey Details.

No. of Mean ]
Location Date 1 Minute %:aﬁ/F%OY F J.Time SJ' flm?y)
Intervals en/ma (min) ampie \p
High Street :

S/Bound 17. 7.72 90 3.87 1.00 17
Ditto 19, 7.72 90 9.78 1.76 24
Ditto 13.11.72 32 8.10 1.11 71
Ditto 22.10.73 42 q.40 2.38 a3

Southbury

R4, E/Bd. 19,10.73 80 - 15.80 1.4%3 45
Ditto . ‘
W/Bd. Ditto 78 24,82 1.58 71
Ditto
Ditto . -
W/Bd. Ditto 77 14,49 2.19 55

(Continued overleaf)

140



Table 3.1 Cont/...

Journey Time/Flow Study, Survey Details

Location Date Methods Other Variables Remarks
Vehicle types
Reg. Nos. .
. Turning vehs.
High Street Manual & .
S/Bound 17. 7.72 Automatic Cross;ng peds. Off-peak
Opposing flow
counts -
Green times
Ditto 19. 7.72 Ditto Ditto Peak
Cine-photo-
. graphy Vehicle fypes -
Ditto 13.11.72 Manual Opposing flow Off-peak
counts
Ditto 22.10.73 Ditto Ditto Peak
gg'ftg}’ggf 19.10.73 | Ditto Ditta p.m. Peak
3};3" Ditto Ditto Ditto Ditto
g};ﬁ‘.’ 5.12.73 Ditto Ditto a.m, Peak
( Ditte
Ditto . . , . Includes eff-
W/Bd. Ditto Ditto Ditto ects of petrol
station queues)
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Table 3.2

Linear Regression Analyses of High Street Data showing the Correlation and Slope Regression
Coefficients for Sampling Periods of 1} Minute and 5 Minutes

Sg@ple Mean Mean Corrn Coeff Slope Regn Coeff
Date 1z€ J,Time Flow Remarks
1 Minote . . , . . .
Intervals (mln) (Véh/hln) 1 min 5 min 1 min 5 min
17. 7.72, 90 1.09 8.87 .110 .351 .012 204 0ff-peak
19. 7.72. 90 1.76 9.78 .251% . 666% .051 .230 Peak
:: 13.11.72, 32 1.11 8.10 .009 -.405 .001 -,020 0ff-peak
Do
22,10,73. 42 2.38 9.40 . 306% . 686% .095 .272 Peak

* Significantly greater than zero.

The units of the Slope Regression Coefficient are min/veh/min



Table 3.3

Slope Regression and Correlation Coefficients of the Relationships
between Flow and Flow-Weighted/Unweighted Journey-Times for
Southbury Road, (westbound) 19.10,73.

Period of Weighted Models Unweighted Models
A%g;;ﬁ::ign Slope Corr. Coeff, Slope Corr. Coeff.
P j

1 .033 352 .033 .352

2 064 485 .065 496

3 073 .521 .076 535

A .097 571 .100 .587

5 .099 .652 .104 .672

6 .125 674 .126 .681

7 .128 664 .132 .682

8 .153 .680 .152 - .683

9 .135 .766 140 S .796

10 .156 .694 .167 736

The units of slope are min/veh/min.
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Table 3.4 -

Effects of Changing Sampling Intervals on Regression Equations
between Journey-time and Traffic Flow.

High Street 19,7.72.
o%n;igfge No. of Data Corgzi;?.on Regression Equation
mnltes)
83 .251 Y= 1.253 + ,051X
2 b4 %03 Y= .638 + .116X
3 30 .506 Y= .126 + .168X
L 22 +554 Y = -.025 + ,182X
5 18 665 Y = -,498 + .230X
6 15 .651 Y = -.582 + .240X
8 11 .604 Y= -.470 + 227X
10 9 . 767 Y =-1,399 + 322X
High Street 22,10.73.

in:erval £ Dat Correlation . 3
o(mi;fli‘:ge; No. of Data Coeff, Regression Equation
1 42 . 306 Y = 1.486 + .095X
2 21 428 Y= .923 + ,152X
3 14 .562 Y= .126 + ,270X
4 10 Skl Y= .32 + ,212X
5 8 - .686 Y= .228 + ,272X
6 7 . 745 Y = -1.717 + 446X
7 6 .761 Y= .880+ 353X
8 5 <914 Y = -1.876 + 453X
10 4 .826 Y=~ .28 + .278X
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Table 3.5

Linear Regression Analyses of Southbury Road Data

Sample

St Mean Mean J. Time Correlation Coeff.
Date L% J.Time Flow Sample Remarks
1 minute (min) (v/min) % 1 min 5 min
Intervals
E.Bound
- . - - 6 - L ] - -
19.10.73 80 1.2 25.18 45,6 097 002 p.m.peak
W, Bound
* *
19,10.73. 58 1.57 25.20 72 . 354 .600 p.m.peak
E.Bound
5.12.73. 73 1.92 17,95 60 +412% LT3 a.m.peak
; W.Bound
5.12.73. 77 2,19 18,00 25 © 4136 -353 a,m,peak

* Significantly greater than zero.

Notes;

See Table 3,2




Table 3.6

Correlation Matrix of Variables Used in Multiple Linear Regression

Analysis - High Street, 19.7.72. (5 minute intervals)

Variables X1 X6 X7 X8 Y
Traffic Flow (X1) 1.000 539 .668 .128 .666
Pedestrians Crossing (X6) 1.000 780 | =474 .521
Turning Vehicles (X7) 1.900 | -.126 .653
Opposing Flow (X8) 1,000 | -.111
Journey-time (¥) 1.000

Notes: Sample size 18

Correlation coefficientfnumerically greater
than .41 are significant at the 5% level.
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Table 3.7

Multiple Linear Regression Results - High Street, 19.7.72.

Independent Var, Muliiple R Regression Equation

X1, X6, X7, X8 «739 Y = .500 + .17% X1 - .00 X6 + .169 X7 072 X8
X1, X6, X7 . 722 Y = -.428 + 143 X1 - 002 X6 + .140 X7
X1, X6, X8 .699 Y = .255 + .211 X1 + .026 X6 - .042 X8
Xt, X7, X8 732 Y = .212 4+ .160 X1 + .124 X7 - ,043 X8
X6, X7, X8 654 Y = .554 + .0002 X6 + .247 X7 - .010 X8
X1, X6 .693 Y = -.313 + .187 X1 + 045 X6

X1, X7 .722 Y = .43 + 143 X1 o+ 143 X7

X1, X8 694 Y = .513 + .239 X1 - .,067 X8

X6, X7 .653 Y = 405 + .006 X6 + .239 X7

X6, X8 543 Y = 178 + .120 X6 + ,958 X8

X7, X8 654 Y = .556 + .246 X7 - ,010 X8

X1 .665 Y = -.498 + .230 X1 *

X6 521 Y = 1,225 4+ ,103 X6 *

X7 .653 Y = 387 + 247 X7 *

X8 -.111 Y = 2.361 - .372 XB

* These models are significant at the 5% level.
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Table 3.8

Lagged Serial and Cross—Correlations between Flow and Journey-Time, High Street, 19.7.72.

(Peak Period)

Lag (intervals)

Lagged Flow

0 1 2 3 A 5 -6 7 8 9
Flow and 1.000 -.074 116 165 -.012 . .285 036 215 ~.004 ~.094
Lagged J‘T' [ ] - - - » [ ] - - - L]
Flow and
Lagged Flow .251 .262 .140 A7 174 .017 .046 072 .052 -.141
Journey Time
and 1,000 .800 . 670 .552 .490 377 .252 .18% <154 .067
Lagged J.T.
Journey Time
and . 251 .316 . 388 . 343 .363 . 365 437 .308 . 208 .15%

The underlined coefficients are significantly different from zero at the 5% level.




Table 3.9

Slope Regression and Correlation Coefficients Predicted hy Wright's
Model Compared with Values Calculated from the Aggregated Data
Southhury Road, (westbound} 19.10.73,

AZE;:;:tgﬁn g;;:f;g;ggtgaz: Predicted Coefficients
(minutes) Slope Correlation Slope Correlation
1 .033 .352 .032 .352
2 .06 485 .062 483
3 .073 .521 .082 .553
4 .097 571 .094 .584
5 .099 .652 .104 .632
6 125 674 .120 667
7 .128 . 664 133 .709
8 153 . 680 143 . 740
9 .135 .766 .150 .761
10 .156 .694 .159 .787

The units of slope are min/veh/min.
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Table 3,10

Maximum Values of Slope Regression and Correlation Coefficients
Predicted by Wright®s Models. (All Peak Period Data)

Max. Predicted Coefficient .
: Optinum
Sample Lag (Slope)

Slope Corrélation ] P
High Street 19, 7.72 . 384 977 36
High Street 22.10.73 .583 *1.015 40
Southbury Rd (E) 19.10.73 NA NA Na
Southbury Rd (W) 19.10.73 .169 .837 14
Seuthbury Rd {E} 5.12.73 420 .999 41
Southbury Rd (W) 5.12.73 NA NA Na

Notes:

1.

The results for Southbury Road and marked NA were not amenable to
analysis because of the lack of linear correlation between the
variables.

* This upnacceptable result is discussed in the text.

The data collected on the High Street on 17.7.72. and 13.11.72.
are not included because the data was cellected during off-peak
periods.

The units of slope are min/veh/min,
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Table 3.11

Maximum Slope and Correlation Coefficients Predicted by Wright's
Models, High Street, 19.7.72.

sﬂif,i ing Optimm Lag Maximm | Correlation
i?:ii::l Intervals Minutes Slope Coefficient
1 36 36 384 975
2 17 34 377 .957
3 12 36 381 .966
A 9 36 407 974
-5 7 35 o377 .966
6 6 36 .390 .975
8 5 40 .399 .962
10 4 40 <365 .953

The units of slope are min/veh/min.
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Table 3.12

Relationships between Journey-Times and Pseudo-Concentration,
5 minute averages.

Apparent Coefficients

Actual Coefficients

Location
Correlation F Correlation F

High St. 17. 7.72 .909 71.5 191 .57
ditto 19. 7.72 .956 169,7 408 3.19
ditto 13.11.72 035 2.7 -.238 .24
ditto 19.10.73 973 105.3 383 1.03
Southbury BRd. 19.16G.73

Eastbound .932 92.3 041 .02
Westbound .976 256.3 . 725 14,38
Southbury Rd. 5.12.73

Eastbound .965 162,8 755 15.86
We atbound .897 53.3 245 .83

The apparent coefficients were determined for the model

The actual coefficients were determined for the predictive model

—0_
1-40

T

T

a, + 4, (eD)
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Table 4.1

Combined Sum of Squares of Discontinuous Relationship between
Journey-Time and Flow (5 Minute Averages), High Street, Total Data.

Critical Flow | Combined Sum_of Squares Mean Square Error of
(veh/min) ' (min<) | predicted journey-time
7.0 21,11 449
7.5 19.35 412
8.0 18.20 . 387
8.5 17.61 ".375
9.0 18.09 « 385
9.5 20,24 431
©10.0 21.40 ‘ 435
10.5 27.55 .586
Table 4.2

Combined Sum of Squares and Residual Squares of Relationships
between Journey~Time and Mean Flow, High Street, Total Data.

Discontinuous Model Least=Squares Model

(;in— Minimum Mean Optimum Mean Square Regression
utes) Square Error Slope Error Slope

1 663 .056 . 664 056

2 .975 <143 577 .120

3 .503 .225 <520 175

Y 427 .228 WAk .193

5 379 .268 -394 .237

6 380 438 410 .282

10 .169 .683 .289 .323

i ]

Note: The slopes are expressed in units of minutes/vehicle/minute.
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Table 4.3

Combined Sum of Squares and Residual Squares of Relationships between
Mean Flow and Journey-Speed, High Street, Total Data.

Discontinuous Model Least-Squares Model
K
. Mipimum Mean Optimum Mean Square Regression
(minutes Square Error Slope Error Slope
i 28.8 No Optm 28.8 - .25%2
2 23.3 - .828 23.3 - .630
3 20-4 - 1;35 21-"I - 1990
4 18.5 - 2.18 1-9.8 -14134
5 16.8 - 1.28 17.2 ~1.40
10 9.07 - 4,05 13.4 -1.76

Note: The slopes are expressed in mph/veh/minute.

Table 4.4

-

Discontinuous Regression using a Power Curve on High Street
Combined Data. Relationship between Journey-Time and Flow.

(migutes A Vo . Upzim“m Meagrig:are
1 -.370 .812 10.5 .600
2 .000 .813 10,5 545
3 104 . 968 10.5 468
b . 380 577 9.00 .388
5 -.129 1.039 10.50 . 301
6 -.113 1.561 10.00 .179
8 ~.274 1.077 11.00 258
10 -.017 1.359 10,50 | .118
Notes: Qk = Critical Flow {veh/min)
A = Power of the curve
Vo = Intercept
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Table 4.5

Analysis of High Street Total Data using Davidson?s Travel Time Model
to Predict Journey-Times.

Optimum Values
K Mean Square
(winutes); s (veh/min) J t (min) Error
1 28.5 L +356 1,30 666
2 22,0 .681 1.00 +575
3 20,5 .818 .90 .515
4 20,0 . 772 .90 440
5 ©19.5 .837 .85 425
8 17.5 1,980 .70 . 328
10 15.0 1.313 45 .213
Notes: S = saturation flow, t = travel time at zero flow
J = Davidson's constant

Table 4.6

Saturation Flows — High Street using Davidson's, Poisson and Normal
Distributions,

Flow parameters Saturation Flows (veh/min)

K :

(minutes)(v:ﬁ7gzt) Variance Davidson | Poisson N?i?al NE;?BI
1 9.39 20.03 28.5 19.0 22,1 25,2
2 18.50 50.04 22,0 15.3 17.4 20,2
3 27.80 60,05 20.5 13.7 15.5 18.5
4 36,85 80.07 20.0 12.9 14,4 17.6
5 46,22 100.12 19.5 12.4 13.7 17.0
6 55.66 120.14 19.0 12.1 13.2 16.6
10 92.54 200,22 15.0 11.2 12.0 15.5
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Table 5.1

Correlation Matrix of Data Collected on 17.7.72. in the High Street.

(0£2 peak)
X1

Southbound traffic flow

X2 = Numbers of pedestrians crossing
X3 = Numbers of turning vehicles
X4 = Northbound traffic flow
Y = Mean journey-time {southbound)

X X2 X3 X4 Y
p: 61 1 -.059 <343 .194 .223
X2 1 - .028 .236 034
x3 - 1 -.106 .206
X4 1 ~-.268
Y 1

Table 5.2

Correlation Matrix of Data Collected on 19.7.72 in the High Street

(Peak Period)

X1 X2 X3 X4 Y
X1 1 539 .668 .128 .665
X2 1 .780 — 47k .521
X3 1 ~.126 .653
X4 1 ~.111
Y 1
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Table in 2

Eigenvalues and Percentage of Variation Explained by the Principal
Components of Variables X1, X2, X3 and X4 : High Street.

Principal 17.7.72.
COmponent Eigenvalue % age of var. Cumulative
1 1.359 34.0 5%.0
9 1.247 31.2 65.2
3 .895 22.4 87.6
N 498 12.5 100.0
Principal 19.7.72.
Component Eigenvalue % age of var, Cumulative
1 2.390 56.8 59.8
2 1.176 29.4 89.2
3 . 296 7.4 96.6
i 137 © 3.4 100.0
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Table 5.4

Loadings on Two Principal Components in the Peak Period, High Street,
19.7.72- 5 Min‘llte Data’ N = 18-

Principal Components Rotated Factors
Variable 7 ; Communality
F1 F2 F1 F2
X .768 .501 .801 .216 841
X2 924 -.246 . 788 -.341 .914
- Table 5.5

Effects of Data Aggregation into Successively Longer Sampling Intervals
on the Eigenvalues of the Principal Components, High Street, 19.7.72.

K Eigenvalues Number of
F1 F2 | Es Fh Data

1 1 1.52 1.12 .82 43 83

2 1.87 1.20 .59 %A Ik

3 2.04 1.20 .52 .25 : 30
2,11 1.15 49 .2 22

5 2.39 1.18 .30 Ak 18

6 2.37 1.04 .37 .22 15

7 2.20 1.19 54 .07 12

8 2.31 1.25 .38 .06 11
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Table 6.1

Parameters Measured in Jourrney-Time Study,
(Single-Carriageways Only) - 45 Sections.

Enfield (1979)

Parameter #:::i Units Mean | Minimum | Maximum

Road Width X2 Feet 34,46 20.0 48,12
Bus Frequency X3 Buses/Hr | 11.40 3 o4
LAND-USE

Residential X4 56.2 0 100
Shopping X5 % 26,0 0 100
Other % 17.8 0 90
Pedestrian Crossings X8 No. 1.27 0 4
Side-Turnings XT No. 6.14 1 12
Bus-Stops XB No. 4,29 0 7
0ff-Peak Traffic Flow | Xit Veh/Hour 1076 445 1760
Parked Vebicles X12 No. 18.3 0 147
Running Journey-Time Minutes 1.22 0.72 1.98

Notes:

The variabhle labels apply to the corresponding variables in

* Tables 6.2 and 6.3 and are used in the models given in
Tables 6.4 to 6.15.
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Table 6,2

Parameters Measured in Journey-Time Study, Haringey (1979)
(Single-Carriageways Only) - 15 Sections.

Parameter Units Mean Minimm | Maximum

Road Width Feet 34.60 27.56 41.34
Bus Frequency Buses/Hr 14.20 2.00 54.00
LAND-USE

Residential % 45.87 0 90
Shopping % 25.0 0 83
Other % 29.13 2 70
Pedestrian Crossings No. 1,00 0 3
Side Turnings No. 6.87 4 11
Bus-Stops No. 4,60 1 11
0ff-Peak Traffic Flow Veh/Hour 1148 697 2000
Parked Vehicles Ne. 30.3 1 141
Running Journey-Time Minutes 1.37 0.92 1.84
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Table 6.3

Parameters Measured in Journey-Time Study, Barnet (1980)
(Single-Carriageways Only) - 39 Sectioms.

Parameter Units Mean Minimom | Maximum

Road Width Feet 33.55 20.0 50.0
Bus Frequency Buses/Hr 16.% 0 34.0
LAND-GSE

Residential % 52.4 10 100
Shopping A 22.9 0 80
Other % 25.3 0 7
Pedestrian Crossings No. 1.00 0 3
Side Turnings No. 8.97 2 16
Bus-Stops No. L. 46 0 7
0ff-Peak Traffic Flow Veh/Hour 979 388 1906
lParked Vehicles No. 48,3 0 152
Running Journey-Time Minutes 1.20 0.88 1.66
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Table 6.4

Results of Linear Regression Analysis of Data Collected on Dual-
Carriageways in Enfield - 1978 (Sample Size - 15)

Dependent Variable Model Multiple R Comments
Journey-time _ Not
Running-speed _ Not
(Z)“%mph) Z = 46.0-.866X3 k7 Significant
Table 6.5
Regression Models: Single Carriageway Data (N = 45)
Dependent i Maltiple
Variable Model R Comments
Journey-Time _ Highly
min ignificant (a
(Y) ( . ) Y = 1.09+.1?8XS .736 Si i £4 £ ( )
Y = 1.27+.145X8-.0027X% 792 Significant
- 12D : ' at 1% level (b)
Y = 1.10+.138X8-.0028%% 899 Significant (c¢)
+.043XB * at 2.5% level
Y = 1.12+,158X5~.0029%% 843 Significant
+.063XB-.010X3 (a) ’ at 5% level (d)
Running-Speed _ Highly
_ Significant
Z = 24,6-2,51XS+.046X4 738 at 2.5% level
7 = 28.0-2,35X5+,049Xk 577 Significant
~.869XB (b) : at 2.5% level

162




Table 6.6

Regression Models:

Single Carriageway Data (N = 42), Enfield 1979

-1.35XB

Dependent Multiple
Variable Model R Comments
Journey-Time _ _ = Highly
_ Highly
Y = 1.05+,153%8 567 Significant
Y = 1.33+.103XS~.0038X4 780 Significant
* * * : at % level
Running-Speed 4 Highly
(z) (mph) | %= 29-3-2.95%5 -527 Signiticant
7 = 24.8-2,15%S+.062Xk 597 Sigpificant
' ' ' * at %% level
7 = 30.0-1.90XS+.068X4 667 Significant

at 5% level

Table 6,7

Correlation Between Observed and Predicted Journey-Times and Running-
Speeds, Using Models Derived from the 1978 Data on the 1979 Data

Collected in Enfield

Correlation
Model Coefficient
Predicted
Journey-Time = 1.10+,138X5~,0028X4+,043XB . 687
Predicted
Running-Speed = 28.0-2,35XS+,049X4~.869XB 654
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Table 6.8

Regression Models:

Single Carriageway Data, Haringey 1979, (N = 15)

Dependent Multiple
Variable Model R Comments
Running-Time Highly
(Y) n?min) 1.0+.022X3 .806 Siomi i cant
1.07+.014X3+.004X5 8hl Significant
T ’ ) at 5% level
Running~-Speed 26.,17-.135X5 718 i ghly
12,5~.160X5+.413X2 . 780 Significant
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Table 6.9
Comparison of Models Produced by Enfield 1978, 1979 and Haringey 1979
Data.
Dependent Multiple
Variable Model R Comments
~Time Enfield 1978
(r) ”‘%mm) 1,09+, 178%S .736 & = 45)
1.05+.153%S 567 E(};‘Iffeld 1979
Haringey 1979
1.20+.155XS .4119 (N = 15) *
Running-Speed _ Enfield 1978
Enfield 1979
Haringey 1979
26, 3-3.14XS .516 N = 15
- % Significant at 10% level.
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Table 6,10

Correlation Between Observed and Predicted Journey-Times and Running-
Speeds, Haringey 1979, Using Models Derived From Enfield (1978) Data.

Correlation
Model Coefficient
Predicted -
Journey-Time = 1.10+4.138X5-.0028X4+,043XB .601
Predicted
ineSpeed T  28:0-2.35K5+.049X4-.860XB -565
Table 6,11

Regression Models: Single Carriageway Data Barnmet 1980 (N = 39)

Dependent Multiple
Variable _ Model R Comments

Journey-Time Significant
; Y = 1,05+,006 .696 gnliican
(¥) (min) o+.0063%5 ? at 1% level

) Significant
Y = 1,02+.0052X5+.057XS . 726 at 5% level

Y = .862+.0065X5+.069%XS

. 005XA . 748 Ditto
Y = .9364.0050X5+.053XS -
+,021XB :
Y = 1,01+.0038X5+.0021X12{  .750 Significant

at 1% level

Y = 1.354+.0034X5 -
+.0038X12-.012%2 + 792 Ditto

Journey-Speed Signifi t
Y = 29.6-.077X12 .6 guiiican
(Y)  (mph) ? X o at 1% level

Y = 22.4-,111X12+,265%2 . 723 Ditto
Y = 23,2-,084X12+,240X2 251 Significant
-.056X5 : at 5% level
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Table 6,12

Correlation Matrix - Barnet Off-Peak Journey-Time Study 1980.

Journey-

Jonrney- Sheod X2 X3 X4 X5 XT Xs B | x11 | xe

Journey-Time 1.000 ~.984 326 0 03510 -.379 1 696§ .505 | .5u1 ) .279 f .280 | .691
Journey-Speed 1.000 -.330 | -.355 | 0321 | —.644 | -.484 | -.492 | -.269 | -.250 | -.67%
X2 1.000 | .694 | -.388 | .478 | .u48 | .297 | .a15 | .724 | 748

X3 1.000 | -.236 486 433 .285 . 381 .669 .596

Xt 1,000 | ~.675 | ~.228 | ~.509 | -.053 | -.327 | -.523

X5 1.000 | .568 | .526 | .iuk | 46k | .71

XT 1.000 | .37 | .77 | .289 | .569

Xs 1.000 | 145 | .339 | .516

XB 1.000 | .298 | .37

X1t 1.000 | .500
1.000

X12




Table 6.13

Linear Regression Models, Barnet (1980) Using Variables X5, X4 and

XB only.
Dependent Correlation
Variable Model Coefficient Remarks
Journey-time Significant
(Y) (min) = 1.07+.127X8S 541 at 5% level
= 1.16+.110XS=-,0013X4 2554
Journey-speed = 28.4-9 46XS 592 Significant
(Y)  (mph) = «8.%-2, . at 5% level
= 27.2-2,22XS+.019X% 499
Table 6.14

Correlation Between
Speeds, Barmet 1980

Observed and Predicted Journey-Times and Running-
Using Models Derived from Enfield (1978) Data.

Correlation
Model Coefficient
Predicted
Predicted
Running-Speed 28,0-2.,35XS+.049X4~ . 869XB .533
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Table 6.15

Regression Models of Spatially Aggregated Journey-Time Data. Showing

Effects of Aggregation on the Coefficients.

(Paoled Data - N = 99)

No Oft d Model Correlation
Aggregate ode Coefficient
Sections
1 1.09+,159Xs .619
1.06+.106XS+,0037X5 .716
2 1,03+,214XS . 702
1.01+,149X8+,0038X5 759
3 1.10+.,157%S .632
1.07+.098%S+.0038X5 .694
4 1.05+,198%S L6678
1.01+.143X8+,0039X5 . 724
5 1.05+.207XS . 789
1.03+.185%X5+.0016X5 <795
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Table 7.1,

Factor Loadings Obtained by Principal Component Analysis and Factor
Analysis of the Pooled Off-Peak Journey-Time Data.

Prizgigglezgﬁﬁgents B:EEEEEEEZ:EEZS
Variable F1 F2 F3 F1 ' Fo ' F3 '
X2 .068 759 .181 .099 .710 .059
X3 .295 .680 345 .310 694 .198
X4 -.847 | -.101 Ok | =760 | -.119 .081
X5 .839 .183 .186 841 212 .095
xr .008 .237 .838 .060 .287 954
XS .736 .036 .248 .617 .108 177
XB ~-.053 674 . 300 .060 495 231
X11 479 .633 -.178 JAall . 395 .026
X12 .362 .225 676 .345 401 .290

The following variable labels apply to Tables 7.1 to 7.8:
X2 = Hoad Widtb

X3 = 0ff-Peak Bus Frequency
X4 = BResidential Land-use
X5 = Shopping Land-use

X7 = Side-Turnings

IS5 = Pedestrian Crossings
XB = Dus Stops

X11 = O0ff-Peak Traffic Flow
X12 = Parked Vehicles
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Table 7.2.

Correlation Matrix of Rotated Factors and Journey-Times for the
Pooled 0ff-Peak Data.

Factors Derived from Principal Components,

BJT = Normalised Journey-Time
BJS = Normalised Journey-Speed
Variable BJT BJS F1 F2 F3

BJT -.976 .639 .196 .118
BJS -.976 -.582 ~-.185 -.166
F1 .639 -.582 0 0
F2 +196° ~.185 0 0
F3 118 =.166 0 o
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Table 7.3.

Most Significant Linear Regression Equations Between Factor Scores
Pooled Data,

and Off-Peak Journey-Times/Journey-Speeds.

Models (a) and (c¢) used Factor Scores derived from Principal

Components.,
Models (b) and (d) used Factor Scores derived from Common Factor
Model.
Dependent Correlation
Variable Model Coefficient Remarks
Journey-Time = 1.26 + ,169 FS1(a) .639 Significant
(Y at 1% level
J°“‘(‘§ ~Time = 1.26+.191 FS1 (D) 655 Significant
at 1% level-
Journey-Speed = 24,8 - 2,96 FS1(c) -.582 Significant
(z) at 1% level
Journey=-Speed = 24.8-.305 FS1 (d) -.600 Significant
(2) Cee : * at 1% level
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Table 7.4.

Variables Retained by Variable Elimination Processes Types Bl and
B2, and Results of Multiple Linear Regression Analysis of the
Remaining Variables.

Principal Component . . .
Method Agalysismp Multiple Regression Analysis
Method | . '3T" Factor | Ligen- Model Corx.
Retained ] values Coeff,
X4 F1 1,00 Y = 1.414+.0119XT
B1 .525
X4 F1 1.29 Y = 1.37+.0669X3
B2 ' .529
X3 F2 .71 -.0039X4
Y = Journey-time {minutes)
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Table 7.5.

Multiple Correlation Coefficients of Each Variable with Remaining Variables, Variable Elimination
Process Type A2 - 0ff-Peak Journey-Time Study, Total Data.

No. of

Variable Variables 9 8 7 6 5 4 3 2
Label

X2 H01 .601 538 L449 k3 .378 <297 *
X3 .692 .683 * - - - - -

X4 .702 .587 579 .516 .369 .161 147 .005
X5 . 758 * - - - - - -
XS . 606 556 ST «543 * - - -
XB .525 .522 AT RAIA A Ry * -

XT 584 .583 .568 466 409 405 . 264 005
X11 .558 .548 .537 .530 494 * - -
X12 633 .621 . 615 * - - - -

* Indicates variable eliminated at previous stage using maximum multiple correlation coefficient
criterion. Coefficients greater than .20 are significant at 5% level . Multiple regression
cquation of journey-time with X4 and XT, Y = 1.43 - ,0045X4 + ,012XT, R = ,524



Table 7.6

Communalities of Nine Variables Based on the Factor Loadings for Two
Pooled Data.

Rotated Factors:

Number of Variables
Variable
9 8 7 6 5 4 3

b 2727 | 720 | .750 | .750 | .835 | .817 { .834
X5 .765 | .785 785 | .790 | .813 | .825 | .828
X3 557 | .565 | 552 | .583 *_ - -
X1 410 * - - - - -
X12 471 ] 517 | .505 * - - -
XB .510 | .510 | .566 | .637 | .630 | .819 | .998
X2 505 | .498 ¥ - - - -
X3 .649 | .649 | .616 | 645 | .673 | .723 *
XT .506 | .510 { .640 | .613 | .623 * -

¥ Indicates variable eliminated at the previous stage.
having the lowest communality is eliminated.
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Table 7.7

Variation of Factor Loadings of First Two Factors as the Number of Variables is Reduced:

Pooled Data.

Number of Variables Retained

Variable 8 7 6 5 4 3
F1  F2 F1  F2 F1  F2 F1  F2 F1 F2 F1  F2 F1 F2
X4 -.853 .015 | -.860 -,005 | -.866 025 | -.865 .043 | -.913 ,026 | ~.903 -.04% | -.913 —-.013
X5 .853 .194 .860 214 .864 ,196 .870 ,180 .879 .200 .885 ,200 .903 113
XS 735,127 738 .14k .720  .182 737 197 - - - - - -
X11 542 340 - - - - - - - - - - - -
X12 .380 .571 A1k 587 434,563 - - - - - - - -
XB 016 714 | -.011 714 | -.005 .752 .028 .797 045,793 | -.040 904 067 .997
X2 145  .696 A1k 696 - - - - - - - - - -
X3 .362 720 k729 371,692 .393 .700 417,706 .367 .767 - -
XT 029 711 .038 .713 026 ,800 040 .782 } -.020 .789 - - - -
Notes: Factor loadings greater than .28 or less than -.28 are significantly different from zero at the 99%

level,




Table 7.8

Details of Multiple Regression Models of Normalised Journey~Time and
Factor Scores of Reduced Variable Models: Pooled Data.,

Notes:

Variables Hodsl B | ¥
9 BJT = .655F1 + .177F2 .678 40.9
8 BJT = ,642F1 + ,188F2 .669 38.8
7 BJT = .635F1 + ,213F2 .670 39.0
6 BJT = .650F1 + .225F2 .688 L435.0
5 BJT = .580F1 + 023632 .027 31.0
4 BJT = ,561F1 + ,282F2 .628 31.3
3 BIT = .592F1 + .251F2 643 33.8
BJT = Normalised journey-time,

Fl =

Factor scores of factor associated with variations of
land-use and pedestrian crossings (X4, X5 and XS).

Factor scores of factor associated with wvariations of

bus frequency, bus stops and parked vehicles (X3, XB
and X12).
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APPENDIX D

COMPUTER PROGRAMS

Multiple linear regression analysis has been used to a great extent in
this study, including 2 number of transformations of the data where
this has been considered to be appropriate. Program FOREG was
available as a standerd program on the Honeywell computer which was
originally used. This is a program which carries out forward stepwise
regression aﬁd uses selected wvalues of F in order to test for both
inclusion and exclusion of wvarlablee at each  stage. Various
transformations of any or all of the variables are standard options in

the program and 1t is possible to specify which wvariables may be

selected for analysis.

In order to carry out non-standard tranaformations or aggregation of
data special programs were written and & number of these are deacribed
below. During the period of this research the Polytechnic purchased a
new computer and consequently a period of time was needed to become
familiar with the operation of the new system 2and to alter the

necessary programs.
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COMPUTER PROGRAMS

With the new aystem came a powerful set of atatistical programs in a
suite called " Statistical Programs for Social Sclentists™ and these
were used for much of the later analysea such as factor and
discriminant analysis. The author is grateful to the University of

Pittsburgh who have made thia auite avallable.

Program SAMUL was written in order to aggregate the data in any
opeclfied number of adjacent sampling intervals and, except for mean
journey-time, to express the variables aa the average per minute; for
example, flow was expressed in vehiclgs/minute. Hence regression
coefficients were always expresaed in the same units irrespective of
the size of the sampling interval. The use of thils program permitted
the effacta of auch aggregationa on regression and correlation

coefficienta to be investigated.

MAMUL was written to carry out a serles of aggregations similar to
SAMUL but 1n this case using overlapping moving-averages in order to
inveatigate the trends in the data. The dependent and Independent
variables can be aggregated over different ranges i1f desired. In some
of the runs only flowa were aggregatedcorreaponding to the aituation
where the wvariations of the dependent variable were expected to be
correlated with wvarilations of the independent wvariable up to K
intervala earlier, where K ia the number of intervals over which the
independent varlable was aggregated. The reason for wuaing this
definition of wmoving-average, rather than the wusual one of the
moving~average representing the value at the midpoint of the range,
wasa because 1t waa considered that journey-times of vehicles were
posslbly correlated with flows which had occurred earlier but ware not

correlated with flows which occurred later. 1In practice some degree
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COMPUTER PROGRAMS

of correlation may exiszt but this canmot be considered causal i1in the
senge I1mplied in theae studiea, that changes of flow cauae changes of
journey-time. A major problem of using overlapping moving-averages is
that adjacent valuea of each variable are correlated with each other
after aggregation. The data corresponda to a sgmoothed time-series
rather than random samplea from a bivariate diatributiom. But to sonme
extent this ls true of the raw data even 1f no aggregation is applied,
the resulta of the serlal and cross-correlation analysia discussed ino
Chapter 3 illustrate this. 1In any case, in this atudy wmoving-averages

have been uzed for descriptive purposes only.

Program AUDSR calculates the lagged serlal and cross-correlationa
between flow and journey-times. These calculationa were carried out
between - flow and lagged flow; flow and lagged journey-time;
journey-time and lagged flow; journey-time and lagged journey-time.

The calculations were carrled out for lags between 0 and 10 minutes.

Program AUQV usea the model derived by Wright(l971) to predict
regreaalon alopes and correlation coefficients for long sampling
ictervals from the lagged serial amnd croas-covarlances between the

variables collected in one-minute sampling {ntervals.

SACOR was written in order to analyse alternative discontinuous
regresaion models of flow and Jjourney~time having a single
diascontinuity in gradiemt, see Fig. 4.l. As with program SAMUL the
raw data may be aggregated over any desired number of sampling
intervals. The program selects a range of alternative points of
diacontinuity (critical flow) between the cbserved limits of traffic

flow. Below the critical flow variationa of journey-time are assumed
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COMPUTER PROGRAMS

to be independent of flow and above the critical flow a linear
relationship 1is assumed. Below the critical flow the mean
journey-time corresponds approximately to the mean off-peak
journey~time. Above the critical flow the Ilinear relationship 11
constrained to give the mean off-peak journey-time at the critical
flow and to pass through the mean values of these variables above the
critical flow. To permit comperiscns to be made between the results
of choosing different positions for the point of digcontinuity the
rezidual sum of squares and the mean squares are determined. The same
statiatics can be used to compare the results with thogse given by

conventional linear regresaion analysis.

Program LLCOR carries out a discontinuous analysis using a power curve
- to define the relationship above the critical flow and to have zero

slope at the critical flow.

Another program which carries out analysis similar to the last two
programs 1la program DAJ. This program 1nvestigetes the use of
Davidson’s model for predicting the wvariation of journey-time with
flow. Initizl values of off-peak journey-time are entered as well as
the usual data file, the program calculates the approximate J factor
and the mean square error of the predicted journey~times. The wvalues
of off-peak journey-times and saturation flowa are altered
incrementzlly aund new values of J and mean sguare error are
calculated. One hundred pairs of velues of saturation flows and
off-peak journey-times are used and the outpuy is printed in a table.
The user inspects the table to determine the optimum value of J

corresponding to the minimum mean square error.
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COMPUTER PROGRAMS

A number of other shorter programs have been writtem to carry out some
basic calculations such as summing wvariables and thelr squares,
calculating regression and correlation coefficients, and calculating
predicted values of the dependent variables. These short programs
were sometimes Interconnected with larger ones where the processes
were to be repeated. All programs were written to accept data in the
same standard format in order to avold restructuring data before

analysis.
Finally, the text of this thesis was produced by a document-editing

program called RUNGFF and the graphs were produced on a graph plotter

controlled by a Hewlett-Packard 9810 programmable calculator.
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APPENDIX E

PRINCIPLES OF FACTOR ANALYSIS

In Chapter 5 the similarities between two wmultivariate techniques of
analysis were discussed, these techniques were Principal Component
Analyais and Common Factor Amalysis and in Chapters 5 and 7 applicatioms
of the techniques were considered. In this appendix their theoretical

principles will be explained.

E.l PRINCIPAL COMPONENT ANALYSIS

Principal component analysis attempts tc simplify the data by finding =
number of new variables, c¢alled principal components, which are
uncorrelated and mutually orthogonal linear combinmations of the original
variables. Supposing that observations of p variables x have been made

on N individuals. The p new variables e will be of the following form:
p
e, = Z bik Xik
k=1

Almost invariably, the analysis first unormalises the x"s Dbefore

continuing with the remainder of the process, using the following
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PRINCIPLES OF FACTOR ANALYSIS

relationship:
X: - Y-
z; = i i
SK;
where z| = normalised value of variable x;
ii = mean value of x;

SxI = standard deviation of Xje

For the e”s to be uncorrelated then,

p p
Exp (e, e.) = Exp Z ik . Zk Zf-im Zm
LI k=1 m=1

Hence:

p

Z Lik. &jm - Exp (zk zm) = 0

k,m=i
or P

z: Lik. Ljm . Tkm = 0

where rym = correlation between x and xp,
since the x“s are normalised. Assuming no tigm 18 zero, which is usually

the case, then we are imposing the condition that

p
Z"ik-‘jm = 0 for i # ]

Since we EFquire the components to be mutually orthogonal then

¢ik, £im = 0 for k 2z m 58
k,m=1p

);z.e = 1 for k = m 2)
ik
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PRINCIPLES OF FACTOR ANALYSIS

Matrix notation Is more convenlent for developing the basic
Equation {1) can be represented thus:
E =LZ
where Z {s a column vector representing the Z's
E is a column vector representing the e’s

L is a (pxp) matrix of consatants.

Premultiplying (2} by L°, the transpose of L, gives
L'E = L°LZ
but from (1)
L'L = I,
where I is the identity matrix, and so

Z =LE

Now considering the covariances of the e’s,

Exp(EE’) = Exp(LZ(LZ)")
= Exp(LZZ‘L")
Putting
A = Lz2°L’

A 1s a matrix of the following type:

o 0 . ]

Az

o O O >

R08

theory.



PRINCIPLES QOF FACTOR ANALYSIS

since the e”s are uncorrelated with each other. WNow premultiplying by
L® gives

XX'L”

1]
!
~
&

This can be rewritten as
(R - IDL" =10
Thus the values of )}, Az etc are the elgenvalues derived by the

‘solution of (3).

The functions el, ea etc are the principal components and these are
usually listed in descending order of eigenvalues since it can be shown
that the proportion of variance in the original data which is accounted

for by each principal cowmponent is proporticnzl to the corresponding

elgenvalue.

E.2 COMMON FACTOR ANALYSIS

The common factor model can be represented as follows:

or p
Zij = Z_ Cik Pk +ody Uy
k=1
where z.. = the normalised value of the jth variable

|
in the ith sample,

hfk the ith value of the kth common faetor,

i

uij the ith value of the unique (non-shared)
factor associated with variable j,
cjk = the weight assigned to the dependence of

the jth varlable on the kth commen factor,
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PRINCIPLES QF FACTQR ANALYSIS

dj = the weight assigned to the jth unique
factor.
Thns the weights are similar to regression coefficients and determine

the observed values of the variables.

The model appears to be much lesa parsimonious than the principal
component model since it involves p common factors and mn unique factors.
However, the unique factors are solely intended to permit the unique
variance to be eliminated from the relationships between the original
variables and the analysis concentrates on the common factor portiom of
the variables. The model represents the common proportion of each
variable by the factorsa hj and the unique portiom by the unique
variable uj . Thus each variable may be regarded as having an element
particular to itself and separate from the common causal phenomena;
alternatively the residuals may be regarded a2 unigue effects of the
measured variables in contrast to the commen effecta of the common
factors. The proportions of the variation of each variable attributable

to each part are called uniqueness and communality respectively.

In common factor analysils the techniques attempt to fit p (less than n)
factora to a get of 'n wvariablea, such that the observed covariance
matrix can be reproduced by

(a) a p dimensional covariance structure (derived from

the common factors); and

{(b) a set of n error variances (i.e. a diagonal

covariance matrix).
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PRINCIPLES OF FACTOR ANALYSIS

Since the variance-covariance matrices are derived from normalised data
the solutloms are not affected by the varying scales of the original
data. Also the derivation of a diagonal covariance matrix, mentioned in

(b), lmplies that the unique variables are mutually independent.

In matrix notation the common factor model can be represented as

follows:
Z = C.H + D.U
where Z = matrix of normalised wvariables (n x N)
C = matrix of common factor weights {(n x p)
H = matrix of values of common facters (p x N)
D = diagonal matrix of unique factor weights (n x n)
U = matrix of values of unique factors (mn x N)

The term C.H can be considered as an approximation to the original data
in a lower dimemnsicnal form. The common factors may be intercorrelated
or orthogonal and the analyst 1s at liberty to choose which form of

analysis 1s most appropriate on "a priori" grounds.

Since the variables have been normalised the covariance matrix is
identical to the correlation matrix. This matrix can be partitioned in
a manner which reflects the underlying structure of the common factor

model, thus

R=R =+ D' D
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PRINCIPLES OF FACTOR ANALYSIS

(h r,, . . My T T[42 o o
f12 h2? . 0 dJ°
= . . + 4 .
2 2
fn . . . ho | B . . A ]

The terms in the diagonal of R are the communalities of the measured

variables, these being related to the common factor model as follows;

h2 =c¢.*+tc .2+ .... +c.2
it i in
The term d 1is known as the uniqueness of the wvariazble j. Thus the

uniqueness and communality of a variable are related by the following:

h2 + 47 = 1
It can also be shown that the matrix R can be written In the form:
— 1
Rr CRhC

where Ry is the inter=-factor correlation matrix. For an orthogonal
factor structure thia 1ia an identity matrix. Thus the analytical
problem of common factor analysis is to determine the factor pattern
matrix which will reproduce the reduced correlation matrix R, . However,
there is one great difficulty and that is the communalities in the major
diagonal of Ry are unknown. For less than four messured variables
theoretical values of the communalities can be deduced, but for greater
numbers of variazbles estimated values are inserted and an iterative
procedure adopted in order to determine the factor pattern matrix.
After each iteration, the derived factor pattern (cjl ,cj2 etc) is used
to recalculate the communalities and a new factor pattern is determined.

The process 1is then repeated until minimal changes occur in the values
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PRINCIPLES OF FACTOR ANALYSIS
of the communalities between successive factor patteras.

The matrix Rr can also be represented by:
R, = S.C°
where S = C.Rh

C” = the trangaposed matrix C
The matrix S 1s known aa the factor structure matrix and thia 1indicates
the correlation between the factors and the measured wvariablea. If the
factors are orthogonal the § and C matrices are identical. Usually
factor analysis produces matricea of factor loadings which are complex,
with moat of the varilables being loaded on (correlated with) a large
number of factors and making the factors difficult to interpret.
However, the pattern of factors which account for the inter-correlationms
ia not unique and it 1s possible to carry out linear transformations of
the factors in order to produce a factor pattern which 1s easier to
interpret. This procesa 1s known as rotation, and ig intended to
produce factor matrices with each variable 1loaded heavily on a few
factors and dInsignificantly loaded on the remainder. This is the
condition which Thurstome (1965) calls ‘"gimple sgtructure'. Thus an
individual factor can be associated with the particular group of
variables on which it ia most heavily loaded and it may bhe poagible to

identify the underlying nature of this aasociationm.
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PRINCIPLES OF FACTOR ANALYSIS

E.3 ROTATION OF AXES.

A number of rotation procedures have been devised, such as Varimax by
Kaiaer(1958) and Quartimax by Carroll(l953}); these are orthogonal
rotation methods. In addition, oblique factor rotation can be carried
out whereln it is assumed that aome intercorrelation between factors is
likely, but in this case the analyeis 1a more complicated. The most
widely used method is Kaiser”s method and this is based on the principle
that factor patterns which are most easily interpreted have either high
or low factor loadiunge, and no intermediate onesa. Such factor patterns
have a high variance of the squared factor 1loadings and thus the

criterion adopted 18 to maximise this varlance.

The process of rotation can be moat easily understood by using a diagram
to demonstrate the method for a two-factor model.

If there are o variables then the initial factor pattern can be
represented by & factor loading matrix Cl(n x 2)and the rotated factor

pattern by the matrix C2(n x 2). Thus:

X1 X2
Cl = Xz1 X3z
X X
nl n2 i
and: _
I ' 1 N
X113 Xy2
I 1
X2, X2
C2 =
x o' X .
nl n2 J

In Fig E.1 the points 1,2,3 ... n represent the co-ordinates of the n

variables in the domain of the two factors ¥l and F2, the rectangular
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Fl /(;1

F2

Fig. E.1 . Vector Diagram representing the Principle of Rotation of Axes.

axes corresponding to the two factors. After rotation the new axes are
labelled Gl and G2 and the co—ordinates of variable x' with respect to
the rotated axes can be calculated from:

1 —

Xy = Xy, cosa + x,, sina

1 — .
Xq2 = -x,, sina + x,, cosa

In matrix notation, the appropriate transformation 1is given by:
€2 = Cl. 3
where
A = ccs a ~sin a
sin a cos a

Each of the terms im C2Z will now contain terms of the type given by (1).
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An easy introduction to factor analysis is presented by Child(1970) and
by PRennett et al(l976). For general reference and discussion of common
factor analysis the following contain detailed discgssions of the
concepta and theoretical principles; Barris (1975), Cooley and
Lohnes (1971), O“Muircheartaigh and Payne (1977), Comrey (1973) and
Horat (1965). Rotation procedures are alao diacuased by

Schonemann (1966} and Rac (1955).
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