## Linear and Multilinear Algebra

$\bigcirc$ ©

# The separating variety for $2 \times 2$ matrix invariants 

Jonathan Elmer

To cite this article: Jonathan Elmer (2024) The separating variety for $2 \times 2$ matrix invariants, Linear and Multilinear Algebra, 72:3, 389-411, DOI: 10.1080/03081087.2022.2158300

To link to this article: https://doi.org/10.1080/03081087.2022.2158300

© 2023 The Author(s). Published by Informa
UK Limited, trading as Taylor \& Francis
Group.


Published online: 16 Jan 2023.


Submit your article to this journal


Article views: 485


View related articles


View Crossmark data $\boldsymbol{\square}$

# The separating variety for $\mathbf{2 \times 2} 2$ matrix invariants 

Jonathan Elmer<br>Middlesex University, London, UK


#### Abstract

Let $G$ be a linear algebraic group acting linearly on a vector space (or more generally, an affine variety) $\mathcal{V}$, and let $\mathbb{k}[\mathcal{V}]^{G}$ be the corresponding algebra of invariant polynomial functions. A separating set $S \subseteq \mathbb{K}_{[\mathcal{V}]}{ }^{G}$ is a set of polynomials with the property that for all $v, w \in$ $\mathcal{V}$, if there exists $f \in \mathbb{k}[\mathcal{V}]^{G}$ separating $\$ v \$$ and $\$ w \$$, then there exists $f \in S$ separating $\$ v \$$ and $\$ w \$$. In this article, we consider the action of $G=G L_{2}(\mathbb{C})$ on the $\mathbb{C}$-vector space $\mathcal{M}_{2}^{n}$ of $n$-tuples of $2 \times 2$ matrices by simultaneous conjugation. Minimal generating sets $S_{n}$ of $\mathbb{C}\left[\mathcal{M}_{2}^{n}\right]{ }^{G}$ are well known and $\left|S_{n}\right|=\frac{1}{6}\left(n^{3}+11 n\right)$. In recent work, Kaygorodov et al. [Kaygorodov I, Lopatin A, Popov Y. Separating invariants for $2 \times 2$ matrices. Linear Algebra Appl. 2018;559:114-124.] showed that for all $n \geq 1, S_{n}$ is a minimal separating set by inclusion, i.e. that no proper subset of $S_{n}$ is a separating set. This does not necessarily mean that $S_{n}$ has minimum cardinality among all separating sets for $\mathbb{C}\left[\mathcal{M}_{2}^{n}\right]{ }^{G}$. Our main result shows that any separating set for $\mathbb{C}\left[\mathcal{M}_{2}^{n}\right]{ }^{G}$ has cardinality $\geq 5 n-5$. In particular, there is no separating set of size $\operatorname{dim}\left(\mathbb{C}\left[\mathcal{M}_{2}^{n}\right]^{G}\right)=4 n-3$ for $n \geq 3$. Further, $S_{3}$ has indeed minimum cardinality as a separating set, but for $n \geq 4$ there may exist a smaller separating set than $S_{n}$. We show that a smaller separating set does in fact exist for all $n \geq 5$. We also prove similar results for the left-right action of $\mathrm{SL}_{2}(\mathbb{C}) \times \mathrm{SL}_{2}(\mathbb{C})$ on $\mathcal{M}_{2}^{n}$.
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## 1. Introduction

### 1.1. Matrix invariants

Let $\mathbb{k}$ be an infinite field and let $\mathcal{M}_{d}$ denote the space of $d \times d$ matrices with coefficients in $\mathbb{k}$. The linear algebraic group $G:=\mathrm{GL}_{d}(\mathbb{k})$ acts on $\mathcal{M}_{d}$ by conjugation. More generally we can consider the action of $G$ on $\mathcal{M}_{d}^{n}$ by simultaneous conjugation.

The elements of $\mathcal{M}_{d}^{n}$ can be viewed as $n$-tuples $\mathbf{A}=\left(A_{1}, A_{2}, \ldots, A_{n}\right)$, or as $d \times d$ matrices with entries in $\mathbb{k}^{n}$. We call these $n$-matrices for short. For $g \in G$ we write the conjugation action as

$$
g \cdot \mathbf{A}:=\left(g A_{1} g^{-1}, \ldots, g A_{n} g^{-1}\right)
$$

The question of determining whether a pair of matrices lie in the same $G$-orbit is a staple of undergraduate linear algebra. On the other hand, the question of determining whether
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[^0]a pair of $n$-matrices lie in the same $G$-orbit for $n \geq 2$ is the archetypal 'wild' problem, see, for example [1].

There is an action of $\mathrm{GL}_{n}(\mathbb{k})$ on $\mathcal{M}_{d}^{n}$ which commutes with the conjugation action: namely, for $h \in \mathrm{GL}_{n}(\mathbb{k})$ and an $n$-matrix $\mathbf{A}=\left(\mathbf{a}_{i j}\right) \in \mathcal{M}_{d}\left(\mathbb{k}^{n}\right)$ we write $h \star \mathbf{A}$ for the $n$ matrix whose $i, j$ entry is

$$
\begin{equation*}
(h \star \mathbf{A})_{i j}=h\left(\mathbf{a}_{i j}\right) \tag{1}
\end{equation*}
$$

Now for $1 \leq i, j \leq d$ and $1 \leq k \leq n$, let $x_{i j}^{(k)}$ denote the linear functional $\mathcal{M}_{d}^{n} \rightarrow \mathbb{k}$ which picks out the $i, j$ th entry of $A_{k}$, and introduce generic matrices

$$
X_{k}:=\left(\begin{array}{cccc}
x_{11}^{(k)} & x_{12}^{(k)} \ldots & x_{1 d}^{(k)} \\
x_{21}^{(k)} & x_{22}^{(k)} & \ldots & x_{2 d}^{(k)} \\
\vdots & \vdots & & \vdots \\
x_{d 1}^{(k)} & x_{d 2}^{(k)} & \ldots & x_{d d}^{(k)}
\end{array}\right) .
$$

Then we have

$$
\mathbb{k}\left[\mathcal{M}_{d}^{n}\right]=\mathbb{k}\left[x_{i j}^{(k)}: i, j=1, \ldots, d, k=1, \ldots, n\right]
$$

The action of $G$ on $\mathcal{M}_{d}^{n}$ induces an action of $G$ on $\mathbb{k}\left[\mathcal{M}_{d}^{n}\right]$ by algebra automorphisms: we define

$$
(g \cdot f)(\mathbf{A})=f\left(g^{-1} \cdot \mathbf{A}\right)
$$

for all $g \in G, f \in \mathbb{k}\left[\mathcal{M}_{d}^{n}\right]$ and $\mathbf{A} \in \mathcal{M}_{d}^{n}$. The set $\mathbb{k}\left[\mathcal{M}_{d}^{n}\right]^{G}$ of fixed points of this action forms a $\mathbb{k}$-subalgebra. Elements of $\mathbb{k}\left[\mathcal{M}_{d}^{n}\right]^{G}$ are called matrix invariants. The algebra $\mathbb{C}\left[\mathcal{M}_{d}^{n}\right]^{G}$ has been intensely studied over the years. A minimal generating set is known for arbitrary $n$ only in the case $d \leq 2$. We ignore $d=1$ as in this case $G$ acts trivially. For $d=2$ we have the following result [2]:

Proposition 1.1 (LeBruyn-Procesi): The following set $S_{n}$ of invariants minimally generates $\mathbb{C}\left[\mathcal{M}_{2}^{n}\right]^{G}$ as an algebra:

- $\operatorname{Tr}\left(X_{i}\right), i=1, \ldots, n$.
- $\operatorname{det}\left(X_{i}\right), i=1, \ldots n$.
- $\operatorname{Tr}\left(X_{i} X_{j}\right), 1 \leq i<j \leq n$.
- $\operatorname{Tr}\left(X_{i} X_{j} X_{k}\right), 1 \leq i<j<k \leq n$.


### 1.2. Separating invariants

Now consider a more general situation in which a linear algebraic group $G$ defined over $\mathbb{k}$ acts linearly on an affine $\mathbb{k}$-variety $\mathcal{V}$. Let $\mathbb{k}[\mathcal{V}]$ denote the algebra of polynomial functions on $\mathcal{V}$. Then $G$ acts on $\mathbb{k}[\mathcal{V}]^{G}$ according to the formula

$$
\begin{equation*}
(g \cdot f)(v)=f\left(g^{-1} v\right) \tag{2}
\end{equation*}
$$

We denote by $\mathbb{k}[\mathcal{V}]^{G}$ the subalgebra of $\mathbb{k}[\mathcal{V}]$ fixed by this action. For $v, w \in \mathcal{V}$ and any $f \in \mathbb{k}[\mathcal{V}]^{G}$ we have $f(v)=f(w)$ if $v \in G w$, but the converse is not true in general.

Example 1.2: Let $G=\mathrm{GL}_{2}(\mathbb{C})$ as in Section 1.1. It's well known that

$$
\mathbb{C}\left[\mathcal{M}_{2}^{1}\right]^{G}=\mathbb{C}\left[\operatorname{Tr}\left(X_{1}\right), \operatorname{det}\left(X_{1}\right)\right] .
$$

However, the matrices

$$
A=\left(\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right), A^{\prime}=\left(\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right)
$$

do not lie in the same orbit ( $G$ fixes $A^{\prime}$ ) and we have $\operatorname{Tr}(A)=\operatorname{Tr}\left(A^{\prime}\right)=0$ and $\operatorname{det}(A)=$ $\operatorname{det}\left(A^{\prime}\right)=0$.

If $f \in \mathbb{k}[\mathcal{V}]^{G}$ and $f(v) \neq f(w)$, we say that $f$ separates $v$ and $w$. We say that $v$ and $w$ are separated by invariants if there exists an invariant separating $v$ and $w$. In case $G$ is reductive, we have that $f(v)=f(w)$ for all $f \in \mathbb{k}[\mathcal{V}]^{G}$ if and only if $\overline{G v} \cap \overline{G w} \neq \emptyset$ where the bar denotes closure in the Zariski topology, see [3, Corollary 6.1] (note that in Example 1.2 we have $A^{\prime} \in \overline{G A}$ and $G$ is reductive). In particular, the invariants separate the orbits if $G$ is a finite group.

One can in principle separate orbits whenever one can find an explicit generating set for $\mathbb{k}[\mathcal{V}]^{G}$, but this is an extremely difficult problem in general. For this reason, Derksen and Kemper introduced the following in 2002 [4, Definition 2.3.8]:

Definition 1.3: Let $S \subseteq \mathbb{k}[\mathcal{V}]^{G}$. We say $S$ is a separating set for $\mathbb{k}[\mathcal{V}]^{G}$ if the following holds for all $v, w \in \mathcal{V}$ :

$$
s(v)=s(w) \text { for all } s \in S \Leftrightarrow f(v)=f(w) \text { for all } f \in \mathbb{k}[\mathcal{V}]^{G} .
$$

Separating sets of invariants have been an area of much recent interest. In general they have nicer properties and are easier to construct than generating sets. For example, if $G$ is a finite group acting on a vector space $V$, then the set of invariants of degree $\leq|G|$ is a separating set [4, Theorem 3.9.14]. This is also true for generating invariants if $\operatorname{char}(\mathbb{k})=0$ [5], [6] but fails for generating invariants in the modular case. Separating sets for the rings of invariants $\mathbb{k}[V]^{C_{p}}$, where $\mathbb{k}$ is a field of characteristic $p$ and $C_{p}$ the cyclic group of order $p$ and $V$ is indecomposable were constructed in [7]. Corresponding sets of generating invariants are known only when $\operatorname{dim}(V) \leq 10$ [8]. For the (non-reductive) linear algebraic group $\mathbb{G}_{a}$ of a field of characteristic zero, separating sets for $\mathbb{k}[V]^{\mathbb{G}_{a}}$ for arbitary indecomposable linear representations $V$ were constructed in [9]. These results were extended to decomposable representations in [10]. Even for indecomposable representations, generating sets are known only where $\operatorname{dim}(V) \leq 8$ [11]. Finally, for an arbitrary (i.e. non-linear) $\mathbb{G}_{a}$-variety $\mathcal{V}$, the algebra of invariants $\mathbb{k}[\mathcal{V}]^{\mathbb{G}_{a}}$ may not be finitely generated, but it is known that there must exist a finite separating set [12] and finite separating sets have been constructed for many examples where $\left.\mathbb{K}^{[\mathcal{V}}\right]^{\mathbb{G}_{a}}$ is infinitely generated [13, 14].

Let $S$ be a separating set for $\mathbb{k}[\mathcal{V}]^{G}$ consisting of homogeneous polynomials. The subalgebra $\mathbb{k}[S]$ of $\mathbb{k}[\mathcal{V}]^{G}$ generated by $S$ is called a separating algebra. By [15, Proposition 3.2.3], the quotient fields of $\mathbb{k}[S]$ and $\mathbb{k}[\mathcal{V}]^{G}$ have the same transcendence degree over $\mathbb{k}$. Then by [16, Proposition $2.3(\mathrm{~b})]$, we get that $\operatorname{dim}(\mathbb{k}[S])=\operatorname{dim}\left(\mathbb{k}[\mathcal{V}]^{G}\right)$. Consequently, the size of a separating set is bounded below by the dimension of $\mathbb{k}[\mathcal{V}]^{G}$. A separating set whose size equals the dimension of $\mathbb{k}[\mathcal{V}]^{G}$ is sometimes called a polynomial separating set,

| $n$ | $\operatorname{dim}\left(\mathbb{C}\left[\mathcal{M}_{2}^{n}\right]^{G}\right)$ | $\left\|S_{n}^{\prime}\right\|$ | $\left\|S_{n}\right\|$ | Lower bound | Upper bound |
| :--- | :---: | :---: | ---: | :---: | :---: |
| 2 | 5 | 5 | 5 | 5 | 11 |
| 3 | 9 | 10 | 10 | 10 | 19 |
| 4 | 13 | 18 | 18 | 15 | 27 |
| 5 | 17 | 27 | 30 | 20 | 35 |
| 6 | 21 | 37 | 47 | 25 | 43 |
| 7 | 25 | 48 | 70 | 30 | 51 |
| 8 | 29 | 60 | 100 | 35 | 59 |

because it necessarily generates a polynomial subalgebra of $\mathbb{k}[\mathcal{V}]^{G}$. On the other hand, there always exists a separating set of size $\leq 2 \operatorname{dim}\left(\mathbb{k}[\mathcal{V}]^{G}\right)+1$, albeit such a separating set may necessarily contain non-homogeneous polynomials; see [17, Theorem 5.3] for a proof.

### 1.3. Statement of results

We return to the notation of Section 1.1. Recently, Kaygorodov et al. [18] showed that $S_{n}$ is a minimal separating set for $\mathbb{C}\left[\mathcal{M}_{2}^{n}\right]^{G}$ by inclusion, i.e. no proper subset of $S_{n}$ is a separating set. (The authors also considered the problem over fields of finite characteristic, but we will not). Note that this does not necessarily mean that $S_{n}$ has minimal cardinality as a separating set. Our main results are as follows:

Theorem 1.4: Let $n \geq 2$ and suppose that $S \subseteq \mathbb{C}\left[\mathcal{M}_{2}^{n}\right]^{G}$ is a separating set. Then $|S| \geq$ $5 n-5$.

We will see in Section 2 that $\operatorname{dim}\left(\mathbb{C}\left[\mathcal{M}_{2}^{n}\right]^{G}\right)=4 n-3$ for $n \geq 2$, and that $\operatorname{dim}\left(\mathbb{C}\left[\mathcal{M}_{2}\right]^{G}=1\right)$. Thus the previous theorem implies

Corollary 1.5: Let $n \geq 3$. Then there does not exist a polynomial separating set for $\mathbb{C}\left[\mathcal{M}_{2}^{n}\right]^{G}$.
The cardinality of $S_{n}$ is $\frac{1}{6}\left(n^{3}+11 n\right)$. For $n \geq 7$ this exceeds the upper bound $2 \operatorname{dim}\left(\mathbb{C}\left[\mathcal{M}_{2}^{n}\right]^{G}\right)+1=8 n-5$. So $S_{n}$ does not have minimal cardinality for $n \geq 7$. We also prove

Theorem 1.6: Let $n \geq 3$. Then there exists a separating set, $S_{n}^{\prime}$ for $\mathbb{C}\left[\mathcal{M}_{2}^{n}\right]^{G}$ with cardinality $\frac{1}{2}\left(n^{2}+9 n-16\right) . S_{n}^{\prime}$ consists of homogeneous polynomials.

The following table compares our lower bound $5 n-5$ with the dimension of $\mathbb{C}\left[\mathcal{M}_{2}^{n}\right]^{G}$ and the sizes of $S_{n}^{\prime}$ and $S_{n}$ and the known upper bound $8 n-5$ for small values of $n$ :

In particular, our results imply that $S_{3}$ is indeed a separating set of minimal cardinality, but that $S_{4}$ may not be so, and $S_{n}$ for $n \geq 5$ is not. Note, however, that our separating set $S_{n}^{\prime}$ may not have minimum cardinality for $n \geq 4$ either and certainly does not have minimum cardinality for $n \geq 8$.

### 1.4. Structure of the paper

This paper is organized as follows. In Section 2, we define the separating variety for the action of a linear algebraic group on an affine variety. We explain how the geometry of the
separating variety places obstructions on the existence of small separating sets, using ideas found primarily in the work of Dufresne and others [14, 19, 20]. In Section 3, we gather the results we need on matrix invariants and compute a decomposition of the separating variety for $2 \times 2$ matrix invariants into irreducible components. We then compute the dimension of these components and prove our main results on lower bounds. In Section 4, we show how to construct the smaller separating sets $S_{n}^{\prime}$. In Section 5, we prove similar results for the algebra of matrix semi-invariants.

## 2. Invariants of algebraic groups and the separating variety

In this section, we return to the situation and notation of Section 1.2. We note that $G$ also acts (by the same formula (2)) on the field $\mathbb{k}(\mathcal{V})$ of rational functions $\mathcal{V} \rightarrow \mathbb{k}$. We denote the field of rational functions invariant under this action by $\mathbb{k}(\mathcal{V})^{G}$.

The following is a well-known consequence of a theorem of Rosenlicht: see [21, Corollary of Lemma 2.4] for a modern proof.

Proposition 2.1: In the above setting, we have

$$
\operatorname{trdeg}_{\mathbb{k}}\left(\mathbb{k}(\mathcal{V})^{G}\right)=\operatorname{dim}(\mathcal{V})-\operatorname{dim}(G)+\min _{v \in \mathcal{V}} \operatorname{dim}\left(G_{v}\right)
$$

where $G_{v}$ denotes the stabilizer of a point $v \in \mathcal{V}$.

The following is also well known. For lack of a reference, we provide a proof:
Proposition 2.2: Suppose there exists no non-trivial character $G \rightarrow \mathbb{k}^{*}$. Then

$$
\operatorname{Quot}\left(\mathbb{k}[\mathcal{V}]^{G}\right)=\mathbb{k}(\mathcal{V})^{G} .
$$

Proof: It is clear that the right-hand side contains the left. So let $\frac{f_{1}}{f_{2}} \in \mathbb{k}(\mathcal{V})^{G}$. We may assume $f_{1}$ and $f_{2}$ are coprime in $\mathbb{k}[\mathcal{V}]$. Now for any $g \in G$ we have

$$
\frac{f_{1}}{f_{2}}=\frac{g \cdot f_{1}}{g \cdot f_{2}} .
$$

Then since $f_{1}$ and $f_{2}$ are coprime and the action of $G$ preserves degree, we must have

$$
g \cdot f_{1}=\lambda_{g} f_{1}, g \cdot f_{2}=\lambda_{g} f_{2}
$$

for some constant $\lambda_{g} \in \mathbb{k}$. Moreover, one sees easily that the assignment $g \rightarrow \lambda_{g}$ is a homomorphism $G \rightarrow \mathbb{k}^{*}$. Since there exists no non-trivial character $G \rightarrow \mathbb{k}^{*}$ we get that $f_{1}, f_{2} \in \mathbb{k}[\mathcal{V}]{ }^{G}$ as required.

Corollary 2.3: Suppose there exists no non-trivial character $G \rightarrow \mathbb{k}^{*}$. Then

$$
\operatorname{dim}\left(\mathbb{k}[\mathcal{V}]^{G}\right)=\operatorname{dim}(\mathcal{V})-\operatorname{dim}(G)+\min _{v \in \mathcal{V}} \operatorname{dim}\left(G_{v}\right) .
$$

We note that this applies in particular when $G=\mathrm{SL}_{2}(\mathbb{C})$.

The main tool in our proofs will be the separating variety. This was introduced by Kemper in [22]:

## Definition 2.4:

$$
\mathcal{S}_{G, \mathcal{V}}=\left\{(v, w) \in \mathcal{V}^{2}: f(v)=f(w) \text { for all } f \in \mathbb{k}[\mathcal{V}]^{G}\right\} .
$$

In other words, the separating variety is the subvariety of $\mathcal{V}^{2}$ consisting of pairs of points which are not separated by any invariant.

We define $I_{G, \mathcal{V}}$ to be the ideal of $\mathbb{k}\left[\mathcal{V}^{2}\right]$ consisting of the polynomial functions which vanish on $\mathcal{S}_{G, \mathcal{V}}$. Clearly this is a radical ideal. Then a separating set can be characterized as a subset $S \subseteq \mathbb{k}[\mathcal{V}]^{G}$ which cuts out the separating variety in $\mathcal{V}^{2}$, in other words (see [19, Theorem 2.1])

Proposition 2.5: $S \subseteq \mathbb{k}[\mathcal{V}]^{G}$ is a separating set if and only if

$$
V_{\mathcal{V}^{2}}(\delta(S))=\mathcal{S}_{G, \mathcal{V}} .
$$

where $\delta: \mathbb{k}[\mathcal{V}] \rightarrow \mathbb{k}\left[\mathcal{V}^{2}\right]=\mathbb{k}[\mathcal{V}] \otimes \mathbb{k}[\mathcal{V}]$ is defined by

$$
\delta(f)=1 \otimes f-f \otimes 1
$$

Equivalently, via the Nullstellensatz, $S$ is a separating set if and only if

$$
\sqrt{(\delta(f): f \in S)}=I_{G, \mathcal{V}}
$$

Consequently the size of a separating set for $\mathcal{V}$ is bounded below by the minimum number of generators of $I_{G, \mathcal{V}}$ up to radical, that is, the minimum number of elements generating any ideal whose radical is $I_{G, \mathcal{V}}$ (this is sometimes called the arithmetic rank of $I_{G, \mathcal{V}}$ ). We then find, using Krull's height theorem (see, e.g. [23, Theorem 10.2]) that :

Proposition 2.6: Let $S \subseteq \mathbb{k}[\mathcal{V}]^{G}$ by a separating set. Then $|S| \geq \operatorname{codim}_{\mathcal{V}^{2}}(\mathcal{C})$ for all irreducible components $\mathcal{C}$ of $\mathcal{S}_{G, \mathcal{V}}$.

Therefore, to use Proposition 2.6 to find lower bounds for separating sets, we must decompose $\mathcal{S}_{G, \mathcal{V}}$ into irreducible components. As a first step, we observe that the separating variety contains the following subvariety, which we call the graph of the action:

## Definition 2.7:

$$
\Gamma_{G, \mathcal{V}}=\{(v, g v): v \in \mathcal{V}, g \in G\} .
$$

If $G$ is connected and reductive, then $\overline{\Gamma_{G, \mathcal{V}}}$ is an irreducible component of $\mathcal{S}_{G, \mathcal{V}}$. Its dimension is easily seen to equal $\operatorname{dim}(\mathcal{V})+\operatorname{dim}(G)-\min \left\{\operatorname{dim}\left(G_{v}\right): v \in \mathcal{V}\right\}$, and we note that in case there is no nontrivial character $G \rightarrow \mathbb{C}^{*}$ that

$$
\begin{equation*}
\operatorname{dim} \overline{\left(\Gamma_{G, \mathcal{V}}\right)}=2 \operatorname{dim}(\mathcal{V})-\operatorname{dim}\left(\mathbb{k}[\mathcal{V}]^{G}\right) . \tag{3}
\end{equation*}
$$

However, the separating variety may have extra components and some of these may have smaller dimension. These components are an obstruction to the existence of small separating sets.

Stronger obstructions may be obtained by taking a closer look at the geometry of $\mathcal{S}_{G, \mathcal{V}}$. Recall that a Noetherian topological space $\mathcal{V}$ is said to be connected in dimension $k$ if the following holds: for each closed subvariety $Z \subseteq \mathcal{V}$ with dimension $<k$, the complement $\mathcal{V} \backslash Z$ is connected. If the same holds for all $Z \subseteq \mathcal{V}$ with $\operatorname{codim}_{\mathcal{V}}(Z)>k$, we say that $\mathcal{V}$ is connected in codimension $k$. Note that if $\mathcal{V}$ is equidimensional, or all irreducible components of $\mathcal{V}$ intersect nontrivially then we have $\operatorname{dim}(Z)=\operatorname{dim}(\mathcal{V})-\operatorname{codim}_{\mathcal{V}}(Z)$; consequently $\mathcal{V}$ is connected in dimension $k$ if and only if it is connected in codimension $\operatorname{dim}(\mathcal{V})-k$.

Now we recall Grothendieck's connectedness theorem (see [24, Exposé XIII, Theorem 2.1]): suppose ( $R, \mathfrak{m}$ ) is a complete local ring of dimension $n$ such that $\operatorname{Spec}(R)$ is connected in dimension $k<n$, and let $f_{1}, f_{2}, \ldots, f_{r} \in \mathfrak{m}$. Then $\operatorname{Spec}\left(R /\left(f_{1}, f_{2}, \ldots, f_{r}\right)\right)$ is connected in dimension $k-r$.

The idea is to apply this to $\mathcal{V}^{2}=\operatorname{Spec}\left(\mathbb{k}\left[\mathcal{V}^{2}\right]\right)$. Of course, $\mathbb{k}\left[\mathcal{V}^{2}\right]$ is graded-local but not a complete ring, but we can bring the connectedness back from that of the completion $\operatorname{Spec}\left(\widehat{\mathbb{k}\left[\mathcal{V}^{2}\right]}\right)$ using some ideas of Reimers [25] to obtain the following:

Proposition 2.8: Suppose $\mathcal{S}_{G, \mathcal{V}}$ is not connected in codimension $k$, and let $S \subseteq \mathbb{k}[\mathcal{V}]^{G}$ be a separating set. Suppose further that all irreducible components of $\mathcal{S}_{G, \mathcal{V}}$ intersect nontrivially, and that there does not exist a non-trivial character $G \rightarrow \mathbb{k}^{*}$. Then $|S| \geq \operatorname{dim}\left(\mathbb{k}[\mathcal{V}]^{G}\right)+k$.

Proof: Set $R=\mathbb{k}\left[\mathcal{V}^{2}\right]$. Let $S \subset \mathbb{k}[\mathcal{V}]^{G}$ be a separating set of size $r$ and let $J=(\delta(f): f \in$ S) $R$. By Proposition 2.5, $\mathcal{S}_{G, \mathcal{V}}=\operatorname{Spec}(R / J)$.

Now let $\mathfrak{m}$ be the maximal ideal of $R$ and let $\widehat{R}$ denote the $\mathfrak{m}$-adic completion of $R$. As $\mathcal{V}^{2}$ is normal, we have that $\operatorname{Spec}(\widehat{R})$ is irreducible, and hence connected in dimension $d$ for all $d \leq \operatorname{dim}(\operatorname{Spec}(\widehat{R}))=2 n$. Applying the connectedness theorem with $d=2 n-1$ shows that $\operatorname{Spec}(\widehat{R} / \widehat{R})$ is connected in dimension $2 n-1-r$.

Since $\widehat{R} / J \widehat{R}$ is also the completion of $R / J$ at the maximal ideal $\mathfrak{m} / J$, it follows from the proof of [25, Lemma 4.3] that $\operatorname{Spec}\left((R / J)_{\mathfrak{m} / J}\right)$ is connected in dimension $2 n-1-r$, and from [25, Proposition 4.4] that $\operatorname{Spec}(R / J)=\mathcal{S}_{G, \mathcal{V}}$ is connected in dimension $2 n-1-r$ too. Further since

$$
\operatorname{dim}\left(\mathcal{S}_{G, \mathcal{V}}\right) \geq \operatorname{dim}\left(\overline{\Gamma_{G}, \mathcal{V}}\right)=2 n-\operatorname{dim}\left(\mathbb{k}[\mathcal{V}]^{G}\right)
$$

and all irreducible components intersect nontrivially we get that $\mathcal{S}_{G, V}$ is connected in codimension $1+r-\operatorname{dim}\left(\mathbb{k}[\mathcal{V}]^{G}\right)$. Since $\mathcal{S}_{G, \mathcal{V}}$ is not connected in codimension $k$ we must have that

$$
k<1+r-\operatorname{dim}\left(\mathbb{k}[\mathcal{V}]^{G}\right),
$$

i.e. that $r \geq \operatorname{dim}\left(\mathbb{k}[\mathcal{V}]^{G}\right)+k$ as required.

## 3. Invariants of $\mathbf{2 \times 2}$ matrices

We begin this section by fixing some notation and simplifying our problem as much as possible. As we will be considering only $2 \times 2$ matrices, we drop some subscripts, writing $\mathcal{M}=\mathcal{M}_{2}$, etc. Observe that the action of $\mathrm{GL}_{2}(\mathbb{C})$ on $\mathcal{M}^{n}$ is not faithful - the kernel is the subgroup of scalar matrices. Therefore we have a faithful action of $\mathrm{SL}_{2}(\mathbb{C})$ on $\mathcal{M}^{n}$ and $\mathbb{C}\left[\mathcal{M}^{n}\right]^{\mathrm{GL}_{2}(\mathbb{C})}=\mathbb{C}\left[\mathcal{M}^{n}\right]^{\mathrm{SL}_{2}(\mathbb{C})}$. Since it is enough to study this action, we write $G:=$ $\mathrm{SL}_{2}(\mathbb{C})$ from now on.

We fix the notation for some subgroups of $G$ : the torus

$$
T:=\left\{\left(\begin{array}{cc}
t & 0 \\
0 & t^{-1}
\end{array}\right): t \in \mathbb{C}^{*}\right\}
$$

the unipotent subgroup

$$
U:=\left\{\left(\begin{array}{ll}
1 & u \\
0 & 1
\end{array}\right): u \in \mathbb{C}\right\}
$$

and the Borel subgroup

$$
B:=\left\{\left(\begin{array}{cc}
t & u \\
0 & t^{-1}
\end{array}\right): t \in \mathbb{C}^{*}, u \in \mathbb{C}\right\} .
$$

Next observe that $\mathcal{M}$ is not an indecomposable representation of $G$, we have

$$
\mathcal{M} \cong \mathcal{V} \oplus \mathbb{C} I
$$

where $\mathcal{V}$ denotes the set of trace-zero matrices in $\mathcal{M}, I$ the $2 \times 2$ identity matrix and $G$ acts trivially on $\mathbb{C}$. It is now easy to see that

$$
\mathbb{C}\left[\mathcal{M}^{n}\right]^{G}=\mathbb{C}\left[\mathcal{V}^{n}\right]^{G} \otimes \mathbb{C}\left[\operatorname{Tr}\left(X_{i}\right): i=1, \ldots, n\right] .
$$

Note also that $\mathcal{V}$ is fixed by the commuting action of $\mathrm{GL}_{n}$ on $\mathcal{M}$ as defined in (1).
A generic element $\mathbf{A} \in \mathcal{V}^{n}$ will be written as $\left(A_{1}, A_{2}, \ldots, A_{n}\right)$ where

$$
A_{i}=\left(\begin{array}{cc}
b_{i} & c_{i} \\
a_{i} & -b_{i}
\end{array}\right) .
$$

A generic element $\left(\mathbf{A}, \mathbf{A}^{\prime}\right) \in \mathcal{V}^{n} \times \mathcal{V}^{n}$ will be written with $\mathbf{A}$ as above and $\mathbf{A}^{\prime}=$ $\left(A_{1}^{\prime}, A_{2}^{\prime}, \ldots, A_{n}^{\prime}\right)$ where

$$
A_{i}^{\prime}=\left(\begin{array}{cc}
b_{i}^{\prime} & c_{i}^{\prime} \\
a_{i}^{\prime} & -b_{i}^{\prime}
\end{array}\right) .
$$

Throughout we write $g \cdot \mathbf{A}$ for the conjugation action of $g \in \mathrm{SL}_{2}$ on $\mathbf{A} \in \mathcal{M}$. We use the notation $h \star \mathbf{A}$ for the commuting action of $h \in \mathrm{GL}_{n}$.

From this point onwards, $X_{i}$ etc. represent generic trace-zero matrices of coordinate functions on $\mathcal{V}$. It is now easy to see that $\operatorname{Tr}\left(X_{i}^{2}\right)=-2 \operatorname{det}\left(X_{i}\right)$. Consequently, Proposition 1.1 implies:
Proposition 3.1: The following set $E_{n}$ of invariants minimally generates $\mathbb{C}\left[\mathcal{V}^{n}\right]^{G}$ as an algebra:

- $t_{i j}:=\operatorname{Tr}\left(X_{i} X_{j}\right), 1 \leq i \leq j \leq n$.
- $t_{i j k}:=\operatorname{Tr}\left(X_{i} X_{j} X_{k}\right), 1 \leq i<j<k \leq n$.

We note for future reference that

$$
t_{i j k}=\left|\begin{array}{ccc}
c_{i} & c_{j} & c_{k}  \tag{4}\\
b_{i} & b_{j} & b_{k} \\
a_{i} & a_{j} & a_{k}
\end{array}\right|
$$

This implies that $t_{i j k}=\operatorname{sgn}(\sigma) t_{\sigma(i) \sigma(j) \sigma(k)}$ for any permutation $\sigma$ of $i, j, k$, and that $t_{i i j}=0$ for all $i, j$, etc.

The dimension of $\mathbb{C}\left[\mathcal{V}^{n}\right]^{G}$ is $3 n-3$ for $n \geq 2$. To see this note that there exists a trace-free $n$-matrix $\mathbf{A}$ whose stabilizer is the finite group $\pm I$ : take

$$
A_{1}=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right), A_{i}=\left(\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right)
$$

for $i \geq 2$. The result now follows from Corollary 2.3. Note that this also implies that $\operatorname{dim}\left(\mathbb{C}\left[\mathcal{M}^{n}\right]^{G}\right)=4 n-3$ for $n \geq 2$ as stated in the introduction.

The discussion above shows that our main results for $\mathbb{C}\left[\mathcal{M}^{n}\right]^{G}$ are equivalent to the following:

Proposition 3.2: Let $n \geq 2$ and suppose that $S \subseteq \mathbb{C}\left[\mathcal{V}^{n}\right]^{G}$ is a separating set. Then $|S| \geq$ $4 n-5$.

Proposition 3.3: Let $n \geq 3$. Then there exists a separating set $S^{\prime} \subseteq \mathbb{C}\left[\mathcal{V}^{n}\right]^{G}$ with cardinality $\frac{1}{2}\left(n^{2}+7 n-16\right)$.

We will need to consider certain subspaces of $\mathcal{V}$ : let $\mathcal{W}$ denote the $B$-subspace of upper triangular matrices in $\mathcal{V}$. Further, define

$$
\begin{aligned}
\mathcal{C} & :=\left\{\left(\mathbf{A}, \mathbf{A}^{\prime}\right) \in \mathcal{W}^{n} \times \mathcal{W}^{n}: b_{i}=b_{i}^{\prime} \text { for all } i=1, \ldots, n\right\} \\
\mathcal{C}^{\prime} & :=\left\{\left(\mathbf{A}, \mathbf{A}^{\prime}\right) \in \mathcal{W}^{n} \times \mathcal{W}^{n}: b_{i}=-b_{i}^{\prime} \text { for all } i=1, \ldots, n\right\}, \\
\mathcal{C}_{0} & :=\left\{\left(\mathbf{A}, \mathbf{A}^{\prime}\right) \in \mathcal{W}^{n} \times \mathcal{W}^{n}: b_{i}=b_{i}^{\prime}=0 \text { for all } i=1, \ldots, n\right\}
\end{aligned}
$$

The above are subspaces of $\mathcal{V}^{n} \times \mathcal{V}^{n}$, which are fixed under the diagonal action of $\mathrm{GL}_{n}$. Since the action commutes with the conjugation action of $G$, the same is true of the orbit subsets $(G \times G) \cdot \mathcal{C},(G \times G) \cdot \mathcal{C}^{\prime}$ and $(G \times G) \cdot \mathcal{C}_{0}$.

Note that $U \cong \mathbb{G}_{a}(\mathbb{C})$, the additive group of $\mathbb{C}$. The linear representation theory of this group is well known: each indecomposable module is isomorphic to $S^{n}(V)$, where $V$ is the restriction of the natural two-dimensional $\mathbb{C} G$-module, and $S^{n}$ represents symmetric powers. One usually studies the so-called 'basic' $\mathbb{G}_{a}$-actions: these are the $\mathbb{G}_{a}(\mathbb{C})$-modules

$$
V_{i}:=\left\langle v_{0}, v_{1}, \ldots, v_{i}\right\rangle: i \in \mathbb{N}
$$

on which $u \in \mathbb{C}$ acts via the formula

$$
u \bullet v_{i}=\sum_{j=0}^{i} \frac{u^{j}}{j!} v_{i-j}
$$

and it can be shown that $V_{i} \cong S^{i}(V)$. In our case, a direct calculation shows that $\mathcal{V} \cong V_{2}$ as a $U$-module.

The separating variety for arbitrary linear representations of $\mathbb{G}_{a}(\mathbb{C})$ was considered by Dufresne and Kraft: in our case we have $\mathcal{V}^{n} \cong V_{2}^{\oplus n}$ as $U$-modules, and from a careful reading of [26, Theorem 7.5, Lemma 7.6] we obtain:

Proposition 3.4: (i) We have $\mathcal{S}_{U, \mathcal{V}^{n}}=\overline{\Gamma_{U, \mathcal{V}^{n}}} \cup \mathcal{C}$.
(ii) $\overline{\Gamma_{U, \mathcal{V}^{n}}}=\Gamma_{U, \mathcal{V}^{n}} \cup \mathcal{C}^{\prime}$.

## In particular, $\mathcal{C}_{0} \subset \overline{\Gamma_{U, \mathcal{V}^{n}}}$.

Note also that $T \cong \mathbb{G}_{m}(\mathbb{C})$, the multiplicative group of $\mathbb{C}$. The representation theory of this group is very straightforward; the indecomposable modules are all one-dimensional, isomorphic to $W_{z}$ for some $z \in \mathbb{Z}$ where $W_{z}=\langle v\rangle$ and the action of $t \in T$ is given by

$$
t \bullet v=t^{z} v .
$$

Now it's easy to see that $\mathcal{V} \cong V_{0} \oplus V_{0} \oplus V_{2} \oplus V_{-2}$. Moreover, $\mathcal{W}$ is a direct summand of $\mathcal{V}$ isomorphic to $V_{0} \oplus V_{0} \oplus V_{2}$.

The separating variety for arbitary linear actions of algebraic tori $\mathbb{G}_{m}^{k}$ was considered by Dufresne and Jeffries. In our case, the action is particularly simple, and from careful reading of [27, Lemma 3.5], we obtain:

Proposition 3.5: (i) We have $\mathcal{S}_{T, \mathcal{W}^{n}}=\mathcal{C}$.
(ii) $\left(\mathbf{A}, \mathbf{A}^{\prime}\right) \in \overline{\Gamma_{T, \mathcal{W}^{n}}}$ if and only if $\left(\mathbf{A}, \mathbf{A}^{\prime}\right) \in \mathcal{C}$ and in addition $c_{i} c_{j}^{\prime}=c_{j} c_{i}^{\prime}$ for all $1 \leq i, j \leq n$.

Our goal in this section is to describe the separating variety $\mathcal{S}_{G, \mathcal{V}^{n}}$. As observed in the previous section, one irreducible component is given by the Zariski closure of the graph

$$
\Gamma_{G, \mathcal{V}^{n}}=\left\{(\mathbf{A}, g \cdot \mathbf{A}): \mathbf{A} \in \mathcal{V}^{n}, g \in G\right\}
$$

but there may be more. The description of $\mathcal{S}_{G, \mathcal{V}^{n}}$ as the set of pairs of $n$-matrices whose orbit closures intersect makes it clear that the separating variety is fixed by the action of $G \times G$. It is also clear that $\Gamma_{G, \mathcal{V}^{n}}$ is fixed by the action of $G \times G$. The commuting action of $\mathrm{GL}_{n}$ on $\mathcal{V}^{n}$ induces a diagonal action on $\mathcal{V}^{n} \times \mathcal{V}^{n}$ which commutes with the action of $G \times G$. The following simple observations are crucial:

Lemma 3.6: Suppose $\left(\mathbf{A}, \mathbf{A}^{\prime}\right) \in \overline{\Gamma_{G}, \mathcal{V}^{n}}$. Then $\left(h \star \mathbf{A}, h \star \mathbf{A}^{\prime}\right) \in \overline{\Gamma_{\mathcal{V}^{n}}}$ for all $h \in \mathrm{GL}_{n}$.
Proof: Let $\left(\mathbf{A}, \mathbf{A}^{\prime}\right) \in \overline{\Gamma_{G, \mathcal{V}^{n}}}$. Then there exist morphisms A: $\mathbb{C}^{*} \rightarrow \mathcal{V}^{n}, g: \mathbb{C}^{*} \rightarrow G$ such that

$$
\mathbf{A}=\lim _{t \rightarrow 0} \mathbf{A}(t), \mathbf{A}^{\prime}=\lim _{t \rightarrow 0} g(t) \cdot \mathbf{A}(t)
$$

Let $h \in \mathrm{GL}_{n}$, then

$$
\left.h \star \mathbf{A}=\lim _{t \rightarrow 0}(h \star \mathbf{A}(t)), h \star \mathbf{A}^{\prime}=\lim _{t \rightarrow 0} h \star(g(t) \cdot \mathbf{A}(t))=. \lim _{t \rightarrow 0} g(t) \cdot(h \star \mathbf{A}(t))\right) .
$$

Lemma 3.7: Let $\left(\mathbf{A}, \mathbf{A}^{\prime}\right) \in \mathcal{S}_{G, \mathcal{V}^{n}}$ and let $h \in \mathrm{GL}_{n}$. Then $\left(h \star \mathbf{A}, h \star \mathbf{A}^{\prime}\right) \in \mathcal{S}_{G, \mathcal{V}^{n}}$.
Proof: The action of $\mathrm{GL}_{n}$ on $\mathcal{V}^{n}$ induces an action on $\mathbb{C}\left[\mathcal{V}^{n}\right]$ : we define

$$
(h \star f)(\mathbf{A})=f\left(h^{-1} \star \mathbf{A}\right)
$$

for $h \in \mathrm{GL}_{n}, f \in \mathbb{C}\left[\mathcal{V}^{n}\right]$ and $\mathbf{A} \in \mathcal{V}^{n}$. If $f \in \mathbb{C}\left[\mathcal{V}^{n}\right]^{G}$, then so is $h \star f$ for all $h \in \mathrm{GL}_{n}$. Now suppose $\left(\mathbf{A}, \mathbf{A}^{\prime}\right) \in \mathcal{S}_{G}, \mathcal{V}^{n}$. Let $h \in \mathrm{GL}_{n}$ and $f \in \mathbb{C}\left[\mathcal{V}^{n}\right]^{G}$. Then we have

$$
f(h \star \mathbf{A})=\left(h^{-1} \star f\right)(\mathbf{A})=\left(h^{-1} \star f\right)\left(\mathbf{A}^{\prime}\right)=f\left(h \star \mathbf{A}^{\prime}\right)
$$

which shows that $\left(h \star \mathbf{A}, h \star \mathbf{A}^{\prime}\right) \in \mathcal{S}_{G, \mathcal{V}^{n}}$ as required.

These observations allow us to apply a sort of simultaneous column-reduction to elements of $\mathcal{C}$ and $\mathcal{C}^{\prime}$. In more detail, to every pair $\left(\mathbf{A}, \mathbf{A}^{\prime}\right) \in \mathcal{C}$ or $\mathcal{C}^{\prime}$ we assign a $3 \times n$ matrix

$$
m_{\mathrm{A}, \mathbf{A}^{\prime}}:=\left(\begin{array}{cccc}
b_{1} & b_{2} & \cdots & b_{n}  \tag{5}\\
c_{1} & c_{2} & \cdots & c_{n} \\
c_{1}^{\prime} & c_{2}^{\prime} & \cdots & c_{n}^{\prime}
\end{array}\right) .
$$

Denote the minor of $m_{\mathbf{A}, \mathbf{A}^{\prime}}$ obtained by taking only the $i$ th, $j$ th and $k$ th columns by $\Delta_{i j k}\left(\mathbf{A}, \mathbf{A}^{\prime}\right)$. Finally we define

$$
\widehat{\mathcal{C}}:=\left\{\left(\mathbf{A}, \mathbf{A}^{\prime}\right) \in \mathcal{C}: \operatorname{rk}\left(m_{\mathbf{A}, \mathbf{A}^{\prime}}\right) \leq 2\right\}
$$

and

$$
\widehat{\mathcal{C}^{\prime}}:=\left\{\left(\mathbf{A}, \mathbf{A}^{\prime}\right) \in \mathcal{C}^{\prime}: \operatorname{rk}\left(m_{\mathbf{A}, \mathbf{A}^{\prime}}\right) \leq 2\right\} .
$$

Then we have:
Lemma 3.8: The following are equivalent:
(i) $\operatorname{rk}\left(m_{\mathbf{A}, \mathbf{A}^{\prime}}\right) \leq 2$;
(ii) $\Delta_{i j k}\left(\mathbf{A}, \mathbf{A}^{\prime}\right)=0$ for all $1 \leq i<j<k \leq n$;
(iii) There exists $h \in \mathrm{GL}_{n}$ such that $\left(h \star A_{i}\right)=\left(h \star A_{i}^{\prime}\right)=0$ for all $i \geq 3$.

Proof: The equivalence of (i) and (ii) is well known. Let $E_{i j}(\lambda)$ denote the elementary matrix with $\lambda$ in position $i, j, 1$ 's on the diagonal and 0 's elsewhere. The action of $E_{i j}(\lambda)$ on $\left(\mathbf{A}, \mathbf{A}^{\prime}\right)$ is to replace $A_{i}$ and $A_{i}^{\prime}$ by $A_{i}+\lambda A_{j}$ and $A_{i}^{\prime}+\lambda A_{j}^{\prime}$ respectively. The effect on $m_{\mathbf{A}, \mathbf{A}^{\prime}}$ is to replace the $i$ th column with the $i$ th column plus $\lambda$ times the $j$ th column. The sequence of column operations which place $m_{\mathbf{A}, \mathbf{A}^{\prime}}$ in column echelon form produce ( $h \star \mathbf{A}, h \star \mathbf{A}^{\prime}$ ) of the form claimed.

Now we consider the $G$-orbit structure of $\mathcal{V}$. The following result is key to obtaining a decomposition of the separating variety $\mathcal{S}_{G, \mathcal{V}^{n}}$ :

Lemma 3.9: Suppose $\mathbf{A} \in \mathcal{V}^{n} \backslash G \cdot \mathcal{W}^{n}$. Then $G \cdot \mathbf{A}$ is closed
Proof: We use the Hilbert-Mumford criterion [28]. Let $\lambda: \mathbb{C}^{*} \rightarrow G$ be a one-parameter subgroup. The Hilbert-Mumford weight of $\mathbf{A}$ with respect to $\lambda$ is the unique smallest integer $\mu(\mathbf{A}, \lambda)$ such that

$$
\lim _{t \rightarrow 0} t^{\mu(\mathbf{A}, \lambda)}(\lambda(t) \cdot \mathbf{A})
$$

exists. $\mathbf{A}$ is stable (i.e. has closed orbit and finite stabilizer) if and only if $\mu(\mathbf{A}, \lambda)>0$ for all one-parameter subgroups $\lambda$ of $G$. Now each one-parameter subgroup of $G$ is of the form

$$
\lambda_{g}(t)=g \cdot\left(\begin{array}{cc}
t & 0 \\
0 & t^{-1}
\end{array}\right)
$$

for some $g \in G$. Letting $e \in G$ denote the identity, it follows that $\mathbf{A}$ is stable if and only if $\mu\left(g \cdot \mathbf{A}, \lambda_{e}\right)>0$ for all $g \in G$.

Let $g \in G$ and suppose $g \cdot \mathbf{A} \notin \mathcal{W}^{n}$. Writing $g \cdot \mathbf{A}=\mathbf{A}^{\prime}$, we see that $a_{i}^{\prime} \neq 0$ for some $i=1, \ldots, n$. Therefore $\mu\left(g \cdot \mathbf{A}, \lambda_{e}\right)=2>0$. Since $g$ was arbitrary we conclude that $\mathbf{A}$ is stable, and in particular $G \cdot \mathbf{A}$ is closed.

Remark 3.10: One can complete the analysis of orbit closures in $\mathcal{V}^{n}$ : it turns out that $G \cdot \mathbf{A}$ is not closed if and only if $\mathbf{A} \in G \cdot \mathcal{W}^{n} \backslash\{\mathbf{0}\}$ where $\mathbf{0}$ represents the $n$-matrix consisting entirely of zero matrices. See [29, Proposition 8.9] for a proof in a more general case.

An $n$-matrix with all traces equal to zero belongs to $G \cdot \mathcal{W}^{n}$ if and only if there exists $g \in$ $G$ such that $g \cdot A_{i}$ is upper triangular for all $i$. Such matrices may be called simultaneously (upper) -triangularizable. Since an matrix is upper triangularizable if and only if it is lower triangularizable via the action of

$$
\left(\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right)
$$

we usually speak simply of simultaneously triangularizable matrices.
Simultaneous triangularization of $2 \times 2$ matrices was studied by Florentino [30]. He showed that arbitrary (i.e. not trace-free) $n$-matrices are upper triangularizable if and only if

$$
\operatorname{Tr}\left(A_{i} A_{j} A_{k}\right)=\operatorname{Tr}\left(A_{k} A_{j} A_{i}\right)
$$

for all $i<j<k$ and

$$
\operatorname{det}\left(A_{i} A_{j}-A_{j} A_{i}\right)=0
$$

for all $i<j$. But for tracefree matrices, Equation (4) implies that

$$
\operatorname{Tr}\left(A_{i} A_{j} A_{k}\right)=-\operatorname{Tr}\left(A_{k} A_{j} A_{i}\right)
$$

Further, for tracefree matrices we can show

$$
\operatorname{det}\left(A_{i} A_{j}-A_{j} A_{i}\right)=4 \operatorname{det}\left(A_{i}\right) \operatorname{det}\left(A_{j}\right)-\operatorname{Tr}\left(A_{i} A_{j}\right)^{2}
$$

It follows that $G \cdot \mathcal{W}^{n}$ is the subvariety of $\mathcal{V}^{n}$ cut out by the set of polynomials

$$
\left\{t_{i j k}: 1 \leq i<j<k \leq n\right\} \cup\left\{t_{i i} t_{j j}-t_{i j}^{2}: 1 \leq i<j \leq n\right\} .
$$

In particular, this shows that $G \cdot \mathcal{W}^{n}$ is closed. It is also irreducible, being the orbit of a connected algebraic group on a vector space. As a first step towards a decomposition of $\mathcal{S}_{G, \mathcal{V}^{n}}$ we have the following.

Lemma 3.11: $\mathcal{S}_{G, \mathcal{V}}=\overline{\Gamma_{G, \mathcal{V}}} \cup\left(\left(G \cdot \mathcal{W}^{n} \times G \cdot \mathcal{W}^{n}\right) \cap \mathcal{S}_{G, \mathcal{V}^{n}}\right)$. Moreover, $\overline{\Gamma_{G, \mathcal{V}^{n}}}$ and $(G$. $\left.\mathcal{W}^{n} \times G \cdot \mathcal{W}^{n}\right) \cap \mathcal{S}_{G, \mathcal{V}^{n}}$ are closed and $\overline{\Gamma_{G, \nu^{n}}}$ is irreducible.

Proof: Let $\left(\mathbf{A}, \mathbf{A}^{\prime}\right) \in \mathcal{S}_{G, \mathcal{V}^{n}}$. Then $\overline{G \cdot \mathbf{A}} \cap \overline{G \cdot \mathbf{A}^{\prime}} \neq \emptyset$. Unless $\mathbf{A} \in G \cdot \mathcal{W}^{n}$ and $\mathbf{A}^{\prime} \in G$. $\mathcal{W}^{n}$, then by Lemma 3.9, the orbit of either $\mathbf{A}$ or $\mathbf{A}^{\prime}$ is closed and $\left(\mathbf{A}, \mathbf{A}^{\prime}\right) \in \overline{\Gamma_{G, \mathcal{V}^{n}}}$ (if both orbits are closed, $\left.\left(\mathbf{A}, \mathbf{A}^{\prime}\right) \in \Gamma_{G, \mathcal{V}^{n}}\right)$. This shows that $\mathcal{S}_{G, \mathcal{V}^{n}} \subseteq \overline{\Gamma_{G, \mathcal{V}^{n}}} \cup\left(\left(G \cdot \mathcal{W}^{n} \times\right.\right.$ $\left.G \cdot \mathcal{W}^{n}\right) \cap \mathcal{S}_{G, \mathcal{V}^{n}}$ ). Clearly $\overline{\Gamma_{G, \mathcal{V}^{n}}}$ is closed and irreducible. $\left(G \cdot \mathcal{W}^{n} \times G \cdot \mathcal{W}^{n}\right) \cap \mathcal{S}_{G, \mathcal{V}^{n}}$ is closed as it is the intersection of two closed sets.

The following Lemma describes $\left(G \cdot \mathcal{W}^{n} \times G \cdot \mathcal{W}^{n}\right) \cap \mathcal{S}_{G, \mathcal{V}^{n}}$ as a union of sets. Note that at this stage we do not know whether $\left(G \cdot \mathcal{W}^{n} \times G \cdot \mathcal{W}^{n}\right) \cap \mathcal{S}_{G, \mathcal{V}^{n}}$ is irreducible, as the sets on the right hand side may not themselves be closed.

Lemma 3.12: We have

$$
\left(G \cdot \mathcal{W}^{n} \times G \cdot \mathcal{W}^{n}\right) \cap \mathcal{S}_{G, \mathcal{V}^{n}}=(G \times G) \cdot \mathcal{C} \cup(G \times G) \cdot \mathcal{C}^{\prime}
$$

Proof: Suppose $\left(\mathbf{A}, \mathbf{A}^{\prime}\right) \in\left(\mathcal{W}^{n} \times \mathcal{W}^{n}\right)$. Then since $\operatorname{det}\left(A_{i}\right)=\operatorname{det}\left(A_{i}^{\prime}\right)$ for all $i$ we get $b_{i}=$ $\pm b_{i}^{\prime}$. Further, since for each $i \neq j$

$$
\begin{equation*}
2 b_{i} b_{j}=\operatorname{Tr}\left(A_{i} A_{j}\right)=\operatorname{Tr}\left(A_{i}^{\prime} A_{j}^{\prime}\right)=2 b_{i}^{\prime} b_{j}^{\prime} \tag{6}
\end{equation*}
$$

we have that $b_{i}=b_{i}^{\prime}$ for each $i$ or $b_{i}=-b_{i}^{\prime}$ for each $i$. This shows that $\left(\mathbf{A}, \mathbf{A}^{\prime}\right) \in \mathcal{C} \cup \mathcal{C}^{\prime}$. Since $\left(\mathbf{A}, \mathbf{A}^{\prime}\right) \in \mathcal{S}_{G, \mathcal{V}^{n}}$ if and only $\left(g \cdot \mathbf{A}, g^{\prime} \cdot \mathbf{A}^{\prime}\right) \in \mathcal{S}_{G, \mathcal{V}^{n}}$ for all $g, g^{\prime} \in G$ we get that

$$
\left(G \cdot \mathcal{W}^{n} \times G \cdot \mathcal{W}^{n}\right) \cap \mathcal{S}_{G, V}=(G \times G) \cdot \mathcal{C} \cup(G \times G) \cdot \mathcal{C}^{\prime}
$$

as required.
Lemma 3.13: For all $n \geq 2$ we have $(G \times G) \cdot \mathcal{C}^{\prime} \subseteq \overline{\Gamma_{G, \mathcal{V}^{n}}}$.
Proof: As $\overline{\Gamma_{G, \mathcal{V}^{n}}}$ is stabilized by the action of $G \times G$, it is enough to show that $\mathcal{C}^{\prime} \subseteq \overline{\Gamma_{G, \mathcal{V}^{n}}}$, and this follows from Proposition 3.4 (ii): we have

$$
\mathcal{C}^{\prime} \subseteq \overline{\Gamma_{U, \nu^{n}}} \subseteq \overline{\Gamma_{G, \nu^{n}}}
$$

as required.
Combining Lemmas 3.11-3.13 we obtain a decomposition

$$
\begin{equation*}
\mathcal{S}_{G, \mathcal{V}^{n}}=\overline{\Gamma_{G, \mathcal{V}^{n}}} \cup \overline{(G \times G) \cdot \mathcal{C}} . \tag{7}
\end{equation*}
$$

Note that the stabilizer of the action of $G \times G$ on $\mathcal{C}$ is $B \times B$, so the dimension of $\overline{(G \times G) \cdot \mathcal{C}}$ is

$$
\operatorname{dim}(\mathcal{C})+2 \operatorname{dim}(G)-2 \operatorname{dim}(B)=3 n+2
$$

By Equation (3), the dimension of $\overline{\Gamma_{G, V^{n}}}$ is

$$
\operatorname{dim}\left(\mathcal{V}^{n}\right)+\operatorname{dim}(G)=3 n+3
$$

So there are two possibilities: either $\overline{(G \times G) \cdot \mathcal{C}} \subseteq \overline{\Gamma_{G, \mathcal{V}^{n}}}$ and hence $\mathcal{S}_{G, \mathcal{V}^{n}}$ has a single irreducible component, or else $\mathcal{S}_{G, \mathcal{V}^{n}}$ has two irreducible components of different dimensions.

The following result is key in our proof of Proposition 3.2.
Proposition 3.14: For $n \geq 2$ we have $(G \times G) \cdot \mathcal{C} \cap \overline{\Gamma_{G, \mathcal{V}^{n}}}=(G \times G) \cdot \widehat{\mathcal{C}}$.
Note that for $n=2$ this implies that $(G \times G) \cdot \mathcal{C} \subseteq \overline{\Gamma_{G}, \mathcal{V}^{n}}$ and hence $\overline{(G \times G) \cdot \mathcal{C}} \subseteq$ $\overline{\Gamma_{G, \mathcal{V}^{n}}}$, since $\widehat{\mathcal{C}}=\mathcal{C}$. Therefore it follows that $\mathcal{S}_{G, \mathcal{V}^{2}}$ is irreducible.

Proof: We begin by showing that $(G \times G) \cdot \widehat{\mathcal{C}} \subseteq(G \times G) \cdot \mathcal{C} \cap \overline{\Gamma_{G, \mathcal{V}^{n}}}$. It is clear that ( $G \times$ $G) \cdot \widehat{\mathcal{C}} \subseteq(G \times G) \cdot \mathcal{C}$ and since $\overline{\Gamma_{G, V^{n}}}$ is fixed by the action of $G \times G$ it is enough to show that $\widehat{\mathcal{C}} \subseteq \overline{\Gamma_{G, \mathcal{V}^{n}}}$.

Let $\left(\mathbf{A}, \mathbf{A}^{\prime}\right) \in \widehat{\mathcal{C}}$. By Lemma 3.6, it is enough to show that there exists $h \in \mathrm{GL}_{n}$ with $\left(h \star \mathbf{A}, h \star \mathbf{A}^{\prime}\right) \in \overline{\Gamma_{G, \mathcal{V}^{n}}}$. Therefore by Lemma 3.8 we may assume $A_{i}=A_{i}^{\prime}=0$ for $i \geq 3$.

Suppose that there exists $i$ such that $b_{i}=b_{i}^{\prime} \neq 0$, without loss of generality $i=1$. Set

$$
g:=\left(\begin{array}{cc}
1 & \frac{-c_{1}}{2 b_{1}}  \tag{8}\\
0 & 1
\end{array}\right), g^{\prime}:=\left(\begin{array}{cc}
1 & \frac{-c_{1}^{\prime}}{2 b_{1}} \\
0 & 1
\end{array}\right)
$$

Then

$$
g \cdot A_{1}=g^{\prime} \cdot A_{1}^{\prime}=\left(\begin{array}{cc}
b_{1} & 0 \\
0 & -b_{1}
\end{array}\right)
$$

and $\left(g \cdot A_{2}, g^{\prime} \cdot A_{2}^{\prime}\right)$ are upper triangular with equal diagonal entries. By Proposition 3.5,

$$
\left(g \cdot \mathbf{A}, g \cdot \mathbf{A}^{\prime}\right) \in \overline{\Gamma_{T, \mathcal{W}^{n}}} \subseteq \overline{\Gamma_{G, \mathcal{V}^{n}}}
$$

Therefore $\left(\mathbf{A}, \mathbf{A}^{\prime}\right) \in \overline{\Gamma_{G, \mathcal{V}^{n}}}$ as required.
Hence we may assume $b_{i}=b_{i}^{\prime}=0$ for $i=1,2$. But in that case

$$
\left(\mathbf{A}, \mathbf{A}^{\prime}\right) \in \mathcal{C}_{0} \subseteq \overline{\Gamma_{U, \mathcal{V}^{n}}} \subseteq \overline{\Gamma_{G, \mathcal{V}^{n}}}
$$

where the first inclusion comes from Proposition 3.4.
To prove the converse it is enough to show that $\mathcal{C} \cap \overline{\Gamma_{G, \mathcal{V}^{n}}} \subseteq \widehat{\mathcal{C}}$. So, let $\left(\mathbf{A}, \mathbf{A}^{\prime}\right) \in \mathcal{C} \cap$ $\overline{\Gamma_{G, \mathcal{V}^{n}}}$. Thus there exist morphisms $g: \mathbb{C}^{*} \rightarrow G$, and $\mathbf{A}: \mathbb{C}^{*} \rightarrow \mathcal{V}^{n}$ such that

$$
\lim _{t \rightarrow 0} \mathbf{A}(t)=\mathbf{A}, \lim _{t \rightarrow 0}(g(t) \cdot \mathbf{A}(t))=\mathbf{A}^{\prime}
$$

where we abuse notation by using $\mathbf{A}$ for a function and its limit. Also let $\mathbf{A}^{\prime}(t):=(g(t)$. $\mathbf{A}(t))$ for all $t \in \mathbb{C}^{*}$. Note that although $a_{i}=a_{i}^{\prime}=0$ for all $i$ and $b_{i}=b_{i}^{\prime}$ we do not have $a_{i}(t)=a_{i}^{\prime}(t)=0$ or $b_{i}(t)=b_{i}^{\prime}(t)$ for all $t$ in general. Write

$$
g(t)=\left(\begin{array}{ll}
w(t) & x(t) \\
y(t) & z(t)
\end{array}\right)
$$

Let $1 \leq i<j<k \leq n$. Write $\mathbf{a}(t), \mathbf{b}(t), \mathbf{c}(t)$ and $\mathbf{c}^{\prime}(t)$ for the row vectors $\left(a_{i}(t), a_{j}(t)\right.$, $\left.a_{k}(t)\right),\left(b_{i}(t), b_{j}(t), b_{k}(t)\right),\left(c_{i}(t), c_{j}(t), c_{k}(t)\right)$ and $\left(c_{i}^{\prime}(t), c_{j}^{\prime}(t), c_{k}^{\prime}(t)\right)$ respectively with analogous notation for their limits, and consider

$$
\Delta_{i j k}\left(\mathbf{A}, \mathbf{A}^{\prime}\right)=\left|\begin{array}{c}
\mathbf{b} \\
\mathbf{c} \\
\mathbf{c}^{\prime}
\end{array}\right| .
$$

On the one hand this is

$$
\lim _{t \rightarrow 0}\left|\begin{array}{l}
\mathbf{b}(t) \\
\mathbf{c}(t) \\
\mathbf{c}^{\prime}(t)
\end{array}\right|
$$

$$
\begin{aligned}
& =\lim _{t \rightarrow 0}\left|\begin{array}{c}
\mathbf{b}(t) \\
\mathbf{c}(t) \\
2 x(t) z(t) \mathbf{b}(t)-x(t)^{2} \mathbf{a}(t)+z(t)^{2} \mathbf{c}(t)
\end{array}\right| \\
& =-\lim _{t \rightarrow 0} x(t)^{2}\left|\begin{array}{l}
\mathbf{b}(t) \\
\mathbf{c}(t) \\
\mathbf{a}(t)
\end{array}\right| .
\end{aligned}
$$

using row operations and the facts that $\mathbf{b}(t) \rightarrow \mathbf{b}, \mathbf{c}(t) \rightarrow \mathbf{c}, \mathbf{c}^{\prime}(t) \rightarrow \mathbf{c}^{\prime}$ as $t \rightarrow 0$. But we also have $\mathbf{b}^{\prime}(t) \rightarrow \mathbf{b}$, so that

$$
\begin{aligned}
& \Delta_{i j k}\left(\mathbf{A}, \mathbf{A}^{\prime}\right)=\lim _{t \rightarrow 0}\left|\begin{array}{c}
\mathbf{b}^{\prime}(t) \\
\mathbf{c}(t) \\
\mathbf{c}^{\prime}(t)
\end{array}\right| \\
& =\lim _{t \rightarrow 0}\left|\begin{array}{c}
2 x(t) y(t) \mathbf{b}(t)-w(t) x(t) \mathbf{a}(t)+y(t) z(t) \mathbf{c}(t) \\
\mathbf{c}(t) \\
2 x(t) z(t) \mathbf{b}(t)-x(t)^{2} \mathbf{a}(t)+z(t)^{2} \mathbf{c}(t)
\end{array}\right| \\
& =\lim _{t \rightarrow 0}\left|\begin{array}{c}
2 x(t) y(t) \mathbf{b}(t)-w(t) x(t) \mathbf{a}(t) \\
\mathbf{c}(t) \\
2 z(t) \mathbf{b}(t) x(t)-x(t)^{2} \mathbf{a}(t)
\end{array}\right| .
\end{aligned}
$$

Noting that $w(t) z(t)-x(t) y(t)=1$ for all $t \in \mathbb{C}^{*}$, this is equal to

$$
\begin{aligned}
& \lim _{t \rightarrow 0}\left|\begin{array}{c}
2(w(t) z(t)-1) \mathbf{b}(t)-w(t) x(t) \mathbf{a}(t) \\
\mathbf{c}(t) \\
2 z(t) \mathbf{b}(t) x(t)-x(t)^{2} \mathbf{a}(t)
\end{array}\right| \\
& \quad=\lim _{t \rightarrow 0} x(t)\left|\begin{array}{c}
2(w(t) z(t)-1) \mathbf{b}(t)-w(t) x(t) \mathbf{a}(t) \\
\mathbf{c}(t) \\
2 z(t) \mathbf{b}(t)-x(t) \mathbf{a}(t)
\end{array}\right| \\
& \quad=\lim _{t \rightarrow 0} x(t)\left|\begin{array}{c}
w(t)(2 z(t) \mathbf{b}(t)-x(t) \mathbf{a}(t))-2 \mathbf{b}(t) \\
\mathbf{c}(t) \\
2 z(t) \mathbf{b}(t)-x(t) \mathbf{a}(t)
\end{array}\right| \\
& \quad=\lim _{t \rightarrow 0} x(t)\left|\begin{array}{c}
-2 \mathbf{b}(t) \\
\mathbf{c}(t) \\
2 z(t) \mathbf{b}(t)-x(t) \mathbf{a}(t)
\end{array}\right| \\
& \quad=\lim _{t \rightarrow 0} 2 x(t)^{2}\left|\begin{array}{c}
\mathbf{b}(t) \\
\mathbf{c}(t) \\
\mathbf{a}(t)
\end{array}\right|
\end{aligned}
$$

This shows that $\Delta_{i j k}\left(\mathbf{A}, \mathbf{A}^{\prime}\right)=0$ as required, and therefore $\left(\mathbf{A}, \mathbf{A}^{\prime}\right) \in \widehat{\mathcal{C}}$.
Example 3.15: Let $n \geq 3$ and define a pair of $n$-matrices:

$$
A_{1}=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right), A_{2}=\left(\begin{array}{cc}
1 & 1 \\
0 & -1
\end{array}\right), A_{3}=\left(\begin{array}{cc}
1 & 1 \\
0 & -1
\end{array}\right)
$$

and

$$
A_{1}^{\prime}=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right), A_{2}^{\prime}=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right), A_{3}^{\prime}=\left(\begin{array}{cc}
1 & 1 \\
0 & -1
\end{array}\right)
$$

with $A_{i}=A_{i}^{\prime}=0$ for all $i>3$. Then $\operatorname{rk}\left(m_{\mathbf{A}, \mathbf{A}^{\prime}}\right)=3$, and so Proposition 3.14 above shows that $\left(\mathbf{A}, \mathbf{A}^{\prime}\right) \in \overline{(G \times G) \cdot \mathcal{C}} \backslash \overline{\Gamma_{G, \mathcal{V}^{n}}}$. Thus, for $n \geq 3, \mathcal{S}_{G, \mathcal{V}^{n}}$ has two irreducible components.

We obtain the following immediate Corollary, from which Corollary 1.5 also follows:
Corollary 3.16: Let $n \geq 3$ and suppose $S \subseteq \mathbb{C}\left[\mathcal{V}^{n}\right]^{G}$ is a separating set. Then $|S| \geq 3 n-2$.
Proof: For $n \geq 3$ we have shown that $\mathcal{S}_{G, \mathcal{V}^{n}}$ has two irreducible components. The component $\overline{\Gamma_{G, \mathcal{V}^{n}}}$ has dimension $3 n+3$, i.e. codimension $3 n-3$ in $\mathcal{V}^{n} \times \mathcal{V}^{n}$, while $\left(G \cdot \mathcal{W}^{n} \times G\right.$. $\left.\mathcal{W}^{n}\right) \cap \mathcal{S}_{G, \mathcal{V}^{n}}$ has dimension $3 n+2$, i.e. codimension $3 n-2$ in $\mathcal{V}^{n} \times \mathcal{V}^{n}$. The result now follows from Proposition 2.6.

To obtain the stronger bound in Proposition 3.2, we need to compute the dimension of $\overline{(G \times G) \cdot \mathcal{C}} \cap \overline{\Gamma_{G, \mathcal{V}^{n}}}$. We are not able to find a complete description of $\overline{(G \times G) \cdot \mathcal{C}}$; but for our purposes the following is enough.

## Lemma 3.17:

$$
\overline{(G \times G) \cdot \mathcal{C}} \subseteq(G \times G) \cdot \mathcal{C} \cup(G \times G) \cdot \widehat{\mathcal{C}^{\prime}}
$$

Proof: Suppose $\left(\mathbf{A}, \mathbf{A}^{\prime}\right) \in \overline{(G \times G) \cdot \mathcal{C}} \backslash(G \times G) \cdot \mathcal{C}$. As $(G \times G) \cdot \mathcal{C} \subseteq\left(G \cdot \mathcal{W}^{n} \times G\right.$. $\left.\mathcal{W}^{n}\right) \cap \mathcal{S}_{G, \mathcal{V}^{n}}$ and the latter is closed, we have

$$
\left(\mathbf{A}, \mathbf{A}^{\prime}\right) \in \overline{(G \times G) \cdot \mathcal{C}} \subseteq\left(G \cdot \mathcal{W}^{n} \times G \cdot \mathcal{W}^{n}\right) \cap \mathcal{S}_{G, \mathcal{V}^{n}}=(G \times G) \cdot \mathcal{C} \cup(G \times G) \cdot \mathcal{C}^{\prime}
$$

with the final equality coming from Lemma 3.12. Therefore $\left(\mathbf{A}, \mathbf{A}^{\prime}\right) \in(G \times G) \cdot \mathcal{C}^{\prime}$. Since $(G \times G) \cdot \mathcal{C}, \overline{(G \times G) \cdot \mathcal{C}}$ and $(G \times G) \cdot \mathcal{C}^{\prime}$ are all fixed by the action of $(G \times G)$, it is enough to show that

$$
\mathcal{C}^{\prime} \cap \overline{(G \times G) \cdot \mathcal{C}} \subseteq \widehat{\mathcal{C}^{\prime}}
$$

So, suppose $\left(\mathbf{A}, \mathbf{A}^{\prime}\right) \in \overline{(G \times G) \cdot \mathcal{C}} \cap \mathcal{C}^{\prime}$; we aim to show that $\operatorname{rk}\left(m_{\mathbf{A}, \mathbf{A}^{\prime}}\right) \leq 2$.
Let $1 \leq i<j<k \leq n$, and write $\mathbf{b}, \mathbf{c}$ and $\mathbf{c}^{\prime}$ for the row vectors $\left(b_{i}, b_{j}, b_{k}\right),\left(c_{i}, c_{j}, c_{k}\right)$ and $\left(c_{i}^{\prime}, c_{j}^{\prime}, c_{k}^{\prime}\right)$ respectively. Since $\left(\mathbf{A}, \mathbf{A}^{\prime}\right) \in \overline{(G \times G) \cdot \mathcal{C}}$, there exist morphisms $g, g^{\prime}: \mathbb{C}^{*} \rightarrow G$, and $\mathbf{Z}, \mathbf{Z}^{\prime}: \mathbb{C}^{*} \rightarrow \mathcal{C}$ such that

$$
\lim _{t \rightarrow 0} g(t) \cdot \mathbf{Z}(t)=\mathbf{A}, \lim _{t \rightarrow 0} g^{\prime}(t) \cdot \mathbf{Z}^{\prime}(t)=\mathbf{A}^{\prime}
$$

Write

$$
g(t)=\left(\begin{array}{ll}
w(t) & x(t) \\
y(t) & z(t)
\end{array}\right), g^{\prime}(t)=\left(\begin{array}{ll}
w^{\prime}(t) & x^{\prime}(t) \\
y^{\prime}(t) & z^{\prime}(t)
\end{array}\right)
$$

and

$$
Z_{l}(t)=\left(\begin{array}{cc}
\beta_{l}(t) & \gamma_{l}(t) \\
0 & -\beta_{l}(t)
\end{array}\right), Z_{l}^{\prime}(t)=\left(\begin{array}{cc}
\beta_{l}(t) & \gamma_{l}^{\prime}(t) \\
0 & -\beta_{l}(t)
\end{array}\right)
$$

for $l=1, \ldots, n$, where $\mathbf{Z}=\left(Z_{1}, Z_{2}, \ldots, Z_{n}\right)$ and $\mathbf{Z}^{\prime}$ is similar.

Now writing $\boldsymbol{\beta}, \boldsymbol{\gamma}$ and $\boldsymbol{\gamma}^{\prime}$ for the row vectors $\left(\beta_{i}, \beta_{j}, \beta_{k}\right),\left(\gamma_{i}, \gamma_{j}, \gamma_{k}\right)$ and $\left(\gamma_{i}^{\prime}, \gamma_{j}^{\prime}, \gamma_{k}^{\prime}\right)$ respectively and evaluating $g(t) \cdot \mathbf{Z}(t)$ shows that

$$
\begin{equation*}
\mathbf{b}=\lim _{t \rightarrow 0}(w(t) z(t) \boldsymbol{\beta}(t)-w(t) y(t) \boldsymbol{\gamma}(t)+x(t) y(t) \boldsymbol{\beta}(t)) \tag{9}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{c}=\lim _{t \rightarrow 0}\left(-2 x(t) w(t) \boldsymbol{\beta}(t)+w(t)^{2} \boldsymbol{\gamma}(t)\right) \tag{10}
\end{equation*}
$$

Meanwhile, evaluating $g^{\prime}(t) \cdot \mathbf{Z}^{\prime}(t)$ shows that

$$
\begin{equation*}
\mathbf{b}=\lim _{t \rightarrow 0}\left(-w^{\prime}(t) z^{\prime}(t) \boldsymbol{\beta}(t)+w^{\prime}(t) y^{\prime}(t) \boldsymbol{\gamma}^{\prime}(t)-x(t) y(t) \boldsymbol{\beta}(t)\right) \tag{11}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{c}^{\prime}=\lim _{t \rightarrow 0}\left(-2 x^{\prime}(t) w^{\prime}(t) \boldsymbol{\beta}(t)+w^{\prime}(t)^{2} \boldsymbol{\gamma}^{\prime}(t)\right) \tag{12}
\end{equation*}
$$

Now using (9), (10) and (12) we have

$$
\begin{aligned}
\Delta_{i j k}\left(\mathbf{A}, \mathbf{A}^{\prime}\right) & =\lim _{t \rightarrow 0}\left|\begin{array}{c}
w(t) z(t) \boldsymbol{\beta}(t)-w(t) y(t) \boldsymbol{\gamma}(t)+x(t) y(t) \boldsymbol{\beta}(t) \\
-2 w(t) x(t) \boldsymbol{\beta}(t)+w(t)^{2} \boldsymbol{\gamma}(t) \\
-2 w^{\prime}(t) x^{\prime}(t) \boldsymbol{\beta}(t)+w^{\prime}(t)^{2} \boldsymbol{\gamma}(t)
\end{array}\right| \\
& =\lim _{t \rightarrow 0} w(t) w^{\prime}(t) \left\lvert\, \begin{array}{c}
\boldsymbol{\beta}(t)+2 x(t) y(t) \boldsymbol{\beta}(t)-w(t) y(t) \boldsymbol{\gamma}(t) \\
-2 x(t) \boldsymbol{\beta}(t)+w(t) \boldsymbol{\gamma}(t) \\
-2 x^{\prime}(t) \boldsymbol{\beta}(t)+w^{\prime}(t) \boldsymbol{\gamma}(t)
\end{array}\right.
\end{aligned}
$$

where we use the fact that $w(t) z(t)-x(t) y(t)=1$ for all $t \in \mathbb{C}^{*}$ in the first row. Now using row operations to simplify the determinant we get

$$
\begin{aligned}
\Delta_{i j k}\left(\mathbf{A}, \mathbf{A}^{\prime}\right) & =\lim _{t \rightarrow 0} w(t) w^{\prime}(t)\left|\begin{array}{c}
\boldsymbol{\beta}(t) \\
-2 x(t) \boldsymbol{\beta}(t)+w(t) \boldsymbol{\gamma}(t) \\
-2 x^{\prime}(t) \boldsymbol{\beta}(t)+w^{\prime}(t) \boldsymbol{\gamma}^{\prime}(t)
\end{array}\right| \\
& =\lim _{t \rightarrow 0} w(t)^{2} w^{\prime}(t)^{2}\left|\begin{array}{c}
\boldsymbol{\beta}(t) \\
\boldsymbol{\gamma}(t) \\
\boldsymbol{\gamma}^{\prime}(t)
\end{array}\right| .
\end{aligned}
$$

On the other hand, using (10)-(12) gives us

$$
\left.\begin{aligned}
\Delta_{i j k}\left(\mathbf{A}, \mathbf{A}^{\prime}\right) & =\lim _{t \rightarrow 0}\left|\begin{array}{c}
-w^{\prime}(t) z^{\prime}(t) \boldsymbol{\beta}(t)+w^{\prime}(t) y^{\prime}(t) \boldsymbol{\gamma}^{\prime}(t)-x^{\prime}(t) y^{\prime}(t) \boldsymbol{\beta}(t) \\
-2 w(t) x(t) \boldsymbol{\beta}(t)+w(t)^{2} \boldsymbol{\gamma}(t) \\
-2 w^{\prime}(t) x^{\prime}(t) \boldsymbol{\beta}(t)+w^{\prime}(t)^{2} \boldsymbol{\gamma}(t)
\end{array}\right| \\
& =\lim _{t \rightarrow 0} w(t) w^{\prime}(t) \left\lvert\, \begin{array}{c}
-\boldsymbol{\beta}(t)-2 x^{\prime}(t) y^{\prime}(t) \boldsymbol{\beta}(t)+w^{\prime}(t) y^{\prime}(t) \boldsymbol{\gamma}^{\prime}(t) \\
-2 x(t) \boldsymbol{\beta}(t)+w(t) \boldsymbol{\gamma}(t) \\
-2 x^{\prime}(t) \boldsymbol{\beta}(t)+w^{\prime}(t) \boldsymbol{\gamma}(t)
\end{array}\right.
\end{aligned} \right\rvert\,
$$

where we use the fact that $w^{\prime}(t) z^{\prime}(t)-x^{\prime}(t) y^{\prime}(t)=1$ for all $t \in \mathbb{C}^{*}$ in the first row. Now using row operations to simplify the determinant we get

$$
\Delta_{i j k}\left(\mathbf{A}, \mathbf{A}^{\prime}\right)=\lim _{t \rightarrow 0} w(t) w^{\prime}(t)\left|\begin{array}{c}
-\boldsymbol{\beta}(t) \\
-2 x(t) \boldsymbol{\beta}(t)+w(t) \boldsymbol{\gamma}(t) \\
-2 x^{\prime}(t) \boldsymbol{\beta}(t)+w^{\prime}(t) \boldsymbol{\gamma}^{\prime}(t)
\end{array}\right|
$$

$$
=\lim _{t \rightarrow 0} w(t)^{2} w^{\prime}(t)^{2}\left|\begin{array}{c}
-\boldsymbol{\beta}(t) \\
\boldsymbol{\gamma}(t) \\
\boldsymbol{\gamma}^{\prime}(t)
\end{array}\right| .
$$

This shows that $\Delta_{i j k}\left(\mathbf{A}, \mathbf{A}^{\prime}\right)=0$. Since this applies to all $1 \leq i<j<k \leq n$ we get $\operatorname{rk}\left(m_{\mathbf{A}, \mathbf{A}^{\prime}}\right) \leq 2$ as required, i.e. $\left(\mathbf{A}, \mathbf{A}^{\prime}\right) \in \widehat{\mathcal{C}^{\prime}}$.

Corollary 3.18: We have

$$
\overline{(G \times G) \cdot \widehat{\mathcal{C}}} \subseteq \overline{(G \times G) \cdot \mathcal{C}} \cap \overline{\Gamma_{G, \mathcal{V}^{n}}} \subseteq \overline{(G \times G) \cdot \widehat{\mathcal{C}}} \cup \overline{(G \times G) \cdot \widehat{\mathcal{C}^{\prime}}} .
$$

Proof: The first inclusion follows from Proposition 3.14 and the fact that the middle term is closed. For the second we have

$$
\overline{(G \times G) \cdot \mathcal{C}} \cap \overline{\Gamma_{G, \mathcal{V}^{n}}} \subseteq\left((G \times G) \cdot \mathcal{C} \cup(G \times G) \cdot \widehat{\mathcal{C}^{\prime}}\right) \cap \overline{\Gamma_{G, \mathcal{V}^{n}}}
$$

by Lemma 3.17,

$$
=(G \times G) \cdot \widehat{\mathcal{C}} \cup\left(\overline{\Gamma_{G,}, \mathcal{V}^{n}} \cap(G \times G) \cdot \widehat{\mathcal{C}^{\prime}}\right)
$$

by Proposition 3.14,

$$
=(G \times G) \cdot \widehat{\mathcal{C}} \cup(G \times G) \cdot \widehat{\mathcal{C}^{\prime}}
$$

since

$$
(G \times G) \cdot \widehat{\mathcal{C}^{\prime}} \subseteq(G \times G) \cdot \mathcal{C}^{\prime} \subseteq \overline{\Gamma_{G, \mathcal{V}^{n}}}
$$

by Lemma 3.13.
Notice that $\widehat{\mathcal{C}}$ and $\widehat{\mathcal{C}^{\prime}}$ are both fixed by $B \times B$, since $\Delta_{i j k}$ is $B \times B$ semi-invariant for all $i$, $j, k$ on both $\mathcal{C}$ and $\mathcal{C}^{\prime}$, and both $\mathcal{C}$ and $\mathcal{C}^{\prime}$ are $B \times B$-modules. Therefore we have

$$
\operatorname{dim}(\overline{(G \times G) \cdot \widehat{\mathcal{C}})}=\operatorname{dim}(\widehat{\mathcal{C}})+2 \operatorname{dim}(G)-2 \operatorname{dim}(B)=\operatorname{dim}(\widehat{\mathcal{C}})+2
$$

Now it's easy to see that $\widehat{\mathcal{C}}$ is isomorphic to the variety of $3 \times n$ matrices with rank at most 2 , which is well known to have dimension $2 n+2$. Therefore we have $\operatorname{dim}\left(\overline{(G \times G) \cdot \widehat{\mathcal{C}})}=2 n+4\right.$. Exactly the same argument also shows $\operatorname{dim}\left(\overline{(G \times G) \cdot \widehat{\mathcal{C}^{\prime}}}\right)=$ $2 n+4$. Now Corollary 3.18 above shows that

$$
\operatorname{dim}\left(\overline{(\overline{G \times G}) \cdot \mathcal{C}} \cap \overline{\Gamma_{G, \mathcal{V}^{n}}}\right)=2 n+4 .
$$

Consequently, since $\operatorname{dim}\left(\mathcal{S}_{G, \mathcal{V}^{n}}\right)=6 n-(3 n-3)=3 n+3$, we get that $\mathcal{S}_{G, \mathcal{V}^{n}}$ is connected in codimension $n-1$ but not in codimension $n-2$. We also note that $\mathcal{S}_{G, \mathcal{V}^{n}}$ contains just two components and these have non-trivial intersection. By Proposition 2.8, for any separating set $S \subseteq \mathbb{C}\left[\mathcal{V}^{n}\right]^{G}$ we have

$$
|S| \geq \operatorname{dim}\left(\mathbb{C}\left[\mathcal{V}^{n}\right]\right)^{G}+n-2=3 n-3+n-2=4 n-5 .
$$

This completes the proof of Proposition 3.2 and Theorem 1.4 follows immediately.

## 4. Smaller separating sets

In this section, we will show that for $n \geq 5$ there exist smaller separating sets for $\mathbb{C}\left[\mathcal{V}^{n}\right]^{G}$ than $S_{n}$. The aim is to prove Proposition 3.3; Theorem 1.6 will follow immediately.

We begin by noting that, for $n \geq 4, \mathbb{C}\left[\mathcal{V}^{n}\right]^{G}$ is not a polynomial ring; for $n \geq 2$ its dimension is $4 n-3$ and the minimum number of algebra generators is $\frac{1}{6}\left(n^{3}+5 n\right)$. Relations between the generators of $\mathbb{C}\left[\mathcal{M}^{n}\right]^{G}$ were completely described by Drensky [31], but we do not need a complete description here. The following is a translation of one kind of relation from [31] to the trace-zero setting:

$$
t_{i j k} t_{p q r}=-\frac{1}{8}\left|\begin{array}{ccc}
t_{i p} & t_{i q} & t_{i r}  \tag{13}\\
t_{j p} & t_{j q} & t_{j r} \\
t_{k p} & t_{k q} & t_{k r}
\end{array}\right|
$$

for $1 \leq i<j<k \leq n, 1 \leq p<q<r \leq n, n \geq 4$. This can also be shown directly using (4) and standard properties of determinants.

For the rest of this section, assume $n \geq 3$. Now suppose that $\mathbf{A}, \mathbf{A}^{\prime}$ are trace-zero $n$-matrices and that $\operatorname{Tr}\left(A_{i} A_{j}\right)=\operatorname{Tr}\left(A_{i}^{\prime} A_{j}^{\prime}\right)$ for all $1 \leq i \leq j \leq n$. The relation (13) above with $i=p, j=q, r=k$ tells us immediately that $\operatorname{Tr}\left(A_{i} A_{j} A_{k}\right)= \pm \operatorname{Tr}\left(A_{i}^{\prime} A_{j}^{\prime} A_{k}^{\prime}\right)$ for all $1 \leq$ $i<j<k \leq n$. Applying the same relation with arbitrary $i, j, k, p, q, r$ shows that either $\operatorname{Tr}\left(A_{i} A_{j} A_{k}\right)=\operatorname{Tr}\left(A_{i}^{\prime} A_{j}^{\prime} A_{k}^{\prime}\right)$ for all $1 \leq i<j<k \leq n$ or $\operatorname{Tr}\left(A_{i} A_{j} A_{k}\right)=-\operatorname{Tr}\left(A_{i}^{\prime} A_{j}^{\prime} A_{k}^{\prime}\right)$ for all $1 \leq i<j<k \leq n$.

Further, suppose $f \in \bigoplus_{1 \leq i<j<k \leq n} \mathbb{C} t_{i j k}$. Then $f(\mathbf{A})= \pm f\left(\mathbf{A}^{\prime}\right)$. If $f(\mathbf{A})=f\left(\mathbf{A}^{\prime}\right) \neq 0$ then for $1 \leq i<j<k \leq n$ we have

$$
t_{i j k}(\mathbf{A})=\frac{t_{i j k} f(\mathbf{A})}{f(\mathbf{A})}=\frac{t_{i j k} f\left(\mathbf{A}^{\prime}\right)}{f\left(\mathbf{A}^{\prime}\right)}=t_{i j k}\left(\mathbf{A}^{\prime}\right)
$$

since $t_{i j k} f \in \mathbb{C}\left[t_{i j}: 1 \leq i \leq j \leq n\right]$.
From the above discussion we deduce:
Lemma 4.1: Let $S^{\prime}=\left\{t_{i j}: 1 \leq i \leq j \leq n\right\} \cup F$ where $F \subset \bigoplus_{1 \leq i<j<k \leq n} \mathbb{C} t_{i j k}$. Then $S^{\prime}$ is a separating set for $\mathbb{C}\left[\mathcal{V}^{n}\right]^{G}$ if and only iffor all $\mathbf{A} \in \mathcal{V}^{n}$ we have

$$
f(\mathbf{A})=0 \text { for all } f \in F \Rightarrow t_{i j k}(\mathbf{A})=0 \text { for all } 1 \leq i<j<k \leq n .
$$

Given $\mathbf{A} \in \mathcal{V}^{n}$ we may form a $3 \times n$ matrix $M_{\mathbf{A}}$ as follows:

$$
M_{\mathbf{A}}=\left(\begin{array}{llll}
c_{1} & c_{2} & \cdots & c_{n} \\
b_{1} & b_{2} & \cdots & b_{n} \\
a_{1} & a_{2} & \cdots & a_{n}
\end{array}\right)
$$

The values of $t_{i j k}(\mathbf{A})$ are the maximal minors of this matrix. Let $Y$ be a generic $3 \times n$ matrix and let $I$ be the ideal of $\mathbb{C}[Y]$ generated by its $3 \times 3$ minors. Choosing a set $F$ as in Lemma 4.1 is equivalent to choosing a set of linear combinations of $3 \times 3$ minors generating an ideal of $\mathbb{C}[Y]$ whose radical is the same as the radical of $I$ (in fact, $I$ is a radical ideal). [32, Lemma 5.9] describes how to do this, and Proposition 5.20, Corollary 5.21 and

Proposition 5.22 [loc. cit.] show that $3 n-8$ linear combinations suffice. Concretely, let [ $i j k$ ] denote the minor corresponding to columns $i, j, k$ in $Y$; choose $e_{1}, \ldots, e_{r}, r=3 n-8$ where

$$
e_{l}=\sum_{1 \leq i<j<k \leq n} \lambda_{i j k}[i j k]
$$

for $l=1, \ldots, r$. Set

$$
f_{l}=\sum_{1 \leq i<j<k \leq n} \lambda_{i j k} t_{i j k}
$$

for $l=1, \ldots, r$. Then

$$
S^{\prime}=\left\{t_{i j}: 1 \leq i \leq j \leq n\right\} \cup\left\{f_{l}: l=1, \ldots, r\right\}
$$

is a separating set for $\mathbb{C}\left[\mathcal{V}^{n}\right]^{G}$. The cardinality of this set is

$$
n+\binom{n}{2}+3 n-8=\frac{1}{2}\left(n^{2}+7 n-16\right)
$$

This completes the proof of Proposition 3.3; Theorem 1.6 now follows immediately from the remarks at the beginning of Section 3.

## 5. Matrix semi-invariants

In this section, we consider the action of a different but related group on $\mathcal{M}_{2}^{n}$ : let $H:=$ $\mathrm{SL}_{2} \times \mathrm{SL}_{2}$. This acts on an $n$-matrix $\mathbf{A}$ according to the formula

$$
\left(h_{1}, h_{2}\right) \cdot \mathbf{A}=\left(h_{1} A_{1} h_{2}^{-1}, h_{1} A_{2} h_{2}^{-1}, \ldots, h_{1} A_{n} h_{2}^{-1}\right)
$$

Generating sets for the algebras of invariants $\mathbb{C}\left[\mathcal{M}_{2}^{n}\right]^{H}$ are known, see [33]. More recently, Domokos [34] showed that the following set $S_{n}$ of invariants are a separating set for $\mathbb{C}\left[\mathcal{M}_{2}^{n}\right]^{H}$ which is minimal by inclusion (we retain the notation of Section 1):

- $\operatorname{det}\left(X_{i}\right): 1 \leq i \leq n$;
- $\left\langle X_{i} \mid X_{j}\right\rangle:=\operatorname{Tr}\left(X_{i}\right) \operatorname{Tr}\left(X_{j}\right)-\operatorname{Tr}\left(X_{i} X_{j}\right): 1 \leq i<j \leq n$;
- $\xi\left(X_{i} X_{j} X_{k} X_{l}\right): 1 \leq i<j<k<l \leq n$.

Here $\xi\left(X_{i} X_{j} X_{k} X_{l}\right)$ is the coefficient of $a_{i} a_{j} a_{k} a_{l}$ in the determinant

$$
\left|\begin{array}{rr}
a_{i} X_{i} & a_{j} X_{j} \\
a_{k} X_{k} & a_{l} X_{l}
\end{array}\right| \in \mathbb{C}\left[\mathcal{M}_{2}^{n}\right]\left[a_{i}, a_{j}, a_{k}, a_{l}\right]
$$

The size of this separating set is $n+\binom{n}{2}+\binom{n}{4}$. We note once again that the fact that this separating set is minimal by inclusion does not mean that it has minimal cardinality.

In this section, we prove the following:
Theorem 5.1: Let $S \subseteq \mathbb{C}\left[\mathcal{M}_{2}^{n}\right]^{H}$ be a separating set. Then $|S| \geq 5 n-10$.

| $n$ | $\operatorname{dim}\left(\mathbb{C}\left[\mathcal{M}_{2}^{n}\right]^{H}\right)$ | $\left\|S_{n}\right\|$ | Lower bound |
| :---: | :---: | :---: | :---: |
| 2 | 3 | 3 | 3 |
| 3 | 6 | 6 | 6 |
| 4 | 10 | 11 | 10 |
| 5 | 14 | 20 | 15 |
| 6 | 18 | 36 | 20 |

The dimension of $\mathbb{C}\left[\mathcal{M}_{2}^{n}\right]^{H}$ for $n \geq 3$ is $\operatorname{dim}\left(\mathcal{M}_{2}^{n}\right)-\operatorname{dim}(H)=4 n-6$. This follows from Proposition 2.3 because there exist 3-matrices whose stabilizer in $H$ is the finite group $\{( \pm I, \pm I)\}$. Contrastingly, $\operatorname{dim}\left(\mathbb{C}\left[\mathcal{M}_{2}^{n}\right]^{H}\right)=8-6+1=3$, since every 2 -matrix has at least a one-dimensional stabilizer, and $\operatorname{dim}\left(\mathbb{C}\left[\mathcal{M}_{2}\right]^{H}\right)=4-6+3=1$ since the stabilizer of any matrix has dimension at least 3 . So, our result implies that for $n \geq 5$ there does not exist a polynomial separating set for the action of $H$ on $\mathcal{M}_{2}^{n}$.

The proof is a straightforward application of a result of Domokos: for $n \geq 1$ consider the morphism $\sigma: \mathcal{M}_{2}^{n} \rightarrow \mathcal{M}_{2}^{n+1}$ given by

$$
\sigma\left(A_{1}, A_{2}, \ldots, A_{n}\right)=\left(A_{1}, A_{2}, \ldots, A_{n}, I\right)
$$

where $I$ is the $2 \times 2$ identity matrix. By [35, Proposition 4.1], the induced morphism

$$
\sigma^{*}: \mathbb{C}\left[\mathcal{M}_{2}^{n+1}\right]^{H} \rightarrow \mathbb{C}\left[\mathcal{M}_{2}^{n}\right]^{G}
$$

is surjective (the reference has $G=\mathrm{GL}_{2}$ but the algebras of invariants are the same). This can be used to show that for any separating set $S \subseteq \mathbb{C}\left[\mathcal{M}_{2}^{n+1}\right]^{H}, \sigma^{*}(S) \subseteq \mathbb{C}\left[\mathcal{M}_{2}^{n}\right]^{G}$ is a separating set, see [34, Corollary 6.3]. Now Theorem 5.1 follows immediately from this observation and Theorem 1.4.

The table below compares this lower bound with the size of the separating set given in this section.

Note that in the case $n=4$ we cannot rule out the existence of a polynomial separating set with these methods. In a forthcoming paper, we plan to compute the separating variety for this action directly and thereby sharpen these lower bounds.
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