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Abstract:
[bookmark: OLE_LINK1][bookmark: OLE_LINK65]Finite element (FE) analysis can be used to predict bone mechanical environments that can be used for many important applications, such as the understanding of bone mechano-regulation mechanisms. However, when defining the FE models, uncertainty in bone material properties may lead to marked variations in the predicted mechanical environment. The aim of this study is to investigate the influence of uncertainty in bone material property on the mechanical environment of bone. 
A heterogeneous FE model of a mouse tibia was created from micro computed tomography images. Axial compression loading was applied, and all possible bone density-modulus relationships were considered through stochastic analysis. The 1st and 3rd principal strains (ε1 and ε3) and the strain energy density (SED) were quantified in the tibial volume of interest (VOI). 
The bounds of ε1, ε3, and SED were determined by the bounds of the density-modulus relationship; the bone mechanical environment (ε1, ε3, and SED) and the bone density-modulus relationship exhibit the same trend of change; the relative percentage differences caused by bone material uncertainty are up to 28%, 28%, and 21% for ε1, ε3, and SED, respectively. These data provide guidelines on the adoption of bone density-modulus relationship in heterogeneous FE models. 

Keywords: bone mechanics, material uncertainty, density-modulus relationship, stochastic analysis

1. Introduction
Micro computed tomography (CT) imaging has become an important tool to reveal the detailed internal structure of bone, both ex vivo and in vivo [1, 2]. CT images can be used to generate micro-finite element (FE) models, in which the element size is on the order of micrometers, to investigate the mechanical behavior of bone, the mechanism of bone mechano-regulation, and the strength of bone after medical intervention [3-8]. Because the homogeneous FE models lack realistic spatial variations in bone properties and exhibit limited accuracy, heterogeneous FE models with heterogeneous material properties have been adopted widely in previous studies [9-11]. 
To generate heterogeneous FE models of the bone from CT images, the raw CT attenuation values must first be related to the bone mineral density (BMD) and subsequently converted to bone material properties using bone density-modulus relationship. The relationship between CT attenuation values and BMD values can be established by first scanning the calibration phantom that contains several rods with known BMD values provided by the manufacturer, and subsequently fitting a linear line to the scatter data of the CT attenuation and BMD values of the rods [12]. The bone density-modulus relationship is typically obtained by first performing a mechanical testing on the bone samples at the organ-level and subsequently relating these bone mechanical properties to the various bone densities (apparent density, ash density, etc.) [13]. Because the mechanical properties obtained from mechanical testing are apparent values at the organ-level and the microstructures of bone varies significantly among samples, large variations occur in the bone density-modulus relationship [9-11, 14]. It is still unclear how these variations affect the predictions of heterogeneous FE models. 
The detailed mechanical environment could provide important information for the full-field validation of bone FE models [15] and for understanding the mechanical signals driving bone adaptations [16]. For an example, it has been found that bone sites with high strain energy density (SED) exhibit more activities of bone formation; on the contrary, low SED leads to bone resorption [16, 17]. However, the uncertainties in bone density-modulus relationships may affect the mechanical environment predicted from FE models. To account for these uncertainties, many stochastic analyses have been performed to assess the effect of variability in material property on the mechanical environment predicted by FE models [18-21]. However, these studies focused on either the peak values of the mechanical properties (maximal principal strains, maximal principal stresses, etc.) or the apparent behavior (fracture force, hardness, etc.) of the bone samples. The influence of variability in material properties on the detailed mechanical environment (i.e., the distribution of the 1st and 3rd principal strains and the strain energy density) across the entire bone spatial space is still unknown. 
The aim of this study is to investigate the influence of uncertainty in bone material property on the detailed mechanical environment of the bone using heterogeneous FE models and stochastic analysis. 

2. Materials and methods
2.1 CT image of mouse tibia and image processing
One entire right tibia dissected from a 12-week-old female C57Bl/6 mouse was imaged using the ex vivo CT imaging system (SkyScan 1172, Bruker, Belgium) with the following setting: a voltage of 49 kV, a tube current of 179 A, an exposure time of 1180 ms, and an isotropic image voxel size of 4.3 m. In preparation for generating the FE models, the image datasets were processed based on the standard procedure developed previously [22]. In brief, the tibia was placed back to its anatomic position, i.e., its long (proximal-distal) axis was aligned along the z-axis approximately, and the y-z plane passed through the central line of the articular surfaces of the medial and lateral condyles (Fig. 1a and b). This step was to facilitate the application of the compressive loading along the long axis of the mouse tibia. The image dataset was subsequently transformed into the new position and resampled using the Lanczos kernel, which is a low-pass filter and considered to be the “best compromise” among several simple filters [23]. 
2.2 Generation of heterogeneous finite element models of mouse tibia
The heterogeneous FE model of mouse tibia was generated from the transformed CT images (Fig. 1b and d). In brief, the grayscale image dataset was first smoothed with a Gaussian filter (convolution kernel [3 3 3], standard deviation = 0.65) and subsequently binarized into bone and background using a single threshold value, i.e., 25.5% of maximal grayscale value (approximately 420 mg HA/cm3). However, the tibia cannot be segmented completely using only one threshold value, because the images includes other bones, such as the femur. Therefore, the tibia and fibula were further segmented from other bones manually (Amira 5.4.3, FEI Visualization Sciences Group, France). The tibial–fibula joint and the region of tibial proximal growth plate were manually filled to allow for load transmission. From the binarized tibia–fibula images, the μFE model with the element number of 1,944,774 was created by converting each bone voxel into an eight-node hexahedral element mesh with the element type SOLID185 using an in-house developed Matlab code (Matlab 2015a, The Mathworks, Inc. USA). The boundary condition was based on the experimental setup used for the in vivo loading of the mouse tibia [7], i.e., all the nodes on the concave articular surface of the distal tibia were coupled to a distal reference point (RP), which is constrained in all degrees of freedom; the FE nodes at the tibial plateau surface were coupled rigidly to a proximal RP, on which a load of -11 N was applied [7] (Fig. 1c). Poisson’s ratio for all the materials was set to 0.3. The uncertainty of the bone’s Young’s modulus (E) was considered by selecting the bone density-modulus relationship stochastically, which was an input of the FE models (Fig. 1c and d). The details of this step are described as below.
2.3 Stochastic selection of the bone density-modulus relationship
The uncertainty in Young’s modulus (E) of the FE bone models was treated through a stochastic analysis. First, after matching the anatomic sites, six density-modulus relationships of the femur and tibia, which were typically adopted in the literature [13, 14, 24], were reviewed and plotted (Fig. 2a). Here, the data on other anatomic sites, such as the vertebra, were excluded, because these bones have markedly different structures compared to the tibia and femur. 
Subsequently, exponential density-modulus relationships were fitted to the mechanical testing data of the bone samples by adjusting the constants “a” and “b” in the exponential function (Equation 1). Because the FE model also included hollow structures of the bone (such as the tibia–fibula joint and the growth plate), which were generated by the manual filling of these regions in the image processing step, a lower threshold value of bone ash density of 0.4 g/cm3 was adopted in the density-modulus relationship to avoid unrealistically low moduli in the FE model. The modulus for the elements with bone ash density less than 0.4 g/cm3 was set to 0.0104 MPa [13]. Meanwhile, some image voxels may have superficially high grayscale values owing to image noise, which lead to unrealistically high bone densities. Therefore, an upper threshold value of 1.2 g/cm3 was defined in the density-modulus relationship [13]. In summary, the exponential density-modulus relationship used in this study was formulated as below:
		
where “a” and “b” are the two constants, E is Young’s modulus (GPa), and  is the bone ash density (g/cm3). It is noteworthy that based on the conversion between bone apparent and ash densities [14], the relationship between bone apparent density and bone modulus can also be established and used for the investigations. 
All possible bone moduli in the heterogeneous FE models were considered by adjusting the two constants (“a” and “b” in Equation 1) within the range covered by the various bone density-modulus relationships reviewed (Figs. 2a and 2b). This was implemented and realized in two steps: first, the intervals of “a” and “b” were determined by initially selecting a relatively large interval and subsequently refined by optimizing the two constants by the simplex method (Fig. 2b) [25]; next, in the intervals calculated, “a” and “b” were selected stochastically based on the transformation method [26], which has been proven to reduce the computation cost effectively. It was found that when “a” changed from 10.22 to 12.07 and “b” changed from 1.18 to 2.24, the exponential density-modulus function (Equation 1) covered the full uncertain interval of the bone density-modulus relationships reviewed (Fig. 2b). 

2.4 Calibration of the bone modulus in the finite element models 
For each stochastic selection of “a” and “b,” the calcium hydroxyapatite (HA)-equivalent BMD was calculated at each CT image voxel using the relationship established through scanning the calibration phantom. In the present study, the phantom with rod densities of 0.0 HA mg/cm3, 250.0 HA mg/cm3, and 750.0 HA mg/cm3 was used. The phantom was scanned using the same setting as used for scanning the tibia. By calculating the image grayscale values at each rod of the phantom, the relationship of ( is the HA-equivalent BMD, of units HA g/cm3;  is the image grayscale value) was established to convert the image grayscale values to HA-equivalent BMD values. After matching the phantom type and anatomic site, the density-conversion relationship of was chosen to convert the HA-equivalent BMD to bone ash density [14]. However, it is noteworthy that variability exists in this conversion and its influence on the bone mechanical environment requires further investigations. The modulus for each bone image voxel was calculated using Equation (1) and subsequently mapped to the FE mesh using a Matlab code developed in-house. 
2.5 Finite element analysis and post-processing
Based on the stochastic selection algorithm of the transformation method, 11 values were selected for both “a” and “b” in their intervals, thus resulting in 121 bone density-modulus relationships and 121 FE models. The FE models were solved using ANSYS (Release 14.0.3, ANSYS, Inc.) on a workstation (Intel Xeon E-5-2670. 2.60 GHz, 256 GB RAM) using the formulation of a linear elastic constitutive model. 
To investigate the influence of uncertainty in bone material property on the mechanical environment of the mouse tibia, a volume of interest (VOI) was selected in the FE models. The VOI started from the end of the proximal growth plate and encompassed 80% of the tibial length (L), which was measured as the distance from the most proximal pixel of the mouse tibia until the most distal pixel of the mouse tibia, and is 17.82 mm for the tibia analyzed in the present study (Fig. 1d). To quantify the results in the three-dimensional (3D) bone spatial space, the VOI was partitioned into 20 compartments of equal length in the z-direction (Fig. 1e). Further, the normalized length of VOI was defined, with the value of zero at the distal end of the VOI. The 1st principal strain (ε1), 3rd principal strain (ε3), and SED were selected as the parameters to describe the mechanical environment of the mouse tibia (Fig. 1e), because ε1 is likely linked to the bone opening fracture, ε3 is the compressive strain reflecting the primary loading scenario in the bone, and SED is highly correlated with bone adaptations. The averaged values of ε1, ε3, and SED in the 20 compartments were calculated and plotted against the normalized VOI length. The post-processing of data in this manner is based on the previous findings where the mechanical values are not reproducible at the image voxel level, but are reliable over a larger VOI [22]. It was found that the bounds of ε1, ε3, and SED were determined by the upper and lower bounds of “a” and “b” and all different selections of “a” and “b” shared the same upper and lower bounds. Therefore, to determine the bounds of ε1, ε3, and SED, no further refinements on the selection of “a” and “b” were required. 
[bookmark: 1327930-3-20]                                                                                                                                                    
3. Results
The occurrence frequencies corresponding to the softest and hardest bone material models are shown in Fig. 3. It was found that a lower bone stiffness led to higher ε1, ε3, and SED. Further, 86% of the nodes in the hardest bone model exhibit an ε1 that is higher than 250 µε (a = 12.07, b = 2.24), compared to 89% of the nodes in the softest bone model (a = 10.22, b = 2.24). Meanwhile, 83% of the nodes in the hardest bone model exhibit an ε3 lower than -250 µε (a = 10.07, b = 2.24), compared to 89% of the nodes in the softest bone model (a = 10.22, b = 1.18). In summary, if the softest bone model was used instead of the hardest bone model, 3% (= 89% - 86%) occurrence of ε1 were shifted above 250 µε and 5% (= 89% - 83%) occurrence of ε3 were shifted below -250 µε. 
[bookmark: OLE_LINK54][bookmark: OLE_LINK57][bookmark: OLE_LINK58]The material uncertainty-induced bounds of ε1, ε3, and SED across the tibial VOI are presented in Fig. 4. It was found that when the bone density-modulus relationship was changed in the FE models, the ε1, ε3, and SED across the tibial VOI exhibited the same trend of change (Fig. 4). A lower bone stiffness (soft bone) led to an increased ε1, an increased SED and a decreased ε3. It is noteworthy that the bounds of ε1 and ε3 were determined by different bone density-modulus relationships, i.e., the bounds of ε1 were determined by  and, and the bounds of ε3 were determined by  and . 
The relative percentage differences (defined as the difference between the maximal and minimal values divided by the minimal value) of these mechanical parameters across the tibial VOI are shown in Fig. 5. The relative percentage differences of ε1, ε3, and SED ranged from 8% to 28%, from 20% to 28%, and from 14% to 21%, respectively (Fig.5). 

4. Discussion
The purpose of this study is to evaluate the effect of uncertainty in bone material property on the mechanical environment of the bone using heterogeneous FE models and stochastic analysis. This study aims to provide guidelines on the adoption of bone density-modulus relationship in heterogeneous FE models.
Two major findings were revealed from this study. First, we found that if the softest bone model was used instead of the hardest bone model, 3% occurrence of ε1 were shifted above 250 µε, and 5% occurrence of ε3 were shifted below -250 µε. This affects the study of the bone mechano-regulation mechanism, which was first proposed by Wolff and Frost [27, 28]. In particular, Frost’s mechano-regulation theory suggests that the local bone mass increases when the strain is above a certain upper strain threshold, and decreases when the strain is below a certain lower strain threshold [27]. Furthermore, it has been postulated that the local bone mass is not responsive of the strain when it is within the interval encompassed by these lower and upper thresholds, i.e., the “lazy zone” [29]. If -250 µε and 250 µε were set as the lower and upper bounds of the “lazy zone” [30] respectively, this study implies that approximately 8% (= 3% + 5%) of the bone voxels will become inactive in the bone adaptation process if the hardest bone model, instead of the softest model, was used in the heterogeneous FE models. Therefore, the uncertainty in bone material property affects the quantification of mechanical stimulation signals of the bone, and is crucial in the study of the bone mechano-regulation mechanism. Next, we found that owing to the uncertainty in bone material property, the mechanical environment across the mouse tibial VOI was changed by up to 28%, 28%, and 21% for ε1, ε3 and SED, respectively, thereby indicating the importance of assigning the appropriate bone properties in studies such as the FE validation study. We also found that the bone mechanical environment (ε1, ε3, and SED) and the bone density-modulus relationship exhibited the same change trend. Therefore, using the bone density-modulus relationship consistently for defining the bone property could be a feasible strategy in parametric studies, such as evaluating the effect of medicine intervention on the bone mechanical behavior [10]. 
It is noteworthy that in the present study, the magnitude of the load applied is 11 N [7] to engender 1200 με at the medial midshaft of the tibia [31], and thus elicit an osteogenic response in the mouse tibia [32]. Next, the bone density-modulus relationships available in the literature are subject-specific and site-specific [33] because the bone density-modulus relationships are derived from the mechanical testing of organ-level specimens (e.g., vertebra) in previous studies [34, 35]. Hence, a universal deterministic bone density-modulus relationship is required that poses a significant challenge for future research. The universal relationship might be achieved by the investigations at the bone tissue (microstructural) level. Once the tissue-level relationship is developed, the accuracy of heterogeneous FE models will be increased significantly, because the mapping from bone density to modulus is defined at the bone-tissue level in the heterogeneous FE models. Furthermore, in the present study, ε1, ε3, and SED were selected to describe the bone mechanical environment, because ε1 is likely to be linked to the mode I (opening) bone fracture, ε3 is the compressive strain reflecting the loading scenario performed in this study, and SED is the resultant bone parameter containing information of both strain and stress that is highly correlated with bone adaptations [20]. Additionally, a limitation in the present study is that the FE analysis was only performed under the loading of axial compression. Other complex loading scenarios, such as the three-point bending, are not investigated. However, because axial compression was used widely in previous preclinical studies of bone adaptations [7, 10], the results from this study can be referred easily for a comparison. 
In summary, uncertainty in the bone material property exhibited a marked effect on the mechanical environment of the bone, thus implying that the bone density-modulus relationship should be assigned appropriately in studies such as the investigation of the bone mechano-regulation mechanism and FE validation. However, the change trend in the bone mechanical environment is consistent with that of the bone density-modulus relationship, thus suggesting that assigning bone density-modulus relationships in the FE models consistently could be feasible for parametric studies. This study provides guidelines on the adoption of the bone density-modulus relationship in heterogeneous FE models.
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Fig. 1. Schematic description of the image processing procedure. (a) The mouse tibia; (b) the tibia was aligned along the global coordinate system; (c) and (d) the FE tibial model and boundary conditions; (e) the volume of interest (VOI) was partitioned into 20 compartments and the mechanical environment of the bone was quantified in the 20 compartments. 
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Fig. 2. Determination of the uncertain interval for the bone density-modulus relationships. (a) Fitting exponential functions to the density-modulus relationships available in the literature; (b) the determined bone density-modulus interval. 
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Fig. 3. The influence of material uncertainty on the occurrence frequency of the 1st principal strain, the 3rd principal strain, and the strain energy density. The plotted curves of occurrence frequency are the ones with the hardest and softest bone density-modulus relationships. 
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Fig. 4. The material uncertainty-induced bounds of the 1st principal strain, the 3rd principal strain, and the strain energy density across the tibial volume of interest (VOI), with the corresponding density-modulus relationships. The dotted data are the mean values in the 20 compartments across the tibial VOI.
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Fig. 5. The relative percentage differences of tibial mechanical parameters across the tibial volume of interest (VOI). Data are presented as the differences between the maximal and minimal values divided by the minimal values in the 20 compartments across the tibial VOI. 
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