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RESEARCH ARTICLE

Visualizing versus verbalizing uncertainty in intelligence analysis
Mandeep K. Dhami, Jessica K. Witt and Peter De Werd

ABSTRACT
We compared the probability terms used by Western intelligence organi
zations against two visual encoding channel-based representations of 
uncertainty (i.e. darkness and thickness). Analysts were more sensitive to 
the probability being communicated under the word than thickness con
dition but not the darkness condition, with no difference among the visual 
conditions. However, sensitivity was not perfect. There was no difference 
in inter-individual variability across all conditions, which was generally 
poor. Test-retest reliability was greater in the word compared to thickness 
condition, but not the darkness condition, although, it was imperfect. 
Finally, analysts did not fully comply with existing uncertainty commu
nication lexicons.
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Introduction

Policies and decisions in many consequential domains, including climate science, law, medicine, and 
defense and security, are often based on ‘expert’ subjective probability judgments, which are made 
under conditions of uncertainty.1 In the intelligence analysis domain examined in the present study, 
even well-informed and reasoned judgments can lead to poor outcomes if the probabilities (or 
uncertainty) associated with them are misunderstood by users.2 Indeed, intelligence failures asso
ciated with the miscommunication of uncertainty do occasionally occur,3 and so intelligence 
organizations have implemented policies for communicating uncertainty at both national and 
international levels.4

Even though probability can be communicated using one or a combination of three different 
formats (i.e., words, numbers, and visualizations), Figure 1 shows that Western intelligence commu
nities recommend using words or verbal probabilities.5 Their ‘standardized lexicons’ typically com
prise a small set of terms ordered from the lowest to highest level of probability; and often with each 
term associated with a numerical range.6 However, these policies run counter to psychological 
evidence which suggests that verbal probabilities may not be the most effective format for com
municating uncertainty unambiguously.7

Given that the intelligence community has eschewed the use of numbers as a primary means of 
communicating uncertainty,8 in the present study we therefore explore the utility of an alternative 
approach, namely the use of visual representations of uncertainty. Recent work adds to a small but 
growing body of literature recognizing the value of visualizations for time-constrained and over
whelmed intelligence consumers.9 To inform a broader audience of policymakers and the public, 
some current risk assessment models incorporate colour-coding or infographics. Examples include 
the Department of Homeland Security’s Advisory System10 and the Dutch Terrorist Threat 
Assessment.11 Similarly, analysts also draw on colour-coding systems to represent different risk 
levels or visualise an overview of the battlespace, facilitating situational awareness and the rapid 
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comprehension of complex data.12 Furthermore, proposals have been made to use visualizations 
such as fading colour to communicate uncertainty in the intelligence analysis domain,13 with efforts 
already underway in this regard.14 However, to-date, no-one has empirically examined whether such 
visualizations perform better than words in communicating uncertainty unambiguously, as we do. In 
this way, the present study connects the literature on verbal probabilities with that on visual 
representations of uncertainty. The study also contributes to the broader effort to use psychological 
research and methods to inform policy making in the intelligence analysis domain.15 Before describ
ing the aims of the present study along with the methods and results, we briefly review relevant past 
literature on communicating uncertainty.

Communicating uncertainty using verbal probabilities

People naturally prefer to communicate uncertainty verbally,16 and this tendency has also been 
observed in the intelligence analysis domain.17 According to Zimmer, the main advantages of using 
words to communicate uncertainty lies in the idea that people find it easier and more natural to use 
words.18 Indeed, the language system is learned early during individual development, and words are 
a dominant mode of human communication. Therefore, verbal probabilities fare well in terms of ease 
of expression. Despite these advantages, research has pointed to the drawbacks of verbal probabil
ities as a means of communicating uncertainty unambiguously.

Perhaps most importantly, studies have repeatedly demonstrated that individuals have imprecise 
or vague numeric interpretations of verbal probabilities, and that there is inter-individual variability 
in interpretations of probability terms.19 These findings have also been observed in the intelligence 
analysis context,20 where an early study suggested that consumers of intelligence assessments had 
lower numeric interpretations of terms than did analysts who made the assessments.21

Efforts to mitigate against the imprecision and variability in interpretation of verbal probabilities 
by assigning numeric ranges to them (see Figure 1) have also been shown to be largely ineffective.22 

Research suggests that people cannot easily suppress their personal numeric meanings of prob
ability terms and adopt new (mandated) meanings.23 In addition, the language for communicating 
probability, even in the intelligence context, can ‘go-out-of-fashion’.24 Studies have also 

Figure 1. Lexicons for communicating probability in intelligence assessments (taken from Dhami and Mandel 2021).
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documented a lack of compliance or agreement between users’ (both senders’ and receivers’) 
numeric interpretations of terms and the intended or mandated meaning of these terms in the 
standardized lexicons currently in operation in the intelligence community.25

The aforementioned problems associated with verbal probabilities may be exacerbated in 
a collaborative analysis context since different organizations use different terms to represent the 
same probability, and the same term to represent different probabilities (see Figure 1). In addition, 
the effective communication of uncertainty using language-based formats may be affected by 
intelligence sharing across native and non-native (English-)language speaking countries such as in 
NATO; an issue that will be examined for the first time here. Past research on uncertainty commu
nication in the intelligence analysis domain has focused on native English-language speaking 
countries, while research on uncertainty communication in other domains has translated English 
verbal probability expressions into other languages.26 Thus, relatively little is known about how non- 
native English-language speakers numerically interpret English verbal expressions of uncertainty.

Finally, the use of verbal probabilities may be particularly problematic in the intelligence analysis 
domain given the need to communicate the likelihood of rare events, the need to integrate and 
update multiple probabilities associated with the same event, and the requirement to be policy 
neutral. Research suggests that despite efforts to select terms that may convey small probabilities of 
less than .1, these are interpreted as much greater by analysts,27 thus resulting in over-estimates. It 
has also been found that individuals have difficulty in aggregating verbal probabilities,28 and 
analysts use ‘guesswork’ in doing so, which results in lower accuracy.29 Finally, probability terms 
may be perceived as providing implicit policy recommendations, even though these are not com
municated explicitly,30 thus undermining policy neutral analysis.

In light of the concerns associated with using verbal probabilities, some critics have argued for the 
use of numbers.31 Unlike verbal probabilities which have unreliable ordinal scale properties, num
bers have reliable ratio scale properties. This can therefore reduce imprecision and variability in 
interpretations. Numeric probability representations include percentages and decimals, and their 
values can be precise (e.g., ‘there is a .65 chance’) or imprecise (e.g., .55 to .70). However, as Dhami 
and Mandel point out, the intelligence community has historically been averse to using numeric 
probabilities.32 This has been partly due to misconceptions about probability and its quantification33 

and partly due to the attitude that analysis is an ‘art’ and analysts are not ‘mathematicians’.34 Other 
arguments against the use of numeric probabilities more generally refer to the concern that they 
require reasonable levels of numeracy.35 Given the apparent reluctance of the intelligence commu
nity to express probability using numbers primarily, in the present study, we explore the utility of an 
alternative approach, namely the use of visual representations of uncertainty.

Others have previously proposed the use of visualizations to communicate uncertainty in the 
intelligence analysis domain36 and some organizations are pursuing this approach.37 As Padilla 
et al.38 point out, probability can be communicated visually by either graphical annotations of 
distributional properties of data as in error bars, icon arrays, violin plot and an ensemble plot39 or 
via visual encoding channels such as colour, position and size.4041 Graphic annotations of distribu
tional properties of data are often used in communication of future risks,42 and have been widely 
examined in psychological research on risk communication, particularly in the medical domain.43 

The present study, by contrast, focuses on visual encoding channel-based representations of 
uncertainty that are often used in geographic information systems and cartography,44 and which 
are commonly employed in visual data analytics (e.g., geospatial analysis or social network analysis) 
used in the defense and security domain.45

Communicating uncertainty via visual encoding channels

Visualizations afford rapid processing of information,46 which may be beneficial in time-sensitive 
(defense and security) environments. The fact that visualizations engage perceptual processes 
means that they are less likely than words or numbers to overload the cognitive system which is 
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processing the data, and consequently there may be few speed-accuracy trade-offs.47 For instance, 
visualization of the uncertainty in an adversary’s current military capability could be processed at the 
perceptual level whereas information on what that capability was (e.g., number of tanks, self- 
propelled weapons, personnel etc.) could be processed at the cognitive level. Visualizations can 
also fairly easily communicate multiple probabilities simultaneously,48 which is expedient when 
dealing with complex environments.

Visualizations can additionally be dynamic and interactive, allowing the user to contemplate data 
over time or under different situations.49 Uncertainty information represented as darkness or thick
ness can either be integrated or superimposed on the data being visualized or presented separately 
(adjacent) to the data. When probability information is ‘integrated’ with the data it is less likely to be 
ignored or sub-optimally weighted in decision-making.50 Finally, visual encoding channel-based 
representations of uncertainty, in particular, can overcome the problems associated with language 
barriers and numeracy that may mire the use of verbal or numeric probabilities, respectively.

However, despite their potential benefits, these visualizations do have potential drawbacks. 
Perhaps most obviously is the fact that unlike verbal probabilities, which are language-based 
alternatives to numeric expressions of uncertainty, visual encoding channel-based representations 
such as darkness and thickness (e.g., of links connecting entities to a node in a social network chart) 
are not expected to map onto numbers. Indeed, these visualizations have no intrinsic meaning and 
so are not explicitly scaled and consequently may suffer from imprecision and variability in inter
pretation to an even greater extent than do verbal probabilities. Relatedly, following the work of 
Hsee and colleagues on the ‘evaluability hypothesis’, one could argue that unlike with probability 
terms which can be rank ordered along (or map onto) the 0–1 probability interval,51 levels of 
a visualization are more difficult to evaluate in this way, especially if they are presented separately 
(or consecutively) rather than jointly (simultaneously). Past studies have revealed that there is no 
universal agreement in how visualizations should be encoded or ordered from low to high prob
ability, although a reasonably reliable degree of ordering can be achieved.52 Users may thus need to 
be provided with instructions on how to encode an uncertainty visualization, and as with standar
dized verbal probability lexicons, such instructions typically comprise assigning numeric values 
(precise or imprecise) to each incremental step in the visualization.53 Finally, people may not reliably 
and accurately perceive many different levels of a visualization54 and so, as with words, this coarsens 
the probability scale, making the chances of a rare event difficult to communicate.

Few studies have directly compared uncertainty visualizations with verbal probabilities, and they 
have not compared the two formats in terms of their numeric interpretations, as we do. Hogan Carr 
et al. reported that participants in their focus groups preferred a combination of visual graphics and 
text (where the graphics provide a quick depiction of a risk and the text provides a concise 
explanation).55 Participants wanted to avoid overly technical language and to have intuitive colour 
schemes, with different colours limited to no more than seven. Milne et al’.s survey respondents 
thought that compared to numeric and visual representations of uncertainty, verbal probabilities did 
not provide enough information and were less straightforward to interpret (i.e., less clear and 
needed more explanation).56 Overall, recent large-scale reviews of uncertainty visualization research 
have lamented that few representations have been rigorously assessed.57 Therefore, in an effort to 
contribute to the existing evidence-base for communicating uncertainty in intelligence analysis, the 
present study not only refers to the literature on verbal probabilities, but also refers to the literature 
on visual encoding channel-based representations of uncertainty.

The present study

The primary aim was to compare verbal and (two) visual uncertainty communications. Specifically, 
we compared verbal probabilities from the existing intelligence community lexicons against two 
visual encoding channel-based representations of uncertainty (i.e., darkness and thickness of links 
connecting entities to a node in a social network chart). These two visual formats have been 
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previously found to be rated by users as intuitive58 and have performed well in tests of accuracy of 
judgments based on the probability or uncertainty being presented.59 In the present study, these 
two visual representations of uncertainty were integrated or intrinsic to the task participants were 
asked to perform (see Method section).

The verbal and visual formats were assessed on the following metrics of between- and within- 
individual performance, which were extrapolated from participants’ probability estimates: (1) extent 
of agreement across individuals in probability encoding direction (e.g., do individuals agree that 
darker links represent greater probability?); (2) each individual’s sensitivity to the probability being 
communicated (e.g., do individuals correctly grasp the probability that the word very likely is 
intended to convey?); (3) inter-individual variability in estimation; and (4) intra-individual variability 
in estimation (i.e., test-retest reliability).

The dearth of past research comparing verbal probabilities with the use of darkness or thickness 
to communicate uncertainty precludes a priori directional hypotheses. However, the fact that people 
commonly use words (rather than darkness or thickness) to express uncertainty may confer an 
advantage to the verbal format. Similarly, the idea that probability terms can be mapped onto the 
0–1 probability interval whereas levels of darkness or thickness are more difficult to evaluate in this 
way suggests that the verbal format may outperform the visual format.

On the other hand, the advantage of the verbal format may be reduced for non-native English- 
language speakers, who are participants in the present study, because a secondary aim was to 
contribute to the small body of past research examining analysts’ compliance with existing lexicons 
(i.e., the extent to which they interpret the terms as mandated). Whereas past research on this issue 
has been conducted with native English-language speakers,60 we examine compliance among non- 
native English-language speakers from a NATO country (i.e., The Netherlands). We anticipated that 
compliance rates would be low for this population partly because Renooij and Witteman found that 
a Dutch-speaking sample expressed uncertainty using terms largely different from those in the 
existing lexicons.61 In addition, compliance may be low because errors may arise in foreign language 
translation, and some probability terms may not exist in another language and so cannot be easily 
interpreted.

Method62

Participants

Sixty-two Dutch intelligence analysts and officer cadets attending training at the Defence 
Intelligence and Security Institute in the Netherlands or the Defence Academy volunteered to 
participate in the study without reimbursement. Participation was anonymous. Eighty percent of 
the sample was male, and the average age was 32.48 years (SD = 8.99, min = 18, max = 54).

Design

We used a 3 × 8within-subjects experimental design. The independent variables were 
Communication Format, which had three levels (i.e., word, darkness, thickness) and Probability 
Level, for which there were eight levels as we describe below.

Stimuli and measures

Participants were asked to complete three tasks that involved judging the likelihood of each of 12 
individuals being a member of an insurgent group. Each task was presented as a network chart with 
the individuals labeled only as letters (e.g., ‘A’) and linked to an unlabeled central node. Hence, all 12 
stimuli (links) were presented simultaneously. The length of the links and the distance between them 
was identical. The only difference across the three tasks was the format in which uncertainty 
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information for each link was provided (see Figures 2(a-c). In the thickness condition, the links varied 
in width (thickness), and in the darkness condition, they ranged from white to black (thickness and 
darkness were produced via Powerpoint’s ‘format shape’ function, using ‘width’ and ‘colour’ options, 
respectively). In the word condition, the links contained the terms taken from the UK Professional 
Head of Intelligence Analysis (PHIA)’s 7-category lexicon (also known as the ‘yardstick’) plus the term 
‘roughly even chance’ taken from the United States Office of the Director of National Intelligence 
(ODNI) lexicon (see Figure 1). Note that several of the studied terms are common to other lexicons, 
although their intended (mandated) meaning may differ. This enables us to examine compliance for 

Figure 2b. Network chart for thickness with uncertainty represented as different size links.

Figure 2a. Network chart for darkness with uncertainty represented as black, white and shades of grey links.
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other lexicons, in addition to PHIA’s lexicon, which is the most recently updated,63 and so arguably 
the one that could have benefitted most from past research on verbal probabilities.64

In order to assess whether visualizations can be intuitively scaled (i.e., if there is agreement across 
individuals in encoding direction), participants were not instructed on the scale ordering for either of 
the formats (e.g., they were not told whether darker links represented greater probability). If, for 
example, most people naturally encode darkness in one direction, then policy-makers could capita
lize on this when labelling a visualization accordingly, making the task of interpreting the visual 
format less cognitively demanding.

Finally, in order to measure test-retest reliability, four of the links were repeated in each task (the 
same four), with only the letter label being different (e.g., ‘A’ was re-labelled as ‘E’). The four repeats 
were those lying in-between the end- and mid-points of PHIA’s (and others’) lexicon i.e., away from 
the end- and mid-points of the 0–1 probability scale.

Participants were asked to judge the likelihood of each individual being a member of the 
insurgent group based on the verbal probability describing the link or the darkness or thickness of 
the link. Judgments were provided on 0–100 per cent scales, numerically marked at 5 per cent-point 
intervals, and participants were asked to circle one point on each scale.

Procedure

The present study received ethics approval from the first author’s University Department Research 
Ethics Committee. Data was collected by the third author on the first day of training using an 
individual, self-completion, paper-pencil procedure at the defense training facilities. There was no 
time limit for completion of the task.

The background information to all tasks stated ‘Analytic assessments have a degree of uncertainty 
associated with them because relevant data may be missing, data collection may be biased, and data 
may be unreliable as well as purposefully misleading. There are several ways in which this uncer
tainty can be communicated. Over the page, we present you with three link charts produced by three 
analysts. The analysts have used different methods for communicating the degree of (un)certainty in 
their assessments of whether each of 12 individuals are associated with an insurgent group. We want 

Figure 2c. Network chart for verbal probabilities with uncertainty represented using words.
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you to tell us how likely you think each individual is to be associated with that group’. Then, each 
network chart was presented under its respective heading (e.g., ‘Chart VS – The uncertainty here is 
represented using different thickness links’, see Figures 2a–2c). All 12 links (including the four 
repeated ones) were randomly distributed within a chart. The size of the network charts was identical 
across the three conditions. The order of the conditions was counter-balanced across participants. 

Results65

The percentage response scale was converted to a 0–1 probability scale for data analyses purposes. 
Recall that there were eight levels of probability for each format. For the word condition, as in previous 
research,66 we used the probability of each level as the mid-point of the numeric range associated with 
each term in PHIA’s lexicon, and .50 for the term roughly even chance taken from the ODNI lexicon. Thus, 
the eight probability levels for the word condition were: .025, .15, .30, .45, .50, .65, .85 and .975. For the 
visual conditions, each level was coded as a probability ranging from 0 to 1 in even (i.e., .14) increments, 
which was then rounded to the nearest .05 given that the response scale was numerically marked in 
such increments. Therefore, the probability levels for the two visual conditions were: 0, .15, .30, .40, .55, 
.70, .85, 1. All data analyses included only estimates on the first evaluation of items except for the test- 
retest analysis, and where otherwise indicated. Below, we report how the uncertainty communication 
formats fared on the various metrics of between- and within-individual performance. Analyses were 
conducted in R.67 We used the lmerTest package to run mixed models,68 and the emmeans package to 
conduct post-hoc analysis.69 Three participants did not respond to one or more links (for an unknown 
reason), and so their data are missing on these trials.

Signal detection theory emphasizes sensitivity (also known as information acquisition). One way to 
measure sensitivity to the information is the use of a measure called d’. Another approach is to measure 
slopes from a regression model, which are equivalent to d’.70 Below, we calculated slopes from linear 
regression models for each participant, for each condition to firstly examine the agreement in encoding 
direction, and to secondly measure sensitivity to the probability being communicated. In these 
regression models, the dependent variable was estimated probability, and the independent variable 
was probability level. We ran separate models for each participant, for each condition.71

Agreement in encoding direction

From the regression models, we assessed the direction of the slopes. For the word condition, positive 
slopes indicate interpreting terms such as likely as being more probable than terms such as unlikely.72 

As the lines in Figure 3 show, all but one participant (98 per cent) had a positive slope in the word 
condition.

In the two visual conditions, recall that one aim was to examine how individuals (naturally) 
preferred to interpret or encode increments in the darkness and thickness of lines. Thus, participants 
were not provided any explicit instructions about whether darker or thicker links referred to higher 
versus lower probability levels. In other words, participants were not told how to encode the 
darkness and thickness of links, so either mapping is technically correct within our task. We therefore 
assessed participants’ natural inclinations in how they interpreted line darkness and thickness and 
called the measure agreement in encoding direction. As shown in Figure 4, there was a clear 
preference to encode darker links (81 per cent of participants) and thicker links (93 per cent of 
participants) as indicating greater probability (i.e., more participants had positive than negative 
slopes as shown in Figure 3).

All conditions were significantly different from each other in terms of the number of participants 
who had positive versus negative slopes.73 Note that in further analyses we standardized any 
differences across participants in encoding direction by assessing absolute slopes for the visual 
conditions because there is ambiguity in how darker or thicker lines should be interpreted. Given 
that this is not the case for the word condition, we used signed slopes for this condition.

8 M. K. DHAMI ET AL.



Figure 3. Estimated probability as a function of probability being communicated for each condition. Each line = one individual. 
Dotted lines were plotted when there was a missing value. Thick lines = the accurate response as specified by the probability 
levels defined above.

Figure 4. Signed slopes for each condition. Each dot = one individual. A slope of one (dashed line) indicates perfect sensitivity 
and a score of zero (dotted line) indicates chance performance (sensitivity scores were based on signed slopes for the word 
condition and absolute slopes for the visual conditions; see texts for details). Shorter solid lines indicate the mean for each 
condition. Some jitter was added to the abscissa to improve visibility.74.
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Sensitivity to probability being communicated

A primary goal of probability communication is to convey a probability value unambiguously so that 
it is interpreted as intended. According to slope analysis, such sensitivity can be measured as the 
magnitude of the slope. We refer to this measure as a sensitivity score, where a score of 1 indicates 
perfect sensitivity and zero indicates chance performance. For illustration, the thick lines and large 
symbols in Figure 3 show ideal performance and correspond to a sensitivity score of 1. Since no 
directions were given to participants regarding how thicker or darker links should be interpreted, the 
sensitivity scores for these conditions were calculated as absolute slopes. In the word condition, 
there was no such ambiguity as to how words should be interpreted, so we used the signed slopes 
from this condition. We analysed sensitivity scores (which, as we mentioned earlier, were absolute 
slopes for the visual conditions and signed slopes for the word condition).75 The mean sensitivity 
scores across participants for each condition were as follows: for the word condition (M = 0.80, SD =  
0.20), for the darkness condition (M = 0.77, SD = 0.21) and for the thickness condition (M = 0.72, SD =  
0.17). In further examination of means, we found that sensitivity was significantly greater under the 
word than thickness condition, but not significantly greater under the word than darkness condition, 
and that sensitivity was not significantly different between the darkness than thickness conditions.76 

For all three conditions, sensitivity was significantly less than the optimal score of 1 as revealed by 
separate one-sample t-tests for each condition, ps < .001, ds >3.6.77

Inconsistency in visual scale usage

People can be good at estimating the lowest probability as low and the highest probability as high. 
These estimates would lead to high sensitivity scores even if the person did not have good sensitivity 
to probabilities in-between the extremes or end-points of the probability scale. Given that many 
probabilities are likely to occur in the middle, instead of at the extremes, it is important to assess 
which format is most effective at conveying these intermediary probabilities. One way to do this is to 
compare the verbal and visual formats in terms of whether participants responded to each using 
equally-sized probability intervals i.e., whether estimations increased consistently as the probability 
being communicated increased.

Some participants increased their estimates in nearly even increments whereas some showed 
inconsistent increases, with some patterns of responses resembling a staircase function (notice the 
horizontal lines in the Figure 3 panel for the thickness condition between the middle probability 
levels of .4 and .55). A staircase function implies that individuals could not differentiate the 
probabilities between those two corresponding probability levels for which the horizontal part of 
the staircase occurred. In the case of the example of the middle probability levels for the thickness 
condition, each horizontal line indicates an instance for which a participant made the same estimates 
when the probability level was .4 and .55. We quantified this behavior as a measure we call 
inconsistency in scale usage.

Inconsistency in scale usage was assessed as follows: we calculated difference scores as the 
difference in estimated probability at each successive interval of the probability being communicated. 
This was done for each participant for each visual condition because these two conditions had equally- 
sized incremental increases in probability. We then calculated the standard deviation (SD) of these 
difference scores for each participant for each visual condition. Greater inconsistent estimates across 
intervals would lead to higher SDs whereas less inconsistent estimates would lead to lower SDs.78

We found a significant difference across the two visual conditions in terms of inconsistency in scale 
usage (see Figure 5).79 Participants were 54 per cent more inconsistent in their estimates in the 
thickness condition than in the darkness condition i.e., they were more likely to increase their 
estimates in uneven intervals (inconsistent) as the probability being communicated increased in 
the thickness condition.80 In other words, this suggests better consistency for the darkness condition 
than the thickness condition.
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Inter-individual variability in estimation

Inter-individual variability in estimation for each condition was measured in terms of the range of 
probability estimates provided across participants at each probability level (i.e., highest estimate 
minus lowest). The range could vary from 0 to 1. A higher range signifies greater variability across 
participants. For example, in the word condition in Figure 2, the first term (remote chance which 
according to PHIA is intended to represent a mid-point of .025 (along a .01 to .05 interval), is 
interpreted by participants as being anywhere from .05 to .65, indicating a range of .60.

Figure 6 shows the range of estimates provided at each of the eight probability levels for each 
condition. Overall, the mean range across all probability levels for each condition was as follows: 
word condition (M = .64, SE = 0.06), darkness condition (M = .56, SE = 0.06) and thickness condition 
(M = .53, SD = 0.06). Further analyses showed that the differences in range across the three condi
tions were not significant, and pairwise comparisons between the conditions similarly showed no 
significant differences.81

Intra-individual variability in estimation

Intra-individual variability in estimation was measured using test-retest reliability. Recall that for each 
condition, four of the links in the network chart were repeat presentations (unbeknownst to 
participants). On average, across participants, on the second evaluation of an item, the same 
estimate was provided 84 per cent of the time in the word condition, 63 per cent of the time in 
the darkness condition, and 54 per cent of the time in the thickness condition. The difference 

Figure 5. Inconsistency in scale usage across probability intervals for each visual condition. Inconsistency was measured as the 
standard deviation (SD) of differences in estimated probability across successive increments of the probability being commu
nicated. Higher values indicate greater inconsistency (i.e., worse performance). Error bars represent 95 per cent CIs.
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between the word condition and the thickness condition was significant. The difference between the 
word and darkness conditions was not significant, and neither was the difference between the 
darkness and thickness conditions.82

More specifically, Figure 7 shows each participants’ difference scores (i.e., the first estimate 
minus the second) for each of the four repeated items, for each condition. The mean absolute 
difference across participants and repeated items for the word condition was 0.03 (95 per cent 
CI [.02, .04]). For the darkness condition, it was 0.04 (95 per cent CI [.03, .05]), and for the 
thickness condition it was 0.05 (95 per cent CI [.04, .06]). The absolute difference for the word 
condition was significantly smaller than for the thickness condition, but not significantly 
different from the darkness condition. The absolute difference between the darkness and 
thickness conditions was not significant.83

Further analysis

To further explore whether some practice with the visual formats led to rapid increases in perfor
mance, sensitivity scores were calculated for the repeated items. Sensitivity scores (calculated as 
slopes from linear regressions for which signed slopes were used for the word condition and 

Figure 7. First estimate minus second for each probability being communicated for the four repeated items in each condition. 
Each dot = one individual. Dashed horizontal line at 0 = no difference between estimates. Some jitter was added along the 
abscissa to improve visibility.

Figure 6. The range of estimated probability at each level of probability being communicated for each condition. Dashed 
horizontal lines = mean range for each condition, and shading = 95 per cent CIs.
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absolute slopes were used for the visual conditions, as before) were calculated for the first evaluation 
and for the second evaluation for each participant, for each condition. For both visual conditions, 
mean sensitivity scores across participants were better for the second evaluation compared with the 
first (darkness: .81 vs .82, and thickness: .83 vs .85; first evaluation then second evaluation respec
tively), although the difference did not reach statistical significance for either condition.84 For the 
word condition, sensitivity scores were worse for the second evaluation (1.03 vs 1.05; first evaluation 
then second evaluation respectively), but again not significant.85 As a reminder, sensitivity scores can 
be greater than 1 when middle-to-low probabilities are underestimated and middle-to-high prob
abilities are overestimated.

Compliance with intelligence community lexicons

Finally, data from the word condition was used to examine participants’ compliance with the 
mandated meaning of terms in various intelligence community lexicons. As mentioned earlier, 
some of the terms in PHIA’s lexicon are also present in other lexicons currently in use by 
Western intelligence communities, although they may be intended to convey different 
numeric probability values (see Figure 1). Figure 8 shows participants’ estimates (dots) of 
each term, and for illustration we present the intended range of the terms as specified by 
PHIA, along with the range for roughly even chance specified by ODNI. Note, that interested 
readers can also make a comparison with the intended ranges for the other terms in the 
ODNI lexicon as well as for those terms that are in the NATO lexicon (see Figure 1).

Overall, it can be seen that at the lowest and highest probability levels, participants’ estimates 
were characterized by great response compression (i.e., overestimation at the lowest level and 
underestimation at the highest level). In addition, whereas most participants’ estimates of the mid- 
lexicon term in the ODNI lexicon (i.e., roughly even chance) and the NATO lexicon (i.e., even chance) 
was as intended at .50, participants greatly overestimated the probability for realistic possibility, 
which is the mid-lexicon term used by PHIA.

Figure 8. Individuals’ (dots) estimates of each word plotted in relation to the range of probabilities assigned to each word in the 
PHIA lexicon and ‘roughly even chance’ taken from the ODNI lexicon (boxes).
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To further explore the extent to which participants interpreted the terms studied here as 
intended by the various lexicons, Table 1 presents the median interpretations of the terms 
across participants alongside the mid-point of the range of probabilities they are intended to 
represent in the various lexicons. The over-estimation at the lowest probability levels is 
evident for all three lexicons, and the under-estimation at the highest probability level is 
evident for the NATO lexicon. Again, there is greater compliance with the mid-lexicon term 
used by NATO and ODNI, while there is over-estimation of the mid-lexicon term used by 
PHIA.

Discussion

Even well-informed and reasoned analytic judgments can lead to poor outcomes if the probabilities 
(or uncertainty) associated with them are misunderstood by decision-makers. Despite psychological 
research pointing to the shortcomings of using verbal probabilities to communicate uncertainty 
unambiguously,86 Western defense and security organizations rely on this format.87 Perhaps unsur
prisingly therefore, recent research has demonstrated the ineffectiveness of various lexicons used by 
the intelligence community.88

The main goal of the present study was to explore the value of a potential alternative approach by 
comparing the use of verbal probabilities against visual encoding channel-based representations of 
uncertainty (i.e., darkness and thickness). This bypasses the apparent reluctance that the intelligence 
community has with using numeric probabilities89 and builds on the common use of visualizations in 
technology-aided defense and security analytics.90 In addition, although others have previously 
proposed the use of visualizations to communicate uncertainty in intelligence analysis91 there has 
been no systematic examination of the use of verbal probabilities versus visualizations in this 
domain. Our research represents one exploratory step in this direction.

We appreciate that any efforts to empirically explore alternatives to current policy and practice in 
an expert/professional domain such as intelligence analysis will necessarily imply asking participants 
to respond to stimuli that they are familiar with (i.e., existing policy) and stimuli that are novel to 
them (i.e., potential policy alternatives). To overcome this problem, researchers could employ non- 
expert/lay samples who would be unfamiliar with all such stimuli, however, this comes at the charge 
of being unable to generalize to the relevant participant population. The present research therefore, 
involved a professional sample of analysts, given that they are the typical consumers of analytic 
products, along with policy- or decision-makers (whom we did not have access to). The commu
nication formats (i.e., verbal versus visual representations i.e., darkness and thickness) were assessed 
on various metrics of between- and within-individual performance. Below, we discuss the findings as 
well as their implications and provide suggestions for future research on this topic.

Table 1. Median interpretations of words across individuals and mid-point intended meanings of the words 
according to current intelligence community lexicons.

Dutch sample PHIA (UK) ODNI (US) NATO

Remote chance .30 .025 .025
Highly unlikely .10 .15 .05
Unlikely .30 .30 .325 .25
Realistic possibility .60 .45
Even chance .50 .50 .50
Likely .70 .65 .675 .75
Highly likely .85 .85 .95
Almost certain .95 .975 .955
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Visualizing versus verbalizing uncertainty

The word format led to greater agreement as to which words signaled greater probability (e.g., 
‘likely’) compared to whether darker or thicker links signaled greater probability. This is unsurprising 
because darkness and thickness have no intrinsic meaning and so are not explicitly scaled, making 
them difficult to evaluate, according to the ‘evaluability hypothesis’.92 In order to assess whether the 
two visual formats can be intuitively scaled, participants were not instructed on the scale ordering for 
darkness and thickness of links. If most people naturally encode a visualization in one direction then 
policy-makers could capitalize on this, and label it accordingly, thus making the task of interpreting 
the visual format less cognitively demanding. We found that the majority of individuals agreed that 
darker and thicker links represented greater probability. These findings contribute to past research 
involving simple comparison techniques to investigate darkness and thickness,93 and studies show
ing that darkness is intuitively associated with greater probability.94

We also found that in terms of sensitivity to the probability being communicated, performance 
under the word condition was significantly better than the thickness condition, but not significantly 
different to the darkness condition. Performance under the two visual conditions was not signifi
cantly different. Overall, however, for all three conditions sensitivity was less than the optimal score 
of 1. This finding underscores the challenges associated with communicating uncertainty.

Variability in estimation of the probability being communicated either at the inter- or intra- 
individual level poses serious problems for the effectiveness of an uncertainty communication policy. 
In the present study, both the verbal and visual representations of uncertainty demonstrated 
considerable inter-individual variability as measured by the range of probability estimates provided 
across individuals, and no one format outperformed the others. These findings are compatible with 
past research demonstrating inter-individual variability in interpretation of verbal probabilities,95 

including terms in the lexicons used by the intelligence community.96 Similarly, the findings also 
point to the difficulty that visual encoding channel-based representations (i.e., darkness and thick
ness) may have in communicating uncertainty across people, an issue that Hullman et al. state has 
garnered little research attention to-date.97

Another issue that has not been sufficiently addressed by researchers examining uncertainty 
visualization is intra-individual variability. We measured test-retest reliability and found it to be 
significantly greater for the word condition than for the thickness condition, but not significantly 
different from the darkness condition. One potential explanation for part of these findings is that 
individuals generally have more practice mapping words to numbers than mapping visualizations 
(particularly thickness) to numbers. More research is needed to understand the effect of exposure 
driven sensitivity and the maximum level of performance that can be achieved with the visual 
format. Indeed, according to Hullman et al’.s review of uncertainty visualization evaluation studies 
published since 1993, the issue of learnability has yet to be empirically addressed, even though such 
research would be useful for organizations deciding amongst uncertainty communication policies.98

For now, returning to the test-retest performance for words, it is worth noting that this was less 
than perfect (i.e., 84 per cent). The words that were repeated referred to terms that lay in-between 
the mid- and end-points of the probability scale (i.e., highly unlikely, unlikely, likely, highly likely), and 
as other research has found, these intermediate points are vaguer in peoples’ minds.99

Darkness versus thickness

When comparing the two visual formats, darkness performed marginally better than thickness in 
terms of sensitivity to the probability being communicated, although this difference did not reach 
statistical significance. Two different thicknesses were somewhat more likely to be estimated as 
being equivalent (in probability), so increments in thickness were somewhat less easily differentiated 
than increments in darkness. Whereas line colour has natural end points (black and white), thus 
making levels of colour easier to evaluate, especially when presented simultaneously (or jointly) as in 
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the present study, line thickness does not. Past research has documented the superiority of darkness 
over other visual formats,100 including thickness,101 and the evaluability of darkness may be one 
potential explanation. We examined thickness in terms of width, and so future research could 
explore whether other operationalizations such as coverage, which has natural end points (all or 
none) and so easier to evaluate, might fare better. Drecki, for instance, found that coverage was more 
effective in communicating uncertainty than height, which, like thickness, does not have natural end 
points.102 Finally, it is worth noting that we do not anticipate that using darkness and thickness at the 
same time would necessarily be better than either one on its own. This is because the perception of 
colour is known to be affected by size.103

Compliance with intelligence community verbal probability lexicons

A secondary aim of the present study was to examine participants’ compliance with existing 
standardized lexicons (i.e., the extent to which users interpreted terms as mandated). Whereas 
past research on this issue has been conducted in native English-language speaking countries,104 

we focused on a country that has its own language (Dutch). We observed that Dutch analysts’ and 
officer cadets’ estimations of the English-language verbal probability terms were characterized by 
overestimation at the lowest probability level and underestimation at the highest level, such that 
their interpretations fell outside of the ranges intended by the various lexicons used by the 
intelligence community (see Figure 1). This regression to the mid-point of the scale has previously 
been observed in English-language speaking analysts.105 It has also been shown among non-native 
language speakers in other domains where English terms were translated into participants’ native 
language,106 pointing to the ubiquity of this ‘regression’ problem.

In particular, our analysis revealed that although remote chance is used to represent the 
smallest probability in both PHIA’s and ODNI’s lexicons, participants, on average, interpreted 
the term as .28, which is a great overestimation of the maximal value of .05 in these lexicons. 
Ho et al. similarly reported an overestimation of this term among UK and Canadian analysts.107 

In addition, we found that the average estimation of NATO’s lowest ranked term (i.e., highly 
unlikely) was greater than intended. Together, these findings suggest that none of the lexicons 
currently in operation in the intelligence community are capable of describing very low 
probabilities.

Beyond, misinterpretation at the end points of the probability scale, we also observed that 
whereas participants’ estimates of terms fell within the very broad category ranges used by NATO, 
their estimates fell outside the narrower ranges used by PHIA and ODNI. Of particular concern is the 
term realistic possibility which, according to PHIA, should be used to communicate .40 to .50, but was 
greatly overestimated in the present study, with the average interpretation being .60. Others have 
expressed concern with the use of this term, and Barnes ‘banned’ its use in his Canadian military 
intelligence unit.108 In a study of UK analysts, Dhami reported that realistic possibility did not appear 
in the lexicons of any of her sample, and so one explanation for the present findings may be that 
individuals were unfamiliar with the term.109 Another explanation lies in the observation that 
possible is very broadly interpreted.110 Possible was used to represent from 10 per cent to 
60 per cent in Dhami’s study, and when this term is translated into Dutch, Willems et al. found 
that it represented from 20 per cent to 70 per cent.111 In addition, Renooij and Wittman reported that 
the Dutch equivalent of possible (i.e., mogelijk) was assigned a value of .86, which falls outside the 
range in Willems’ et al. study.112 Together, these findings suggest that PHIA ought to refrain from 
using the term realistic possibility.

It is worth pointing out that, in practice, users of analytic products may have a ‘guideline table’ 
available to them which contains numeric translations of terms, and our study did not contain such 
a table in the word condition. It is unknown to what extent such a table would have improved 
compliance with the intelligence community lexicons studied here. We refrained from providing 
such a table because it would mean we could only comment on one lexicon that is currently in use 

16 M. K. DHAMI ET AL.



rather than the three we have presently evaluated as three different tables would have been needed, 
and it would have limited our ability to directly compare our results with those of past research 
involving analysts which mostly does not provide such tables. Efforts to improve compliance with 
lexicons used in other domains, including providing numeric translations in brackets alongside the 
terms in text,113 making a ‘guideline table’ available, or introducing a ‘tooltip’ where numeric 
translations appear on screen when readers hover over a term, suggests that the improvement in 
compliance is moderate and that not all users engage with such interventions.

In the present study, non-native English-speaking participants provided probability estimates 
on the basis of verbal probabilities presented in the English language. The findings confirmed 
those of past research examining native English-language speaking analysts’ compliance with 
standardized lexicons,114 and contribute new insights into the difficulties that non-native English- 
language speaking allies may have when consuming intelligence products using terms in these 
lexicons. Other research suggests that the problems associated with the terms studied here are 
not overcome by simply translating them. For instance, according to Willems et al., when unlikely, 
likely and almost certain are translated into Dutch, the average interpretation across a sample of 
nearly 900 people remains either much lower (i.e., 16 per cent for unlikely and 88 per cent almost 
certain) or higher (i.e., 75 per cent for likely) than typically intended by the various lexicons used 
in intelligence domain.115 Therefore, an approach that does not rely solely on simple translation 
is required (including the efforts involving numeric translations mentioned above). Ho et al, for 
instance, propose developing probability communication lexicons based on empirical evidence 
showing how people numerically interpret specific phrases, and selecting phrases with little or 
non-overlapping interpretations.116 They have demonstrated the efficacy of their approach in an 
intelligence analysis context (Study 2).

Avenues for future research

The present study responds to calls to employ an evidence-based approach to policy and practice in 
intelligence analysis117 as well as to calls for more rigorous empirical tests of visual representations of 
uncertainty.118 Future research could compare verbal probabilities and darkness and thickness 
against other metrics. For instance, participants in the present study were asked to provide point 
estimates rather than intervals and although past research demonstrates the vagueness of prob
ability terms in the minds of individuals,119 it is unknown how this compares with the imprecision 
associated with interpreting darkness and thickness. We found that people may have problems with 
perceiving different thicknesses and so thickness may not perform as well as other representations in 
terms of imprecision, which is an important metric, given that imprecision can increase opportunities 
for miscommunication and misunderstanding. In addition, obtaining interval estimates enables 
measurement of ‘agreement’ with intended numeric ranges associated with words.120 Another 
metric that could be used in future research is how well the verbal and visual formats fare in 
terms of the effect on decision-making. Indeed, by contrast to the amount of literature examining 
how people interpret verbal probabilities, there is relatively less work on the effects of these 
interpretations on decisions,121 especially compared to visual representations of uncertainty.

Future research should also compare the verbal format against other visual representations 
such as fuzziness, transparency and location,122 as well as when both formats are presented 
in a separate evaluation mode. Not only would this open up the possibility for using a greater 
range of visualizations to communicate uncertainty in intelligence analysis, but this would 
also help to more confidently draw conclusions about the relative efficacy of the verbal and 
visual formats, and the best approach for their presentation.

Researchers may wish to explore the efficacy of a combined approach, examining whether adding 
visual cues to probability terms can increase interpretation accuracy and consistency, although 
Edwards and Nelson did not find such a combination to be particularly helpful.123 In addition, future 
research could investigate the extent to which interpretations under the different formats are 
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affected by the context in which they are presented. Past research has revealed context effects on 
the interpretation of verbal probabilities,124 including in the intelligence analysis domain,125 and the 
extent to which these effects also occur for visual representations remains to be known.

Finally, although some in the intelligence community may rail against the use of 
numbers,126 it is important to know the extent to which both verbal and visual formats fare 
against the numeric format. This is an issue that has yet to be empirically examined as prior 
research has typically compared either the verbal and numeric format127 or the visual and 
numeric format.128 Answers to these questions can be used to inform the development of more 
effective uncertainty communication policies in the intelligence analysis domain, where the 
simple miscommunication of uncertainty can result in deleterious consequences.

For now, leveraging the insights drawn from the present research for intelligence practices can take 
various forms. For instance, the traditional textual format of intelligence assessments, such as the 
National Intelligence Estimates key judgements in the United States, could be adapted by highlighting 
words of estimative probability through variations in thickness and darkness. The uptake of such an 
intervention, as well as any others would need to be informed by further research as suggested, as well 
as the need to consider whether the benefits of more unambiguous uncertainty communication 
outweigh the practicalities of their implementation. We believe they do.
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versus thickness: t = 1.62, p = .13, d = .81, and darkness versus thickness: t = −0.24, p = .81, d = .12. These effect 
sizes seem large but the confidence interval around the effect size is very large. For word versus darkness, the 
95 per cent CI is [−.21, 1.48]. For word versus thickness, the 95 per cent CI around the effect size d is [−.07, 1.66]. 
For thickness versus darkness, it is [−.68, .92].

82. A logistic regression model was used to assess the significance of these differences. The dependent measure was 
whether the two estimates were the same, the fixed effect was condition, and participant was the random effect. 
Post-hoc comparisons showed that the difference between the word and thickness conditions was significant, t  
= −2.58, p = .01. The difference between the darkness and word conditions was not significant, t = −1.66, p = .10. 
The difference between the darkness and thickness conditions was also not significant, t = 0.91, p = .36.

83. A linear mixed model with condition as the fixed effect and participant as the random effect was used to analyze 
the absolute difference scores. In addition, for comparison of means between the word and thickness conditions 
(t = 2.58, df = 666, p = .01, d = .23), for comparison between the word and darkness conditions (t = 1.66, df = 665, 
p = .10, d = .15), and for comparison between the darkness and thickness conditions, t = −0.91, df = 668, p  
= .36, d = .08.

84. To test whether these improvements were statistically significant, we ran t-tests between slopes for first 
and second evaluations. For both visual conditions, ps > .57, ds < .04.

85. For the word condition, p = .081, d = .04.
86. Dhami & Mandel, “Communicating Uncertainty.”
87. see Dhami & Mandel, “Words or Numbers?”
88. Dhami, “Towards an Evidence-Based Approach”; Ho et al., “Improving the Communication”; Mandel, “Accuracy 

of Intelligence Forecasts”; Mandel & Irwin, “On Measuring Agreement”; Mandel & Irwin, “Tracking Accuracy”; and 
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