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Abstract 

The evaluation of learning and development programmes is one of the 

most important processes for the L&D function as it determines functional 

credibility by the creation of value from the L&D budget.  

 

The Kirkpatrick (1954) framework has primacy in the world of evaluation 

along with a small number of other frameworks, e.g. Phillips (1999), 

Holton (2000) Brinkerhoff (2003). However, despite its acknowledged 

ineffectiveness, efforts to replace the framework have been unsuccessful, 

becoming the prevailing paradigm for evaluation which could be an 

increasing risk for L&D itself in proving legitimacy and credibility. 

 

A review of wider literature reveals new opportunities to synthesise 

different theoretical positions to build a new framework that could add 

value to practice, particularly by using Decision Theory, Hubbard (2007), 

Forecasting, Armstrong (2001) and ‘Intention’ Anscombe (1959). This 

study adds to the literature by highlighting opportunities from that 

synthesis for further research and for practice. 

 

The researcher is a specialist and experienced evaluator of L&D 

programmes and functions with access to a wide range of practitioners 

and organisations willing to help with research.  

 

This research investigates attitudes and current practice in evaluation 

and, using new technologies and the synthesis of ideas and methods, to 

posit a new evaluation framework. This framework builds an evaluation 

strategy using forecasting methods with the Central Limit Theorum as the 

key drivers in its evaluation ‘mix’ to generate highly accurate outputs. 

The framework has a subset of Quadrants that generate the evaluation 

outcomes and one specific Quadrant is the subject of this research, 

assessed using a Case Study approach to be shown to have potential 

impact for L&D.  

 



iv 

The findings from the research show that this new framework can deliver 

evaluation outputs with targeted levels of accuracy for a fraction of the 

cost, time and resource required by the traditional summative methods, 

currently used as part of the existing evaluation paradigm.  

 

Whether this approach can rival the prevailing paradigm will be for 

practitioners to decide and is outside the scope of this research but it is 

suggested that it could offer a real choice for L&D evaluators. 

 
Word Count: 344 Words 
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Glossary 

The ‘Bernoulli approach’ is the concept developed by Jacob Bernoulli 

and later described as the ‘Law of Large Numbers’ where substantial 

amounts of data always reflect a regression to the mean when analysed. 

 

The 2002 Brinkerhoff Success Case Method is a purposive (and 

deliberately small) sample of a group of delegates from which can be 

extracted both evidence of impact as well as opinion about the 

effectiveness of learning. 

 

The Chartered Institute of Personnel and Development (CIPD) is 

the professional body for Human Resources, L&D and Organisational 

Development practitioners. They are responsible for accreditation of 

membership grades, professional qualifications and professional 

development. 

 

Decision Theory is a term often applied to a wide range of concepts and 

approaches. For the purposes of this research paper, I have followed the 

frameworks proposed by Steele (2015) and Hubbard (2007. 2014). 

According to Steele et al. (2015), Decision Theory is usually broken into 

two drivers - one that concerns the ability to make the ‘best’ decisions 

(normative), and the other that explains how people actually ‘make’ 

decisions (descriptive). It is the normative branch that is referred to 

within in this document. The basic principle according to Hubbard (2007) 

is to begin with a decision and then choose an appropriate process to 

determine how to make that decision. Whether that process simply 

serves to create a probability for the decision to be correct or to reduce 

uncertainly about the outcome, the starting place is always to define the 

problem in hand. Hubbard (2014) also states that, as part of any 

decision, a process should be used to calculate that the value of the 

decision must be worth the cost of the decision process. 

 

Evaluation 

The Oxford English dictionary defines evaluation as 
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The making of a judgement about the amount, number, or value of 

something; assessment. 

Within L&D, evaluation often means ensuring that some output of 

learning can be measured and assessed after the learning intervention 

and to be able to ascribe a value to the intervention itself.  

 

The evaluation paradigm was created from the use of the Kirkpatrick 

(1954) four levels that aims to evaluate behaviours, reaction, how much 

learning has been retained and results post course. The levels aim to give 

a structure in order to collect the data in order to analyse the findings to 

determine that value.  

 

This report is the investigation into the advances and processes involved 

in evaluation and how the use of evaluative techniques could change in 

the future. 

 

The ‘Jack Phillips Method’ from the ROI Academy is often referred to 

as the ‘Gold Standard’ summative evaluation method, as it creates a 

robust calculation of financial Return on Investment. It is particularly 

rigorous in allocating costs to the training process as well as allowing for 

regular data collection from a range of learning stakeholders to generate 

a value from learning outcomes and impacts.  

 

Learning and Development 

This term refers to the department within an organisation responsible for 

the direct or indirect delivery of a range of learning interventions. 

Originally known as the Training and Development function, it has 

changed its name following the rebranding of HR by Ulrich (1997) to 

reflect the fact that is involved in the supply of interventions other than 

traditional training. These can include a wider range of technology 

solutions as well as coaching and blended learning and wider conferences 

and events. The name change also reflected the removal of Organisation 

Development functions as those processes have often become part of the 
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L&D function, for example, Learning Needs Analysis, Learning Design and 

Learning Evaluation 

 

A Learning Management System (‘LMS’) is the core software used to 

administrate the main processes of the L&D team. It can be used to 

schedule and book people onto courses and handle the distribution of 

communication and learning inputs. The LMS often operates the post 

course administration of data collection to assist with evaluation. 

 

Training 

Within an organisational, according to Kraiger (1993) training refers to 

the particular process involved in advancing the skills, knowledge, or 

attitudes of an employee. Most training satisfies the requirement that the 

training is needed to ensure that employees can operate organisational 

processes against a range of factors including competence, legal, 

productivity, or quality requirements. Some training is based solely 

around specific job requirements and is provided by the organisation 

whilst other training can be part of a professional qualification route and 

supplied by a third party (for example Legal Qualifications). Increasingly, 

there has been a move to train people in ‘softer skills’ to develop 

motivation and morale driven by the growth of advances in thinking 

around HRM. Traditional training takes place in a group setting away 

from the job or by a supervisor ‘on the job’ or by using a technology 

solution depending on the level of the learner, complexity of the 

knowledge acquisition and cost of learning transfer. Recent advances in 

learning tend to replace ‘training’ with the wider term of ‘development’ to 

reflect the more holistic process of learning and the wider choice of 

learning interventions. 
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Chapter 1:  Introduction and Aims 

Since Adam Smith mentioned the usefulness of training in 1776 in the 

‘Wealth of Nations’, training has been regarded as a core organisational 

activity and one that receives substantial funding from both governments 

and organisations. In 2013, in the US, the reported annual training 

expenditure on training alone (not ancillary services or training payroll), 

was reported to have risen to $146 billion (ATD 2013), and the level of 

training investment has risen year on year in the UK since 2008 (CIPD 

2015). Therefore, it appears that organisations still believe that training 

is important and continue to support it through tangible investment. 

 

Whilst the importance of training is recognised, the evaluation of the 

training impacts or outcomes, which should justify the investment made, 

is recognised as being much less important. Kontoghiorghes (2004) 

reported that only 10-15 per cent of training actually transferred into 

useful and measurable job performance and Griffin (2011), suggested 

that the paucity and operation of evaluation practice risks the credibility 

of the L&D function. Even a recent CIPD (2015) report, revealed that 14 

per cent of organisations carried out no evaluation at all of their 

development spending. 

 

The concept of evaluating the outcomes from learning is not new.  

Arguably FW Taylor (1911) began the formal process as he noted the 

improvements in productivity in trained staff and their increased 

effectiveness on production lines.  However, possibly the most significant 

development in L&D evaluation took place across the 1960’s as the Four 

Level Framework conceived by Donald Kirkpatrick (1954) gained 

prominence and subsequently became ubiquitous in practice. The 

continued use of the framework has, in effect, inadvertently led to it 

becoming the core paradigm in training evaluation. It is an interesting (if 

irrelevant) exercise to consider how little there is in business practice 

that still continues to be deployed virtually without change from that time 

(or even from this era).  
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Since 1954, academics and practitioners have attempted to adapt, shape 

or refine the Kirkpatrick framework in order to improve it as there is a 

wide recognition of its limitations. They have included advances in 

process as well as in the development of core measurement techniques; 

the most significant being the work of Jack Phillips in applying a Return 

on Investment calculation to measure financial ROI (Phillips 1989). This 

has delivered a robust and sensible method to create repeatable (if 

complicated) financial Return on Investment. However, popularly known 

as ‘Kirkpatrick Level 5’, it has helped to reinforce the Kirkpatrick 

framework, which still retains its primacy in the practice of evaluation in 

2016. 

 

This primacy may be a fundamental problem for the L&D function 

because, in difficult markets, two early victims of corporate spending cuts 

continue to be Marketing and Training. Therefore, particularly in more 

uncertain economic periods, it is important that L&D functions have an 

effective, robust and straightforward method of proving the worth of their 

(often excellent) programmes to avoid budget reduction. However, L&D 

continue to suffer frequent cost reduction as insufficient positive evidence 

exists (other than anecdotal) of their worth, or of being able to prove a 

return on the investment from L&D using current evaluation practice. 

Whilst this is still the case in L&D, marketing investment has been 

transformed through the use of online data and new metrics, processes 

and approaches to measurement and evaluation. This innovation 

suggests there is no real reason for L&D not to follow suit, to improve 

evaluation and protect levels of investment. 

 

There is also plenty of evidence of evaluation taking place in the 

corporate market place – often a result of the processes contained within 

Learning Management Systems (’LMS’) but, in my experience, there is a 

still a problem in proving business impact, often because the data 

collected is usually more suited to proving the efficiency gains of the LMS 

itself rather than the value of the learning. Also, the majority of the LMS 

providers use the Kirkpatrick framework within their software processes 

and this simply serves further to embed the framework. 
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A number of academics and practitioners have attempted to break 

completely away from the Kirkpatrick concept at various times, (including 

Cascio (1982), Kraiger (1993), Spitzer (2005), and Brinkerhoff (2003); 

some with limited success but rarely gaining the level of acceptance 

needed to challenge the Kirkpatrick primacy. One of the many problems 

for change is that, when discussing L&D evaluation with line managers 

(who may have had some formal management development), they will 

challenge any attempt to stray from the Kirkpatrick model (even when 

they do not understand what is being offered as an alternative), as it has 

been part of formal development in (for example), the Chartered 

Management Institute (CMI) and the Institute of Leadership and 

Management (ILM) management and leadership programmes. This may 

also build on the view that change happens when supported by the most 

respected ‘schools of thought’ and the dominance of Kirkpatrick (and 

Phillips) tends to overwhelm the efforts of others to create an alternative 

approach. Even in the social science research methods literature, the 

Kirkpatrick (1979) method is the evaluation method of choice; for 

example, in Gray (2009). 

 

However, it is my contention that the Kirkpatrick paradigm itself stands in 

the way of advances in evaluation and that a range of new ideas and 

factors should drive a different method as well as a different discussion of 

what should actually be evaluated. In fact, many L&D professionals 

struggle with the idea of ‘how to do Kirkpatrick’ rather than ‘how to do 

evaluation’. I also submit that the Four Levels have a fundamental 

problem – and this problem is supported by a majority of evaluation 

practitioners in the field in that it simply does not deliver the results 

needed by the L&D function. Despite the legitimacy and traction of the 

name, the Kirkpatrick method does not actually deliver credible results 

against the cost invested and value created. Also, other evaluation 

methods linked to, or built upon, the Kirkpatrick framework are 

complicated, hugely resource intensive and ‘as good as guessing’, in the 

words of one L&D Manager. This bold claim is also reflected in the 

number of L&D departments operating the Kirkpatrick method, who then 
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subsequently lose or have their budgets cut, as they are unable to prove 

or demonstrate their own value. 

 

My original objective was to create a new paradigm to rival that of 

Kirkpatrick but, as this research shows, the creation of a framework does 

not automatically mean a paradigm has been created - only the 

possibility. And, ironically, this research may reinforce the idea that the 

biggest resistance to change is within the L&D function itself. 

 

Therefore, a more pragmatic approach was chosen to create a rival set of 

processes and structures than could deliver the L&D function a choice in 

evaluating. This new approach and its potential acceptance will come only 

from moving away from the long, slow and expensive approach that is 

well known, to a cost effective, robust and rapid approach which is less 

well known but which can create outcomes at the same level of accuracy 

as the most rigorous summative evaluation processes. The big win for 

L&D teams is that they can then begin to use evaluation as a strategic 

decision method, linked to straightforward tool-kits, that will allow them 

further to enhance credibility over time. 

 

As the dream of creating ‘the’ new paradigm became more realistic 

during the research phases and literature review, that realism became 

the driver to deliver a more focused and targeted method to provide a 

practical framework for practice.  

 
 
1.1 Context and Rationale 

A useful definition of evaluation provided by Sutton (2006) is to see 

evaluation as the process utilised by the appropriate function (usually 

L&D), within the organisation to identify and measure the results or 

outcomes (and value) created from investment in the training courses or 

programmes delivered, purchased, or managed by the L&D function. 

 

An early decision was made to focus this research on ‘training’ and 

development rather than the whole field of L&D. This means that 
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workshops, blended learning, e-Learning and other forms of training are 

included, but that the subjects of coaching, facilitation, mediation, events 

and consultancy are not included in this research, despite the huge 

overlaps in the management and evaluation of these processes by the 

L&D function. In my practice, these other areas of development, 

including coaching are evaluated, and some commentary does appear in 

this document but only as passing remarks.  

 

One of the challenges with a subject such as evaluation is that it 

straddles a broad range of theories, concepts, approaches and practice. 

In addition to the academic perspective, learning evaluation sits within a 

complex number of L&D processes that are part of Human Resources 

(‘HR’) and organisational processes. One of the potential advantages that 

a scholar-practitioner can bring to the subject is to properly contextualise 

the subject and to ensure that some clarity can be found within the 

complexity of competing positions. This may help to situate any new 

ideas within a logical context in order to help the practitioner determine 

appropriate choices for future evaluation.  

 

Depending on the size of an organisation, the L&D function is often part 

of an HR function. The Ulrich framework (1988), built on the theory of 

Human Resource Management, (HRM) changed the fundamental focus of 

the Personnel and Training departments to that of an HR function. This 

new function focussed on developing the management community to 

operate more effectively, allowing the HR function to split its time 

between a consultative approach supported by effective HR service 

delivery. In effect, this means that the L&D function within HR has often 

become part of the service delivery chain and is often disconnected from 

the processes of Organisational Design and Development (’OD’) of which 

it was a part before Ulrich. Whilst evaluation could be part of a strategic 

proposition for both HR and L&D, a range of CIPD reports (2010, 2014, 

2015) suggest it has not achieved that status. This leaves both functions 

potentially vulnerable to operational, financial and investment priorities, 

especially when investment becomes restricted. 
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Within the wider HR remit sit bodies of knowledge that affect L&D. They 

include Human Capital; Talent Management; Reward; Culture; 

Engagement; Change Management; Compliance etc. and each of these 

has its own bodies of knowledge as well as focus and interest, depending 

on the culture and structure of the organisation and its HR function. It is 

also the case that the HR function uses technology to handle the 

increasing data load from the organisation as well as the many 

technology demands required those bodies of knowledge. This reliance on 

the need for HR information often affects the technology spend available 

for L&D and the level of investment in any LMS.  

 

A focus on the training measure of ‘cost per head’ can also drive L&D into 

providing greater e-Learning on the basis of efficiency. External 

technology suppliers have changed the landscape in technology driven 

learning and the level of innovation and change is exhibited annually at 

the Learning and Technology Show in London. The rise of innovation in 

Hardware, Software, Apps and Virtual Learning is reflected in the show 

notes and guides. Those guides also illustrate the paucity of evaluation 

innovation in the technology space. In fact, the two main providers still 

use the Kirkpatrick framework as their underpinning concept.  

 

This lack of innovation and effectiveness has also led to the failure of a 

number of evaluation practitioners and specialist evaluation technology 

suppliers over the last three years. As one evaluator reported “L&D are 

just not interested enough to invest in evaluation – and no one seems to 

be asking them to prove value, despite the increasing sums spent on 

training and development”. 

 

L&D itself is also becoming increasingly busy in order to meet its 

objectives in a resource efficient manner. In a function that is well 

resourced, according to the CIPD, one would expect to see the following 

processes as minimum offering. (CIPD 2014).  

 
• Learning Needs Analysis 

• Learning Design 
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• Learning Delivery (utlising appropriate channels) 

• Learning Review 

• Learning Admin 

• Learning Evaluation 

• Supplier Management 

 
Therefore the CIPD now fully acknowledges evaluation as a core 

requirement of L&D and has it as a subject within its professional 

development. However, the core text for the syllabus is the Kirkpatrick 

framework although there is now limited recognition of some other 

approaches, particularly the Kearns (2002), the Success Case Method 

(2002) and Phillips (1989). 

 

Within these L&D processes and their associated bodies of knowledge sits 

a range of technology and learning solutions, concepts and platforms for 

delivery, with recent innovations including 70:20:10; Gamification; 

Virtual Reality; Neuroscience and associated advances applied to learning 

(e.g. NeuroLeadership); Big Data and analytics; Social Media, as well as 

new platforms of engagement. Within this level of innovation, traditional 

problems in improving practice in ideas relating to memory, learning, 

behaviour, motivation etc. are also being affected by new ideas and 

concepts. In effect, the L&D practitioner has to be adept at keeping up 

with a range of competing demands and advances in technology, learning 

and practice in addition to the demands of working in an organisation. It 

is understandable therefore to see that evaluation may become less 

important if it is too difficult or too resource intensive, especially if there 

is little demand to prove value or return.  

 
1.2 Research Aims 

Whilst I began the research with a profound belief that well-embedded 

training adds tangible value through the implementation of ‘practical 

knowledge’ Anscombe (1959), I recognise that I had to put aside those 

values for the duration of this project to allow me to examine the 

problem ‘afresh’ and to be objective in both the definition and conduct of 

the research. 
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In order to focus my research, many of the core training processes would 

be out of scope for this project to maintain focus on the areas of 

evaluation. Some had to be reconsidered later in the process as, in 

developing the new framework, this highlighted the need to improve 

these core processes to be able to evaluate quickly and robustly. 

 

Also, at the beginning of the research, examples of areas of interest that 

which were out of scope of the project included:  

 
• The actual range of delivery mechanisms chosen by the training 

provider 

• Any evaluation of the purchasing decisions regarding the training 

provider, venues or facilities 

• The use of any LMS  

• The nature of Training Needs Analysis or Assessment 

• Any evaluation of Human Capital or Talent Management processes 

linking business strategy to human performance 

• Any commentary regarding the choice of company performance 

management systems 

• The structure or human capital processes within the training 

function 

• Any commentary on the competence of trainers  

 
The aims of the research were therefore threefold: 

 
• To create a new approach to the evaluation process (how 

evaluation is conducted) 

• To construct a new approach to evaluation measurement (how 

learning impact is measured) 

• To demonstrate the accuracy of both against current methods  

 

To summarise, the rationale for the research developed to create an 

evaluation framework to enable the function to prove its value through a 

new combination of strategy, process and metrics. 



9 

 
 
1.3 Profile of the Researcher 

I currently work within a specialist evaluation practice that helps L&D 

prove their value from their programmes and courses measured against 

the overall budget. My career journey to this point has been a series of 

steps that has allowed me to gain the relevant experience to understand 

the challenges and opportunities for this subject in the commercial world. 

 

My initial training was that of a professional musician giving the 

understanding and experience of ‘performance’, including its psychology 

and impact, and this was translated into skills as a trainer and 

consultant. The next stage of my career was involved in Sales and 

Marketing and I developed personal skills in both the practice and 

psychology of both. Marketing triggered the realisation of the need for 

robust data as a means to prove ‘softer’ concepts to more pragmatic and 

numerate sales teams within which the marketing department often 

operated. The final phase of my career moved from operational 

management into consultancy, through a number of roles in which I 

gained experience, including: 

 
Role Experience 
Director of Sales & 
Marketing within 
Automotive Manufacturing 

Gaining strategic perspective and the need 
to justify budgets 

Head of Training for an 
insurance firm  

Gaining process and management expertise 

Interim CEO for a law firm  Gaining strategic focus 
Operations Director for a 
consultancy 
 

Gaining the skills of facilitation, training and 
consultancy and building skills and 
qualifications in change management, 
psychology and business administration 

Entrepreneur/consultant Gaining the skills of running, growing and 
selling a large Human Capital business that 
included activities in training, assessment 
and evaluation 

 
As a result, I have a track record in people development, evaluation and 

measurement, ranging from individual assessments for Private Equity 
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firms investing in mergers and acquisitions, to the evaluation of corporate 

functions. Also, I have a track record in entrepreneurial activity, 

operational management, training delivery and product delivery that 

lends itself particularly well to the subject of evaluation. I have been part 

of a team that launched Emotional Intelligence into the UK market, and 

created and sold an e-Learning organisation. I have become ‘battle 

hardened’ in the subject of people development and evaluation by 

extensive execution in a wide range of internal business disciplines, as 

well as client delivery through working on many high profile change 

programmes.  

 

In 2002, I created a company that grew to become a premier provider of 

executive leadership and management programmes in tandem with 

executive personal development and coaching. However, it does not take 

long within a training company to realise that the work delivered is 

constantly at risk of being cancelled if the L&D function cannot evaluate 

its effectiveness. From that grew my current interest and change in focus 

to a specialist evaluation provider, created from a division within that 

training company. I therefore transitioned into focussing on evaluation as 

a sole discipline and recently launched a specialist company to work with 

clients and deliver value from evaluation. Part of my practice is to help 

develop, consult with, or coach people within a L&D function to be more 

effective at proving their value as well as viewing evaluation from a 

different, positive perspective and this research has proceeded in tandem 

with many of the areas of innovation within my own organisation. We are 

described by those that meet us as being unique in our focus and 

versatility as specialist evaluators in L&D. I have also achieved a number 

of business, functional and academic qualifications that have resulted in a 

wide range of ‘soft skills’, tools, and frameworks. 

 

I therefore considered myself to be ready and credible enough to tackle a 

DProf process to attempt to achieve the objectives I had set for myself, 

based upon the delivery of successful projects and transformation of 

evaluation in a large number of client organisations. 
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1.4 Potential Value of the Research 

There is a twin track of activity involved in this research process. My aim 

is to replace the Kirkpatrick framework with something more useful and 

relevant for L&D and, in order to achieve this, I will need to create 

something new. Working to generate ideas and to indulge my passion for 

learning is the second area of activity in the research and the merging of 

these tracks will create a satisfactory personal conclusion.  In considering 

the idea of wider value creation from this research in evaluation, 

individual belief and enthusiasm have to be tempered with the realities of 

the day-to-day practitioner interest in the subject. However, I see strong 

benefits to a range of parties as a result of this research. 

 

To those in the field, my belief is that the survey of the practitioners in 

the report will help create optimism and opportunity in equal parts, but 

also that the focus on the practical aspect of implementation and 

approach, rather than simply a theoretical focus will help challenge and 

identify opportunities for new methods as much as to move forward 

knowledge in the field of study. 

 

The research will generate a number of products, books, white papers, 

software and training interventions for practitioners. I believe that the 

dissemination of knowledge to those that want to know, and are 

interested in trying out innovative approaches is best served by this 

approach. The L&D function is hugely influenced by external, valid 

research and the nature of this qualification, in blending professional 

practice with theoretical rigour, should add value in building both the 

confidence and legitimacy of the outcomes. 

 

Additionally, a robust and thorough review of the evaluation literature, 

perhaps with a different perspective, can find fresh meanings, themes 

and perspectives that can be blended with wider reading to create 

opportunities for wider research.  
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1.5 Objectives of the Research 

At the beginning of the research process, the initial thinking around this 

document was to create a new conceptual framework of training 

evaluation, particularly with regard to larger scale management 

development programmes. As the process continued, the idea of 

restricting the research to management development programmes was 

removed, as, for a framework to be effective and useful, it must be 

relevant over the entire L&D function also, a more pragmatic approach 

drove the recognition that the ability to create a paradigm is outside of 

the control of the researcher.  

 

Therefore, the objectives were amended to create a new evaluation 

framework that would give people involved in the L&D function a choice 

when they evaluate, and which delivers straightforward, robust, credible 

and cost effective outputs. As previously stated, the objectives for the 

research were: 

• To create a new approach to the evaluation process (how 

evaluation is conducted) 

• To construct a new approach to evaluation measurement (how 

learning impact is measured) 

• To demonstrate the accuracy of both against current methods  

 

In order to assist with the initial thinking, a series of questions was posed 

at that time to help shape my initial thinking to create the next steps in 

delivering the research objectives. They were: 

 
• What attitudes exist towards the subject of evaluation in the L&D 

practitioner base and how might those attitudes affect any change 

of approach? 

• How are new ideas and approaches in the design and delivery of 

training and development being reflected in advances in evaluation 

practice? 

• Should evaluators consider a wider range of intangible aspects, 

such as confidence and morale, in developing evaluation metrics? 
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• What role could the concept of ‘Decision Theory’ have in adding 

value to evaluation perspectives and measures? 

• Could the ‘embedding’ of learning affect the outcomes from 

courses and, if so, how can successful learning ‘embedding’ be 

accomplished? 

• How can a wider range of the stakeholders in learning (for 

example, delegates) become more actively engaged in evaluation 

to reduce the load on the L&D function? To what extent would this 

be a simple change of process, or a more complicated change of 

culture? 

• What areas of practice and literature could present opportunities to 

generate a new perspective as a practitioner and researcher in 

developing a new framework? 

• What new approaches might exist in the literature that could be 

reinvestigated or re-imagined to create evaluation metrics to 

support a new framework? 

• What techniques from the creative thinking and innovation tool-

kits could shift the entire ‘world view’ of evaluation? 

 
This list of questions was refined and reshaped by more relevant and 

penetrating questions – partly to respond to the challenges posed by the 

literature, but also by the realities of work and life ending and became: 

 

• Why is the Kirkpatrick framework problematic to implement? 

• Why are the results from evaluation not always trusted or valued? 

• Why is the evaluation process not seen as a vital part of the L&D 

function, given the need to prove results and value? 

• Why is there so much academic discontent about the framework, 

yet it still remains as the normal means of conducting evaluation? 

• Why is it still relevant and legitimate in a world so different from 

the time of its creation? 

• Does this longevity represent a sign of usefulness or not? 

 

The project itself had a number of phases: 
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The project consisted of a review of the literature that helped develop 

perspective and generate ideas. A survey process was deployed to 

examine broad attitudes to evaluation as well as the views of a range of 

practitioners to investigate current practice – this prompted ideas, 

themes and learning, that drove my ability to create the framework as 

well as add value and context to my own learning. A new framework was 

created using outputs from my personal reflection as well as from 

synthesising ideas from research and the literature. The framework 

became part of a case study approach and the accuracy of the results 

was tested against the expectation of the case study participants.  

 
1.6 Summary 

My motivations for conducting this research are therefore: 

 
• Functional: to help build the credibility of the L&D function to prove 

value 

• Personal: to stretch my knowledge in two ways, the first as an 

academic operating at an appropriate standard and achieve a level 

of academic recognition for research and, secondly, to build 

practical knowledge to apply in a commercial setting 

• Practical: to build something that can be validated to achieve the 

first two motivations 

 
I am confident that my journey so far in my personal and organisational 

life can become the foundation for the creation of something meaningful. 

Whether that creation can achieve sufficient traction in the real world to 

allow it to become useful will remain to be seen. 
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Chapter 2:  Literature Review 

2.1 Introduction 

This chapter will identify the approach to the literature review as well as 

decisions made that shaped the nature and process of the review itself. 

The review will discuss the ‘schools of thought’ within the evaluation 

literature, as well as specific concepts from outside the evaluation 

literature that have guided and shaped my own research as well as that 

of practitioners and other researchers in the field of evaluation.  

 

I initially identified a number of questions as a practitioner that have 

shaped this research to achieve the objectives. They were: 

 
• Why is the Kirkpatrick framework problematic to implement? 

• Why are the results from evaluation not always trusted or valued? 

• Why is the evaluation process not seen as a vital part of the L&D 

function, given the need to prove results and value? 

• Why is there so much academic discontent about the framework, 

yet it still remains as the normal means of conducting evaluation? 

• Why is it still relevant and legitimate in a world so different from 

the time of its creation? 

• Does this longevity represent a sign of usefulness or not? 

 
 
2.2 Approach 

A literature review on the subject of evaluation in this field has challenges 

because of the large literature associated with the subject of learning, as 

well as the processes of learning, training and wider development. 

Evaluation has also been applied in other fields, such as marketing, 

projects, social impact etc. and this risks making a review of the 

literature overly large or diverse. Therefore, a specific strategy needed to 

be adopted using a phased approach to the literature using the analogy 

described by Hart (1998) in ‘camping’ in closely aligned texts to the main 

subject and ‘trawling’ through a wide range of associated literature in 
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order to synthesise wider learning and create new interpretations of 

meaning. 

 

Phase One of the literature review consisted of ‘camping’ in the existing 

learning evaluation literature, beginning with the Kirkpatrick framework 

and forming a critique of its effectiveness. This then informed the 

subsequent examination of the progression of thought and practice within 

the subject, including identifying the key ‘alternative’ thinkers in the 

evaluation literature including Boudreau (1983), Spitzer (1984) and 

Kraiger (1993). As an extension to that process, more recent areas of 

evaluation practice that used different methods or approaches would also 

need to be examined, particularly the work of Basareb (2007) and Griffin 

(2011).  

 

Phase Two of the literature review involved ‘trawling’ through a range of 

associated fields of literature. Initially, this focused on functions that also 

had a need for evaluation, or where the practice of evaluation was more 

well-established. In examining such a wide body of literature, the criteria 

of ‘relevancy’ and ‘transferability of approach’ to practice were used to 

drive choices. The practise of evaluation were examined in Marketing 

(often another area of vulnerability to cost-cutting in organisations), 

which led to the discovery of some key metrics including ‘Net Promoter 

Score’ and ‘Perceived Value’. However, the fields of literature in Social 

Impact Research, Economics and Investing were briefly investigated but 

discarded as they failed to meet the defined criteria. 

 

The function of L&D is also involved in the processes of assessment, 

design and delivery of training and an early decision was taken to discard 

these avenues of research even though there is interdependency of 

process with evaluation activity. This decision was taken to give adequate 

time to focus on the different bodies of literature outside of L&D, to avoid 

being driven too much around existing and conventional L&D practice. 

However, one area of L&D process did emerge from the wider review as 

being significant and which had synergy with evaluation and this was 

Learning Transfer, with some consideration given to the work of Holton et 
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al (2000). Interestingly, much of the real innovation in thinking came 

from wider social reading, but using the structure of this review helped 

integrate both formal and informal avenues of learning. 

 

Phase Three of the literature review consisted of ‘camping’ in areas that 

were determined would be the basis of a specific approach. These were 

deliberate choices that had emerged from the literature and appeared to 

be the basis of a new framework and meeting the needs of the objectives 

and included: forecasting; ‘intention’; metric development; the Law of 

Large Numbers and Decision Theory. These areas then formed the basis 

of specific tool-kits that drove the approach to the Case Study discussed 

in Phase Three of the research. 

 

In determining an initial strategy to help structure the research, the 

guidance of Santos et al (2006) proved to be of some initial, if limited 

use. Their contention that a researcher should pay heed to traditional 

bibliographic principles including, for example, citation analysis initially 

proved to be attractive, however, deploying the more pragmatic 

approach of selecting the key thinkers in the field and tracing their own 

influencers and followers, produced a more interesting blend of traditional 

as well as fresh thinking in the field. It was that fresh thinking that added 

some of the most significant insight and meaning to the research. 

As a final point of reference I needed to remain aware of the structure of 

a good literature review as shown in Gray (2009), which identifies a 

range of categories and criteria for assessment of the literature review 

itself.  These include the assessment of:  

 
• Coverage  

• Synthesis  

• Methodology  

• Significance  

• Rhetoric 

A brief review of this concept is carried out at the end of this chapter to 

assess whether the fundamentals of the review met the requirements 

that Gray recommended.  
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2.3 Chapter Structure 

Section 1  An outline of the concept of evaluation and how the nature of 
the subject itself creates complexity for practitioners 

Section 2  A critique of the core Kirkpatrick framework and its position in 
the field of evaluation. Questions are raised regarding its 
suitability for the modern world 

Section 3  A review of a selection the key thinkers in the field of training 
evaluation. This section is subdivided into three further 
groupings to illustrate ‘schools of thought’. This section also 
outlines some of the more technical areas for debate 

Section 4  A discussion of a number of the challenges facing the modern 
world for the L&D practitioner and the extent to which the 
prevailing paradigm adds value (or not) 

Section 5  An investigation of areas of interest for my own research to 
be tested and reported upon in a later chapter 

Section 6  An outline of some areas for other practitioners to consider as 
the field continues to develop – some of these areas may also 
be considered in my own research 

 
 
2.4 Section 1 — What is Training Evaluation? 

As previously stated, a useful definition of evaluation is provided by 

Sutton (2006) to see evaluation as the process utilised by the appropriate 

function (usually L&D) to identify and measure the results or outcomes 

(and value) created from investment in the training courses or 

programmes delivered, purchased, or managed by the L&D function. 

 

However, in reality, the picture is somewhat less clear. From Adam Smith 

to recent times, a range of organisations, governments and thinkers 

acknowledge the value of training by using a range of economic 

indicators. According to Griffin (2011), the UK government states that 

skills and training contribute ‘‘to employment, productivity and growth’’ 

(Department for Business, Innovation and Skills, 2010, p. 5) and even in 

the face of the recession from 2007 – 2012 in the US and UK, 

organisations in England spent some £37 billion annually on workforce 

training (LSC, 2009) and in the US the figure was over $130 billion 

(ASTD, 2009). 
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However, this confidence and investment in training becomes less clear 

when applied to individual organisations and especially when attempting 

to determine the value of training to the organisation itself or to specific 

individuals. Plant et al (1992) have identified the key processes in the 

body of work in Human Capital Accounting which has attempted to link 

the intangible value of people to the organisational ‘bottom line’ through 

capitalising ‘human assets’ and the value of training as have (Likert 

1961), Flamholtz (1969), Hermanson (1964), Cascio (1982). However, 

Griffin (2011) reports that the paucity of evaluation expertise hinders 

efforts in Human Capital Accounting as evaluation has insufficient 

‘legitimacy or consistency’ of application to add sufficiently robust 

information. 

 

Evan a cursory examination of the HR or L&D trade press finds assertions 

that training delivers value; however, some of this confidence was 

challenged by Guyott (1974) who identified a ‘Hawthorn effect’ in control 

groups that showed no performance gains between groups who had been 

split into ‘intention to train’ and contrasted with those that had actually 

been trained. Whilst a single study does not constitute evidence in itself, 

there is increasing evidence of practitioner research emerging in L&D 

membership communities such as TrainingZone.com (2016), where a 

recent headline pronounced that  ‘Training does not work – nor does it 

create any inherent value in itself’. 

 

The widely held belief that that training is effective could be negatively 

affected by the processes and concepts used in evaluation. It is also the 

contention of those within the Learning Transfer ‘school’, including Holton 

et al. (2005), that ineffective learning transfer actively negates the 

positive effects of training delivery and that evaluation has to 

differentiate between the processes of training delivery and learning 

transfer in order to determine impact or to be able to add value to the 

whole learning process. These themes will be developed further in this 

chapter; however, a thought for consideration must be whether, if 

neither ‘evaluation’ nor ‘transfer’ are operating effectively within an 

organisation, there is much point in training people at all? This view 
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reinforces Griffin’s (2011) suggestion that the L&D function has too little 

credibility because evaluation needs to be improved in structure, concept, 

and process. Further discussion will address these areas later in the 

chapter. 

 

There are other factors underpinning evaluation that also may begin to 

explain some of the issues about the effectiveness of learning evaluation. 

Hashim (2001) argues that the actual motives for evaluation are often 

‘ignored or approached in an unconvincing or disorganised manner’ and 

Gutek (1988) criticises the poor systematic process except for the 

application of the Kirkpatrick method. Brinkerhoff (1988) argues that this 

lack of a logical approach negatively affects the ability to collect and 

interpret meaningful data at all. In addition, Tasca et al.(2010) have 

suggested that budgetary constraints on the L&D department have led to 

the adoption of simplistic IT systems for evaluation because of a failure to 

generate a cost/benefit from the actual evaluation process itself, and 

Scourtoudis and Dyke (2007) reinforce this view claiming that barely one 

per cent of organisations actually measure the impact of learning on 

performance when using a LMS. This level of ambiguity and criticism of 

the process and practice of evaluation creates an issue. Whilst there is a 

tacit acceptance for the need for training at a macro level, there exists, 

at the micro level, a range of issues and factors that face practitioners 

and need to be addressed to ensure that the wider view of training and 

development is based on solid evidence and sound practice. 

 
2.4.1 Why do we evaluate and what are we evaluating? 

The Kirkpatrick (1954) framework creates an evaluation approach that 

focuses on four main levels, including: delegate reaction; knowledge 

acquisition; behaviour change, and organisation ‘results’. The framework 

is both simple and simplistic, as it considers the needs of the organisation 

in its construction, with the learner as a (passive) recipient of the 

learning. However, there are many reasons to develop people and these 

can become increasingly complex, depending on the needs of the many 

parties involved in the learning process. The evaluation process should be 
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capable of matching those needs and the complexity of the learning 

context. 

 

Guerci and Vinante (2011) created a useful framework of the various 

stakeholder needs and drivers as well as the vested interests that this 

complexity generates. The framework considers the needs of the 

organisation, the internal training team, the external training partners, 

and the delegates. The framework, by allocating benefits to process 

outcomes, reinforces the risk that in most scenarios it is the interests of 

the external training organisation that are often better served than the 

organisation. The irony of this conclusion cannot be stressed enough, 

particularly when the external training organisation then is required to 

carry out the evaluation of their own work. This framework can be found 

in Appendix 1. 

 

The learner (often referred to as the delegate) is a key stakeholder in the 

process of development and, it can be argued, that they could and should 

be more involved in the evaluation process. Ibrahim (2008) outlines a 

range of motivations for learning rangeing from an individual desire for 

improvement, through to desired changes in work performance, as well 

as development in concepts, skills and attitude. In each case surely this 

should create an opportunity for learner-driven evaluation. In this 

approach impact is measured by changes in job performance although, as 

pointed out by Bramley and Kitson (1994), this is always more 

appropriate when the learner has some control over the learning process 

and delivery of outcomes, and is not just expected to ‘supply the 

motivation’, but this is not always the case. 

 

Geertshuis et al. (2002) are noted for their support for learner-based 

evaluation and also contend that the whole evaluation process sits within 

an evolving construct where learners are becoming ‘customers’ and that 

the societal factors are becoming increasingly ‘multiplicative’. This leads 

to an issue for the evaluator in contending with a process handling 

‘multiple variables and multiple interdependencies.’ However, to contrast 

with this view, Billett (2007) contends that, at the simplest level, 
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workplaces provide opportunity to learn and learners supply the 

motivation – and these are the only components that can and should be 

evaluated. However, this approach would depend on measures of 

delegates’, (or customer) ‘satisfaction’ and Lingham et al. (2006) 

challenge the concept, contending that the effectiveness of training 

should be based on the ability of the learner to apply the knowledge, 

skills and attitudes obtained in the training course as ‘relying on 

satisfaction measures will never deliver this outcome’. 

 

Whilst the motivations and desires of the learner are drivers for effective 

training, Griffin (2011) contends that more effective ‘learning triggers’ 

than individual ‘employee self reflection’, are the organisational triggers 

of ‘responding to policy developments or incidents’ and ‘statutory 

requirements’, as well as the formal HR or L&D process of Training Needs 

Analysis that often drives the core L&D ‘offer’ of development. His 

contention is that organisation investment drives the need for the 

creation of value primarily for the organisation, through both direct and 

indirect application of the learning in the workplace. 

 

Kirkpatrick (1954.1979), and followers such as Phillips (1999), also focus 

on the needs of the organisation when evaluating viewing the L&D 

department as being at the heart of the development process rather than 

the learner. This organisation-centric view is by far the strongest across 

the body of literature and, paradoxically, whilst it is the learner that ‘does 

the learning’, it is the L&D function that is responsible (and usually 

accountable), for the effects of the learning, with the learner often 

absolved from any responsibility in the evaluation process or in the 

transfer of learning. Cascio (1992) also builds on the specific need within 

the organisation in considering the requirements of the sponsoring ‘line 

manager’ as part of the process and suggests their requirements also 

need to be part of any training design. Whilst Giangreco et al. (2010) 

also agree with the organisational focus, they propose a different 

approach by focusing on Utility perception and Learning Transfer, 

requiring all of the different parties in the learning to play their respective 

parts. 
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As well as the complexity of the competing and conflicting workplace 

needs and stakeholder drivers that drive requirements in the L&D ‘offer’, 

there are also wider conceptual and philosophical complexities that can 

be found in the literature. The extent to which they affect and influence 

theories of evaluation may create even further confusion for the 

practitioner. 

 

The economic approach to evaluation has been influenced by Becker’s 

(1975) Human Capital Theory. This approach investigated general and 

specific training and the extent to which it applies to the sponsoring 

organisation. Badescu and Loi (2010) have recently pointed out that this 

creates a specific challenge as ‘since it is hard to measure the content of 

training, inferences are made using information on tenure, quits, 

turnover rates and earnings growth’. While this economic approach is 

prevalent, Heyes (2000) represents a more sociological approach, moving 

away from large-scale economic indicators and preferring to focus on 

‘power, conflict and control’ that shape learning in the workplace. This, 

‘softer’ approach is developed by Billett and Sommerville (2004), 

proposing that tangible measures should be abandoned in favour of the 

creation of ‘storylines’ and social discourse regarding the take-up of 

appropriate learning. 

 

Another theme within the evaluation literature suggests that evaluation 

could, and should, be part of Decision Theory. In order words, providing 

information to help ‘make a decision’ as the driver for that information, 

for example justifying spending to the line, to help decide on the levels of 

future investment as suggested by Fitz-Enz (1988) and Flamholtz (1985), 

or in creating information to generate learning inputs and outcomes, 

based on the continuous improvement of the training offer and individual 

course effectiveness, as suggested by Flamholtz, (1984) and Cascio, 

(1991). According to Steele et al. (2015), Decision Theory is usually 

broken into two drivers - one that concerns the ability to make the ‘best’ 

decisions (normative), and the other that explains how people actually 

‘make’ decisions (descriptive). It is the normative branch that is referred 

to within in this document. The basic principle according to Hubbard 
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(2007) is to begin with a decision and then choose an appropriate 

process to determine how to make that decision. Whether that process 

simply serves to create a probability for the decision to be correct or to 

reduce uncertainly about the outcome, the starting place is always to 

define the problem in hand. Hubbard (2014) also states that, as part of 

any decision, a process should be used to calculate that the value of the 

decision must be worth the cost of the decision process.  This approach is 

in contrast with the Kirkpatrick framework that can only address the 

problems it was created to address, not the wider range of decisions that 

a practitioner may seek to solve. However, as Boudreau (1991) cautions, 

Decision Theory can be corrupted by decision bias and persuasion theory, 

with evaluation outputs incorrectly positioned to suit the needs of the 

reporting party.  

 

However, Griffin’s (2011) contention is that low ‘organisational operation’ 

of evaluation is the primary negative factor in this confusion and that, as 

this is really only an emergent field, that ‘the lack of a body of knowledge 

or professional journal illustrates the inherent confusion in approaches’.  

Aguinis and Kraiger, (2009) also point out the lack of meta-research into 

new evaluation measures and that differences in approaches are 

compounded by the ‘disparate range of academic disciplines’.  For the 

practitioner, the variety of perspectives, approaches, stakeholders and 

academic perspectives, allied with a lower level of attention and 

competence within evaluation practice itself, appears to generate a level 

of complexity and difficulty that leads to the confusion about what 

evaluation is, what it is for, and how it should work. An earlier assertion 

that problems in evaluation may hide whether the process of training 

works or not appears to be a distinct possibility. 

 
 
2.4.2 Conclusion 

This section aims to illustrate that L&D evaluation exists within a range of 

complex priorities and interests. The challenge for the L&D practitioner is 

to be able to deliver the various learning needs of stakeholders, as well 

as to be able to become more proficient in evaluating the returns within 
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each of the stakeholder groups.  As the demand and investment in 

training and development appears to remain important at a macro level, 

the people within the L&D function are becoming increasingly busy and 

may become reluctant to carry out activities that they may consider to be 

less important. Also, the apparent lack of a simple solution, other than 

the Kirkpatrick framework, may limit the desire and opportunity to invest 

in an area of training practice that also requires specialist skills and 

processes.  

 

The literature review will now consider the prevailing ‘paradigm’ and 

other evaluation solutions, along with some consideration of the ability of 

a practitioner to be able to operate a new approach within this complex 

context. 

 
 
2.5 Section 2 — The Kirkpatrick Four Level Framework  

According to Sutton (2006), in 1954 Donald Kirkpatrick created, as part 

of a PhD dissertation, his idea of a four level causality chain, which linked 

training to organisational impact. The framework arrived in the wider 

learning literature later in that decade, particularly with a series of four 

published articles in the American training trade press. The concept 

spread by word of mouth and through a wide range of L&D literature, to 

effectively to become a paradigm. It is difficult in 2016 to find learning 

texts that do not cite Kirkpatrick as the main approach to evaluation and 

this often includes social research methods for academics, for example, 

Gray (2009).  

 

Similar to the idea of a ‘Hoover’ being an archetypal carpet cleaner, the 

‘Kirkpatrick’ model has become what evaluation means to many L&D 

practitioners. Commentary on practitioner forums such as LinkedIn or 

within the CIPD discuss how to ‘do Kirkpatrick’, as opposed to how to ‘do 

evaluation’. The irony is that few really understand what the idea was, is, 

and was meant to be and what it has become. Let it suffice to say that 

this one idea has both driven and, arguably, blocked further approaches 

to evaluation to the present day. 
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Whilst the limitations of the Kirkpatrick levels are many and frequently 

recognised Aguinis and Kraiger (2009) argue that, even though the 

approach is not scientifically based, the level of vested interests will make 

any shift away from the Kirkpatrick idea difficult and onerous. 

 

The fundamental idea of the Kirkpatrick framework is that it contains 4 

levels that, when proven, can be said to have created a robust 

evaluation, although Donald Kirkpatrick later said in 1994, that this idea 

was not part of the original aim…nor was it intended to become a form of 

workplace evaluation – even though it is used as such. 

 

The levels are as follows: 

 
Level 1:  
Reaction 

How the learners reacted to the training messages, 
environment etc. (Measured by post-course questions – 
often referred to as ‘happy sheets’ or, more recently, as 
‘Smile Sheets’) 

Level 2:  
Learning 

The increase in knowledge capability (measured by testing) 

Level 3:  
Behaviour 

Level of change (measured back in the workplace – though 
‘how to do this’ is never specified). Later papers (1997) 
suggest the use of control groups 

Level 4:  
Results   

This stage links together the effect of the training on results 
(again, ‘how’ to do this is not specified – though control 
groups are suggested in later papers (1978)  

 
In conversations with practitioners they will often quote “we do level 1 & 

2 but levels 3 & 4 are such a challenge”, as if they are attempting to 

deliver a process. Usually conceptually deployed in this way, the first two 

levels are the most straightforward and within the grasp of the L&D 

function, so completed most regularly. Levels 3 & 4 are more akin to 

formal summative evaluation and therefore more difficult so often 

ignored. Cheng and Hampson (2008) argue that this lack of regular 

execution of the whole framework leads to a lack of understanding about 

the most difficult levels. Bramley and Kitson (1994) also argue that the 

overall lack of data and case studies means there is not enough 

cumulative evidence in benefitting from these last two levels. In the 1999 

– 2003 ASTD Benchmarking Service, the figures show that, whilst around 
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80 per cent of organisations conducted Level 1 assessment, this 

percentage fell rapidly as the Kirkpatrick levels progressed and, on 

average, only about 8 per cent of all training organisations who 

subscribed to the ASTD benchmarking service made any attempt to 

ascertain performance or results-based evidence at Level 4. 

 

Bates (2004) summarised a range of concerns with the framework and is 

supported by Guerci et al. (2010), who stress that the lack of contextual 

information means any data collected will be over simplified. Also that 

the causal links between each of the levels imply that progress to the top 

levels is affected by a lack of progress lower down. However, Alliger and 

Janack (1989) doubt whether this causality was ever the intention behind 

the framework and criticise the operators of the framework in 

abbreviating it in that way.  

 

Two more recent thinkers also tend to dismiss the paradigm in its 

entirety. Holton (1996) is particularly critical, judging the framework as a 

‘taxonomy of outcomes’ rather than a framework – more ‘a mode of 

thinking about evaluation rather than a method or approach’. He states 

that the framework also ignores a wide range of problems, in particular 

that it implies that performance during training is a prediction of post-

training performance or that satisfaction translates into learning, and 

disputes that this is actually the case. Holton (1989) also suggests that 

each of the levels are strategies in themselves, rather than an overall 

process, and Kearns (2005) stresses that any approach to evaluation that 

does not have a means of establishing relevant baseline of competence 

(etc.) cannot be fit for purpose. 

 

Plant et al. (1992) present the evidence from a questionnaire completed 

by 600 organisations (each with a workforce greater than 500 people), in 

which none was able to prove any Level 4 financial benefit, neither did 

they have a systematic approach to Levels 2 & 3. Plant et al. (1992) 

stresses that the need at Level 4 is to concentrate evaluation on work 

skills through the development of work skill taxonomies. In addition, they 

suggest replacing Level 1 with a more useful reflection process using, for 
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example, Kelly’s repertory grid process. Fitz-enz (1988) also agrees with 

this approach and created tool-kits to work around the limitations of the 

approach, whilst maintaining the integrity of the Kirkpatrick framework. 

This reflects a trend of building on the framework in order to ‘fix it’. 

Sutton (2006) highlights the work of the ASTD benchmarking reports to 

support his view that “the most widely accepted and used framework for 

training evaluation consistently fails to produce the very evidence that it 

purports is essential to demonstrate, namely, value” 

 

As well as challenges to the whole framework, there are also challenges 

identified with each stage. Darby (2006) suggests that Level 1 is 

negatively affected by peer pressure, or the position of the evaluation 

process in the training day (usually at the end – just as people are 

attempting to leave). Hamblin (1974) and Bramley and Kitson (1994) 

also maintain there is too great a focus on happiness or satisfaction, 

leading to the creation of the ‘Smile Sheets’ approach. Dixon (1990) also 

stresses that a ‘reaction’ approach does little more than measure 

‘enjoyment’ and often negates the focus of the training. Hall (2003) goes 

further and stresses that Level 1 is no more than a means to capture 

feelings and agree with Noe (1986) that there is no significant correlation 

between learning and delegate satisfaction and that the framework 

should not imply that there is. 

 

The assessment of learning in Level 2 can be problematic. Kraiger et al. 

(1993) challenge the use of the same assessment tools being used to 

measure skills and facts without differentiation. Airasian & Miranda 

(2002) suggest that a revised Bloom’s Taxonomy should be used to 

enable this. Lee (2007), also suggested a fix to the quality of learning 

objectives stating that a lack in this area fails to build on the recent work 

in defining ‘learning factors’ utilising: Constructivism, Underhill (2006); 

Metacognition, Foster et al. (2003), and self regulated learning Boekaerts 

(1993). These learning factors must be used in any debate about the 

establishment of knowledge gain, and would give greater legitimacy to 

the Level.  Because of the work in the development of competency 

frameworks, this could be a useful point – however few competency 
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frameworks have received much rigorous academic scrutiny to see 

whether they actually deliver value. Kirkpatrick (1977) himself stressed 

the need to move away from self-referenced reports and move to a move 

‘proof based’ approach using control groups etc., to check that the 

training had actually generated the shift in learning. 

 

In Level 3, Kirkpatrick (1979) also suggested that the best way to 

measure behaviour was to be as pragmatic as possible….“Let’s shoot for 

proof but be satisfied with evidence. In most cases, our superiors would 

be more than satisfied with evidence, particularly in terms of behavior or 

results”. In many ways this level has proved to be the most problematical 

in terms of a practical measure, until the work of Cascio and Boudreau 

(1993, 2002) linked behaviour with Utility Theory. 

 

James and Roffe (2000) state issues with the legitimacy of Levels 3 and 

4, as they maintain there are too many variables (from personal 

motivation to culture), to be able to use this approach to attribute impact 

to the training. Tyson and Ward (2004) agree with this thinking and 

interestingly, since the death of Donald Kirkpatrick, his company has 

begun to rebrand the framework – moving to the descriptive term ‘Return 

on Expectation’, and adding in a base-lining stage; more akin to the work 

of Paul Kearns. However, James and Roffe (2000) have reported that 

summative survey-based satisfaction measures, which are, easily the 

most common method this part of the process of evaluation, do not 

correlate strongly with learning or the transfer of learned skills to the job 

(Brown (2005).  

 

One of the challenges for the evaluator is the use of Learning 

Management Systems by the L&D function. Within each of these systems 

is embedded the process they have determined is best for evaluation. Of 

the over twenty LMS platforms identified in the 2016 white paper, 17 use 

the Kirkpatrick framework as their starting point. CIPD (2014) & Training 

Solutions (2016). The problem with this approach is that evaluation 

becomes a method to prove a reduced cost within the wider L&D budget; 

a point used to market and sell the LMS offering.  
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2.5.1 Conclusion 

It is an interesting reflection that, once a paradigm, meme or example of 

the Lindy effect appears, even the protestations of the author or 

originator regarding it’s use and purpose are ignored in the rush to build 

a justification for its use. So much criticism has been aimed at the 

framework over the course of years, yet still people recommend its use 

on forums, user groups and other social media for students and 

practicioners of evaluation. 

 

One has to believe that, perhaps, vested interests are keeping the 

framework in place – that the name recognition and association with the 

concept keep it ‘alive’. It took over forty years before the term ‘Hoover’ 

was partially replaced with that of ‘Dyson’ – perhaps it is the nature of 

change that we will be dealing with the concept for a long time to come. 

Meanwhile, until that happens, how many L&D practitioners will continue 

to struggle to ‘do Kirkpatrick’ rather than to begin to ‘do evaluation’. 

 
 
2.6 Section 3 — Training Evaluation — The Field of Study 

As identified earlier, this phase is built on ‘trawling’ through a wide of 

literature to attempt to create a different insight from this review. In 

initially structuring the next stage of this chapter the ideas and 

frameworks discussed represent a range and cross section in three key 

areas: 

 
1 Those who have adapted, or built upon the Kirkpatrick levels 
2 Those who have moved outside the levels to create a different 

approach 
3 Those who have innovated to begin to think differently about 

evaluation 

 
Often, in literature reviews, selecting examples of the most prominent or 

widely referenced or cited authors is the method to discover the key 

ideas or themes. In attempting to remain effective and focused, whilst 

examining a wide body of literature to surface enlightenment, the 
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decision was taken to group the different ‘modes’ of evaluation thinkers. 

This was intended to create a ‘logic’ for the research as well as an aim 

that some fresh meanings may surface from taking this approach.  As a 

starting point, the ideas of Landers and Callan (2012) helped to define 

potential groups as they proposed that there are three models of training 

evaluation: 

 
Process models These focus on the training design linking within the 

L&D process, such as learning objectives 
Hierarchical models These link together interrelated measurement 

outcomes such as competence etc. 
Meditational models These propose a causal effect between training and 

the organisation 
 
Easterby Smith (1986) has also ascribed three elements to robust 

research and evaluation, namely, scientific, systems and naturalistic 

approaches and I decided to mesh the two concepts together to create a 

framework against which to evaluate and consider the role and impact of 

the various frameworks, tools and methods proposed and discussed in 

this review. The resultant framework is as follows: 

 
Process 
Focus School 

Where the primary focus is a process or systems approach 
to create an evaluation framework focused on generating 
process steps to create desired outcomes. 

Measurement 
Focus School 

Where the primary focus is to drive evaluation through the 
creation of new metrics or methods of measurement  

Outcomes 
Focus School  

Where the primary focus is the naturalistic and 
meditational generation of outcomes, within the wider 
societal or organisational context. Arguably, this approach 
links most closely with Decision Theory and may span, 
include or utilise elements of the two previous ’Schools’. 

 
Within each of the sections will appear those frameworks that have built 

upon the Kirkpatrick approach, as well as those that owe their creation to 

a different source. Whilst a framework or evaluation concept may belong 

to a specific ‘School’, and some may well cross the boundaries, the 

motive in using this approach is to conjecture that a created grouping of 

concepts and themes may allow the opportunity of meaning to emerge, 

which could add value to the research project, as well as wider practice. 
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2.6.1 Group 1 — The Process Focus ‘School’ 

Within the grouping I have proposed, Kirkpatrick’s ‘levels’ were, 

arguably, the first example of the process approach. In fact it is the idea 

that the levels allow the perception of a process to be created may be its 

strength. What was missing, however, was a method of making the 

framework more robust and, whilst some thinkers in the field built an 

approach to merge the framework with measurement tool-kits 

particularly Phillips (1990), few successful examples were created. 

 

The sheer number of scholars and practitioners that have remained 

within the paradigm is impressive and may reflect the belief at that time 

that the actual Kirkpatrick concept was worthy of development, perhaps 

because of its ability to appear as a process. Hence there is a constant 

development intended to ‘fix’ or ‘improve’ the framework. Whether these 

were consciously developed to add value to the Kirkpatrick idea is 

unknown in most cases; however, many refer to him and use his 

framework as a reference point for their own ideas and work.  

 

It may also be useful to remember the various innovations in the 

workplace that will have contextually created different external ‘pushes 

and pulls’ upon thinkers in the evaluation field. These innovations 

particularly relate to the field of process optimisation, and include: 

 

• The rise of Total Quality Management and Supply Chain 

Optimisation 

• The development of Checkland’s Soft Systems Methodology 

utilising Transaction Cost Economics from Coase (1937)  

• Six Sigma, Kaisen and LEAN tools 

• The rise and rise of the Balanced Scorecard Kaplan and Norton 

(1992), and their ubiquitous strategy maps 

• Significant technological progress, including the rise of the 

Internet, Smartphones and Digital Media 
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Within the context of increasing change and technological advances in all 

areas of L&D, the evaluation field responded with a range of process-

focused frameworks and tool-kits.  

 

The CIRO framework Warr et al. (1970) consisted of levels, including 

Context, Input, Reaction and Outcome and had much in common with 

Kirkpatrick, in starting with the idea of levels. The idea of the framework 

was to situate the learning outcomes more closely to organisational 

requirements; although as Schmalenbach (2005) points out, “there is a 

lack of detail and prescription in how to undertake any of these four main 

elements”. Although Passmore (2012) suggests that no internal metrics 

are created, the CIRO framework does share with Kirkpatrick the idea of 

utilising internal experts to validate the findings and create benchmarks. 

 

The idea of internal experts to create answers is a frequently repeated 

theme and does raise a number of questions. For example: who are the 

experts? In what is their expertise?  According to Warr et al. (1970), the 

answers at that time were no more than ways to spread the 

accountability for decisions, as most practitioners were working within 

the same paradigm. 

 

The Stufflebeam CIPP model (1983) (Context, Input, Process, Product) 

arguably positioned as a ‘systems model’, sought to add value to the 

initial stages of the evaluation process, by improving the needs 

identification process. In defining a context in which the training was to 

operate, this created a method from which the internal logic of the 

framework could be used to evidence the training and learning. However, 

as Schmalenbach (2005) points out the fact that the Context stage points 

to a training solution that the model is somewhat biased in its approach. 

 

Also, utilising control groups to drive the measurement of the outcomes 

restricts the concept in terms of ease of use and Bennett (1997), deemed 

that both the CIRO and CIPP frameworks are overly abstract and hard to 

implement in practice. Schmalenbach (2005) also identifies that the 

number of control groups and the elapsed time needed to make this large 
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scale process in evaluation effective, can be overwhelming. The idea of 

using control groups is also supported by Rae (1983) but with caveats, as 

his observes that social control groups do little actually to control the 

subjectivity of the result.  

 

Scriven’s (1996) Outcomes Focus process takes a contrary approach to 

the above, as it sets aside any specific process to suggest the novel 

approach where any process “requires an external evaluator who is 

unaware of the learning programmes stated goals and objectives to 

determine the value and worth of that programme based on the 

outcomes or effects and the quality of those effects”.  This is an 

attractive idea for an external evaluator, but is vulnerable to the idea of 

bias and Schmalenbach (2005) contends that the principal idea does not 

lend itself to any metrics or tools of its own. Whilst the idea of bias and 

evaluator briefing may be difficult, it is arguably less problematical than 

relying on an internal verifier and the use of control groups. 

 

Stokking (1988) proposed a process that blended together the Kirkpatrick 

levels with four additional perspectives or process steps. These include: 

customer satisfaction and societal contribution; linking in L&D needs 

assessment and planning; identified results and consequences, and 

availability and quality of resources. However, as Kaufman and Keller 

(1994) point out, there is too great an emphasis on the Kirkpatrick 

framework supplying the data to fuel the additional levels identified by 

Stokking and that, as Watkins et al. (1998) suggest, training alone will 

(or may) not achieve those outcomes, as the logic is corrupted by the 

tool-kit. 

 

Brinkerhoff (1989) added extra levels to the Kirkpatrick paradigm, to 

consider formative and pre-learning aspects of evaluation. He then 

developed the idea of adding goal-setting processes to the design aspect, 

to ensure that there was an underlying sense of direction in the shape of 

the delivered learning.  Whilst Holton and Naquin (2005) criticise the 

framework for being both formative and summative in nature, pointing 

out this is difficult to operate in practice, this framework is arguably the 
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first to set robust aspirations at the beginning of the design phase.  The 

discussion about the nature of formative and summative evaluation really 

begins at this point in learning evaluation. Each has its proponents but 

those, including Brinkerhoff (1989), restrict their formative processes to 

a better understanding of learning objectives and some definition of 

stakeholder needs. 

 

In considering different types of organisation, the assumption would be 

that the different drivers, contexts and stakeholder requirements would 

require a different form of evaluation, however, both Carpenter et al. 

(2016) (working in social work education), and Robinson et al. (2007) 

(inter-professional programmes), have heavily leant upon Kirkpatrick for 

their inspiration, producing very similar, expanded frameworks. Robinson 

however does stress the need to blend both formative and summative 

approaches; however, there is no tool-kit to help people deal with the 

process and this reinforces the view of Carpenter et al. (2016), that the 

whole idea remains ‘somewhat mysterious’. 

 

Robinson et al Carpenter et al 
  
Level 1 Reaction evaluation Level 1 Reaction  
Level 2 Learning evaluation - 
quality assurance index 

Level 2a Modification of 
attitude/perception 

Level 3 (Type A) Behaviour or skill 
application evaluation 

Level 2b Acquisition of 
knowledge/skills 

Level 3 (Type B) Evaluation of 
non-observable results 

Level 3 Change in behaviour 

Level 4 Bottom fine impact Level 4a Change in organisational 
practice 

 Level 4b Benefits to service users 
 

Whilst both are building on the Kirkpatrick framework and attempting to 

expand it, there is really no actual difference other than to situate it in 

their context through the use of appropriate language. 

 

A number of other ideas are worthy of comment, Although most of them 

also simply build or adapt the Kirkpatrick model or attempt to use a 
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process approach to adapt the framework in itself. However, each 

incrementally adds to the body of knowledge within the paradigm and it 

at least helps those seeking genuinely to create something new to situate 

their concepts within proven methods. 

 

Kearns (2005) added the idea of the baseline to all evaluation 

frameworks. Building on the TQM movement and Deming, the idea of 

training without a statistical starting evidence base became for him a 

point of criticism for many evaluation approaches. In this way, concepts 

such as the Bushnell (1990) IPO model (Inputs, Process, Outputs) lost 

validity as Robertson (2004) pointed out its inability to isolate a specific 

measure, as did the Hamlin (2002) 5 level model (which simply added a 

single variable into the Kirkpatrick framework) and the Guskey (2002) 

model which sought to make the Kirkpatrick framework more relevant to 

a university audience and the Kaufman & Keller Model (1994) which also 

changed the taxonomy to be more relevant to a manufacturing operation.  

 

The Donovan and Townsend ‘Nine Outcomes’ (2004) attempted to help a 

L&D function organise its own process steps. The 9 outcomes consist of: 

Reaction to training; Satisfaction; Knowledge acquisition; Skills 

Improvement; Attitude shift; Behaviour change; Results; ROI; 

Psychological capital.  The interesting idea is the effect the framework 

had on corporate image as it allowed the function to build Key 

Performance Indicators (KPI’s) in each of the areas. This method expands 

the Kirkpatrick method into extra steps and can be seen as totally part of 

the paradigm. In its defence this is a trainer-practitioner process rather 

than an academic framework. 

 

Some further examples of adaptations and advances in the process 

approach include:  The Training Evaluation System from Fitz-enz (2001), 

which seeks to create a meta measurement system. Its steps are: 

Situation analysis – seeking an outcome; Intervention – training design 

and delivery; Impact – performance variables; Value – monetary worth 

on performance. This idea synergises some intriguing ideas around where 

value is created and how it is measured. Firmly part of the paradigm, this 
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is a pragmatic tool-kit for L&D people with a range of inputs and 

outcomes that help determine value. Heavily dependent on post-event 

fact finding, it is probably too reactive for the needs of today. 

 

Pulley (1994) created the Responsive Evaluation Model to move 

evaluation to a different place, by being driven around the needs of the 

recipient. Its steps included: Identify the decision makers – to 

understand their needs; Identify the information needs – to generate the 

data to influence the decision; Collect data – qualitative and quantitative; 

Translate – into meaningful information; Involve and inform. The 

beginnings of the move from data and process to wider Decision Theory 

is a fundamental part of the process and serves to create a fresh 

perspective. This idea moves away from the concept of evaluation as an 

‘answer to an unasked question’ to that more akin to decision theory and 

business intelligence. Whilst it uses the Kirkpatrick paradigm to generate 

the results it needs, it does start from a different point. 

 

The Learning Effectiveness Measure Spitzer (1984, 2005) is a key 

framework in this group as it begins to move the thinking away from a 

process driven post-event measurement to some pre-event prediction. 

Its steps are: Predictive Measurement; Formative Measurement; Baseline 

Measurement; In-process measurement; Retrospective Measurement. It 

links advances in technology, strategy mapping and consideration of 

behaviour to align people and process activities to individual 

performance. The approach is designed to turn evaluation from a 

retrospective tool into a key Decision Theory approach by rephrasing the 

question that drives evaluation to be ‘what should happen’ rather than 

‘what has happened’. A number of the concepts in my own research will 

be driven around this developing concept in behaviour and process. 
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2.6.2 Conclusion 

This group is characterised by a lack of real innovation with its primary 

focus in using process to build on the Kirkpatrick framework. Only Spitzer 

(1984) begins to use process in a more innovative way. However, there 

is now a straight line from Spitzer to Basareb (2007) and his ‘Predictive 

Evaluation’ approach in the move away from ‘after the event evaluation’ 

within the Process Focused School. The only restriction to innovation 

would be the ‘handbrake’ effect of the ‘Measurement Focus School’ that 

built its own credibility and tool-kits on the ideas of summative 

evaluation. 

 
 
2.7 Group 2 — The Measurement Focus ‘School’  

The change in the context of the market over time affected by thinkers 

outside of the practise of evaluation shown earlier, influence this ‘school’ 

as they are more driven by data, metrics and evidence. This, more 

‘scientific’ group, base their ideas more closely in the financial world and 

often, as time progresses, identify more with the concepts that ‘big data’ 

begin to offer. Some of the thinking from Human Capital Management 

and Human Cost Accounting Fitz-enz (2001) also begin to permeate the 

world of L&D. 

 

The 2014 CIPD trend report identified that financial and analytical skills 

were particularly lacking in the L&D departments. It may also help to 

understand why, if the L&D function follows these approaches, they may 

find this school of thought so difficult and time consuming. However, it 

does raise the possibility that this ‘School’ is attractive to the function 

because the factual and analytical approach may have greater legitimacy 

with the wider organisation where those skills are in greater supply.  

 

Some of the most significant scholars in this group include Flamholtz et 

al. (1969, 2003). They refined their approach of evaluating tangible and 

intangible assets into the ‘Stochastic Rewards Valuation Model’ that is 

built on the concepts within the field of Human Resource and Asset 

Accounting. The framework builds the economic value from a human 
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asset within the whole and expected ‘service life’ of an employee. The 

expected conditional value is then the expected impact from each person 

within their own projected personal ‘service life’. The concept is 

influenced by ‘economic value’, which explains the present value of 

expected future services. By establishing progression and rewards for the 

individual across their service life, the stochastic process (‘a natural 

system that operates in accordance with probabilistic laws’ Flamholtz et 

al. (2003) can be determined by considering aspects such as hierarchical 

and reward progression. 

 

In essence, this evaluation model calculates the hierarchical (succession) 

probabilities and rewards, with and without development, to establish the 

size of the uplift from learning. One criticism is that the concept only 

considers professional development qualifications and uses the finance 

community as exemplars - a function that has a more clearly defined 

career (and rewards) paths. Whether this process could work in less 

regimented functions is an area for further research. The framework is a 

triumph of the statistical notion that a strong logic allows for a 

mathematical formula to be created as proof of its own validity. For 

example, it contends that: 

ERV=ECVxP(R) (2) P(R) = 1 - P(T) (3) OCT=ECV-ERV 

Where: ERV=expected realisable value ECV = expected conditional value 
P(R) = probability of maintaining organisational membership P(T) = 
probability of turnover OCT = opportunity cost of turnover  

Whilst being guilty of layering levels of subjectivity together in the pursuit 

of a tangible outcome, the framework is significant for a number of 

reasons: 

 
• The establishment of strong logic and a link to Decision Theory  

• The causal link between development and performance 

• The creation of metrics other than ROI 

• The idea of stoachism in a social science context of evaluation – 

this should not be undervalued as the creation of tool-kits that 

understand and measure the concept can be readily found in the 
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practise of risk management and is becomes a tangible bridge 

between summative and formative evaluation 

 

However, it can be easily argued that it is too complex to be readily 

understood by a time poor and resource light practitioner base. 

 

Whilst Flamholtz (2003) discussed evaluation of learning as a by-product 

of other activities, one person has created a dynastic organisation from 

his own concept and which could still become the rival to the primacy of 

Kirkpatrick in the field. This primary, and arguably best known framework 

in this group, is the Jack Phillips framework (1991, 1996, 1997, 2002), 

which is informally known as “Kirkpatrick Level 5” in the practitioner 

base. This approach eschews the traditional process approach and starts 

out with the need to prove a Return on Investment by linking together a 

range of costs and impacts, in order to create a financial impact figure. 

Described by Fitz-enz (1994) as ‘the only evaluation approach that 

matters’, the measurement criteria operates thus: 

 

Sum of Total Benefits minus Total Costs divided by Total Costs 
and Multiplied by 100 

 

The framework highlights the need to become rigorous in the area of cost 

identification by allocating direct, indirect and opportunity costs against 

both tangible and intangible benefits. It is structurally a summative 

process but it does begin to highlight the need for some specific learning 

goals and impacts to be created as an initial aiming point. 

 

Whilst McGovern et al. (2001) are enthusiastic proponents of the 

framework in the coaching world, they state that, at its heart, are a 

series of estimates and assumptions that Passmore et al. (2012) state 

are not credible in what is meant to be a more robust, scientific 

approach. Considered by many evaluators as the ‘gold standard’ of 

financial impact evaluation, it is extremely expensive to operate. It is also 

seen as the process most likely to be replicated in other fields of social 

impact evaluation as a strong summative evaluation process. However, 
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to any financial accountant, this is no more than a simple finance 

equation applied to evaluation. 

 

The process was used by Wills et al. (1996), to establish the Return On 

Investment (’ROI’) of a longitudinal study of Action Learning MBA 

delegates where over 5000 managers were developed at a cost of around 

£3million. The managers spent approximately ten million hours in 

development across the life of the programme. A huge range of financial 

and non financial impacts were identified, leading to the claim that the 

5000 delegates triggered over £100million of impact with ROI of nearly 

half a billion pounds. Whilst the figures are large, Phillips suggests that 

the rigour in the process allows for the collection of tangible data from 

which strong and legitimate conclusions can be drawn, even when highly 

subjective, particularly when using skilled resources to generate and 

interpret the data. 

 

Burkett (2005) built on the Phillips method with some particularly useful 

examples in helping delegates ascribe value to intangible effects of 

learning. However, whilst using the process of estimations, weighting and 

confidence intervals is statistically satisfying, it does reinforce subjectivity 

– even if supported by a strong sense of logic. However, her starting 

point is to take a cost saving approach to the learning process and uses 

ROI metrics to demonstrate savings. This could be problematical as the 

approach may affect the true value of the ROI number, as the simplest 

solution to increase ROI is to reduce the cost element of the equation, 

rather than to seek enhanced value. 

 

The principal metric at the heart of the Phillips method is ROI. However, 

the phrase ‘Return on Expectations’ (ROE) has also appeared in recent 

years, based on the idea of a more thorough examination pre-course of 

the various needs and outcomes required from the programme. Anderson 

(2007) in her research for the CIPD is an enthusiastic proponent of the 

‘metric’. However, Phillips & Phillips (2011) are very clear that this is a 

term that generates confusion, adds little value and is ‘no more than a 

means of describing of Kirkpatrick Level 1’. The Kirkpatrick foundation in 
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their current marketing literature also agree with this description even 

though they have rebadged the Four Levels as a ROE process.  

 

The debate whether ROI is the correct measure at all for the 

measurement of human endeavour rages across L&D, Luthans et al 

(2006), Phillips (2007), Fitz-enz (2001), Kirkpatrick (1994); without 

arriving to a conclusion. Kearns and Po (2012) posit that any 

measurement of ‘soft-skills’ attempting to generate ROI is intrusive and 

can actually destroy the intended value of a programme. Goldsmith and 

Sarno (2009) also produce a list of ten reasons why ROI is a poor 

measure for training with the most salient reasons being:  

 

• the lack of meaning over time 

• the over focus on cost 

• the subjectivity of data collection and misattribution 

• the under-reporting of risk and opportunity 

• not addressing the variables that matter or that are valued 

 

Botchkarev and Andru (2011) have determined that ROI is less useful as 

a concept in practice than in theory. This is partly, as they contend, 

because L&D practitioners often use the terminology without actually 

understanding what ROI is or how to conduct a ROI analysis. They 

conclude that ROI was originally designed in finance and meant to be a 

one-time measure of a capital project and training is not that type of 

process. They also conclude that ROI can overly focus the L&D function 

on short-term returns at the expense of strategic KPIs. They conclude 

that: stretching to improve ROI is sub-optimal in terms of the firm's goals 

(profitability, cash flow or shareholder value) and will typically cause 

expenditure to be lower than the firm may want it to be. 

 

However, the findings earlier in this review show that the L&D function 

operates within the Kirkpatrick paradigm and this approach is, in effect, 

Level 5, so ROI (however interpreted) continues to have primacy in the 

metrics field, even if only in the language. Seen as an adjunct to the 

Kirkpatrick paradigm, it is seen as evidence and gains legitimacy by 
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having become so associated with the core paradigm, through a process 

of mutual reinforcement. 

 

If Kirkpatrick (ROE) and Phillips (ROI) represent the primary school of 

thought in evaluation metrics, then the work of Cascio and Boudreau 

(2011) has formulated and influenced significant number of the 

‘alternative thinkers’ by providing concepts and tool-kits based on 

alternative evaluation metrics as their world-view is firmly rooted within 

the field of Utility Theory. Utility Theory had existed as a concept for 

many years, for example in decision-based utility models, arguably 

originating in the work of Brogden (1949) and Cronbach & Gleser (1965). 

Arguably, Utility Theory had been a solution looking for a problem until 

seized upon by the Human Capital School who adopted it to use as the 

basis of measurement for showing the impact of ‘people on the bottom 

line’, as well as the HR and L&D processes that drove those results. 

Inevitably, it began to be used within the evaluation sphere as well. 

 

Cascio (1976) and Boudreau (1983) proposed that Utility Theory and 

Capital Budgeting Theory be integrated in order to create an 

understandable tool-kit to generate financial returns from development. 

Those ‘easily understood’ tools included payback, break even analysis, 

decision trees, sensitivity analysis, discounted cashflows etc. They 

positioned the concepts as a summative process which then had 

inadvertently added value to two other concepts: the Phillips method by 

linking robust financial measures to ROI as well as increasing the 

potential legitimacy of formative evaluation by linking the it to robust 

financial modelling methods. 

 

In addition to this, Cascio (1987) developed the idea of Meta-analysis to 

be able to determine standard deviations using large data to help show 

gained outcomes. These were initially applied to selection methods as 

reported by Schmidt et al (1982) and later for more training interventions 

as shown by Guzzo, Jette & Katzell (1985) and Cascio (1985). Cascio 

grasped that this estimating process could be used to predict potential 

returns but had insufficient data or computing power to be able to 
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operate a robust process. This idea of being able to calculate the financial 

benefit of a standard deviation would seed an idea for evaluation as they 

developed new Utility Theory constructs and tool-kits. 

 

Developments in the concept of Utility Theory continued to attract 

attention in evaluation due to the work of (for example), Weinrich 

(2001), who defines multivariate utility analysis as having three 

elements: 

 

• Group utility - inspired by utilitarian moral theory 

• Intrinsic utility - inspired by value theory which depends on goals 

• Expected Utility - inspired by probability theory and goals 

 

In this way a utility can be positive or negative and the utility can be 

divided by the probability to show efficiency and the value of the impact 

of the utility. This allows for the potential of further research within the 

HR and L&D fields to build tool-kits as Weinrich (2001) states that the 

ability to build ‘value’ around positive and negative utility can be applied 

to a range of ‘soft’ or intangible methods. 

 

However, there are many critics of the whole idea of Utility Theory and 

the linkages between the theories and the tool-kits. Latham and Whyte 

(1994) built their research on the ideas of Schmidt et al. (1982) who 

found that practitioners are sceptical of forecasts from utility analysis, 

primarily because of the difficulty of creating credible dollar attributions 

from standard deviations in behaviour. In their sample of 143 Managers, 

Latham and Whyte (1994) found robust statistical evidence of 

performance improvement but that the results were not trusted because 

of the implied simplicity and overstatement of performance gains relative 

to the intuition of the management group. In fact, managers trusted the 

results less because of the use of Utility Theory. This result was further 

reinforced by Whyte and Latham (1997) when the experiment was 

repeated and an expert in Utility Theory attempted (and failed) to build 

increased credibility with the research base. 
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One of the features of Utility Theory and the associated analytic toolset is 

their simplicity and this has bred problems in the research base. Sturman 

(2000) found that the overly simplistic nature of Utility analysis did not 

take into account programme specific factors and thus the outputs lost 

validity even though Cabrera and Cabrera (1999) see a more strategic 

use of Utility Theory when integrated with the Balanced Scorecard 

concepts of Kaplan and Norton (1992, 1996, 2010). It is also worth 

reflecting that Mintzberg (1975) suggested that managers pursue a 

project on the basis of who supports it rather than on the basis of project 

quality and that Utility Theory was less well supported by the ‘better 

known’ thinkers of the day and he conjectured that this would continue to 

affect its credibility. 

 

In 2011, Cascio and Boudreau collaborated to create their joint approach 

to HR and L&D metrics that linked many of the Utility Theory and 

financial tools together. They also demonstrated that their evaluation 

framework showed a correlation between performance uplift and 

standard deviations. This build upon their previous research where Cascio 

(1982) and Boudreau (1983) had established that training had a 

diminishing impact over time and needed to construct a metric to address 

the reduction in impact. The idea would be more fully developed by 

Baddeley (1999) in an associated field of thought, building on the 

Ebbinghaus (1885) idea of the ‘forgetting curve’. 

 

Whilst initially using a productivity indicator as a means of measurement 

behind the Human Capital theory of Engagement are now beginning to 

see Utility Theory as a unit of justification for engagement programmes. 

(This is an area being used within my own research framework to build 

an evaluation strategy and one, that causes the most consternation in 

the minds of the L&D function with whom I work). 

 

In creating tool-kits such as these, Cascio and Boudreau (2011) laid the 

foundations for a more financially robust approach to both formative and 

summative evaluation such as the TDRp (Talent Development Reporting 

Principles) developed by Robert Zeinstra in the Toyota Academy which 
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are used in Toyota as a basket of measures which can be used as part of 

a scoreboard as well as other measures such as ‘EVA’ (Economic Value 

Added) that are used in the field of Human Capital Accounting. However 

EVA does not have a foothold in evaluation at this time and can be safely 

ignored in this document. 

 

Akrofi et al. (2011) have also innovated within this group of thinkers, 

although admittedly focusing their approach on specific measures of 

executive or management development. Their work is built on the 

concept that leadership development is much more about the whole 

person than a specific role, and this can create problems for standard 

evaluation approaches. They cite the need for a move towards increased 

evidence of the following activities to demonstrate task competence of 

leaders in a rapidly evolving environment as evidenced through “informal 

activities such as coaching, Jones et al. (2007); Thach (2002); action 

learning, Seppanen-Jarvela (2005); self-development processes, Baruch 

& Hunt (2003); mentoring and other peer-related learning activities, 

Cullen et al. (2004)”.  

 

The learning development measure they have created is defined by four 

main dimensions: strategy, self-direction, experience and participation 

and builds on measures of human capacity to link those together with 

leadership competence. A high level of statistical computation unusual in 

evaluation literature is used including Confirmatory Factor Analysis and 

‘Goodness-to-fit’ concepts (as well as peer review), providing evidence of 

the robustness of this framework. Their conclusion that this type of 

development produces increased or enhanced leadership competence is 

reinforced by a comparative summative Phillips’ evaluation of leadership 

effectiveness used within the same study.   

 

Another measure that has gained increasing acceptance in L&D is the use 

of the Net Promoter Score (‘NPS’) a measure derived from the world of 

marketing as it posits a link between buyer satisfaction and intention to 

recommend or repurchase. A number of training companies (including 

‘Metrics that Matter’ one of the largest and most influential evaluation 
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software organisations) have championed the concept and it has gained 

traction because of its simplicity and application (with varying degrees of 

credibility) in other areas of the organisation. 

 

Fred Reichheld launched the NPS concept in 2003 as a marketing tool-kit, 

where customer satisfaction theory had been looking for a simple 

measure to demonstrate its validity. The irony of this position is 

highlighted when thinking about the world of evaluation! Marketers were 

quick to embrace the score that divided respondents into those who could 

be categorised quickly into ‘detractors’ and ‘promoters’.  The score could 

also be used as part of a further series of activities to build plans and 

activities for subsequent process improvement. This use reflects its 

potential use as a Decision Theory tool. The NPS concept has been 

adapted by the supporters of the ‘Word of Mouth Index’ that creates a 

more robust adaption of the NPS concept. 

 

Hanson (2011) identifies that both supporters and detractors of the idea 

argue back and forth about a range of problems including: 

 

• Its supposed links from customer satisfaction to buyer behaviour 

• Its ordinal scale and inequality of measurement 

• Its predictive validity 

• Its simplicity 

 

However, evaluators have also begun to link this measure into training, 

arguing: 

 

• A causal link between training satisfaction and post-course 

behaviour, even though this is a subject of much dispute as 

reflected in the work of Noe and Schmidt (1986) 

• A strong scale and clear outcomes 

• Its predictive validity (not proven) 

• Its simplicity 
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As a metric that has gained traction very quickly, the risk is that this 

could be a measure that L&D could embrace equally enthusiastically and 

with as little enlightenment as other metrics and frameworks. Metrics 

that Matter (on their website) have suggested that the NPS score is a 

suitable measure of Level One of Kirkpatrick. The idea of two unstoppable 

and simple ideas coming together in this way may be the quick and easy 

evaluation solution that L&D seeks, even though arguably, that 

multiplying something that doesn’t work with something else that doesn’t 

work should not equal something that does! 

 
 
2.7.1 Conclusion 

This school of thought has operated independently from the Process 

school, however, one has used the other to justify or build different 

approaches. 

 

In reality, when thinking about the time period over which this document 

spreads, from the creation of the Kirkpatrick framework (1954), then 

there is really a paucity of innovation in this area. Each new  

improvement or innovation has been under-respected unless either linked 

to a solution for the deficiencies of Kirkpatrick or operating as an ally or 

to enhance the existing paradigm.  

 

Other approaches not directly linked to Kirkpatrick risk being ignored or 

forgotten. In effect, still the most credible alternative approach is the 

‘rebadging’ of a simple financial idea (ROI). One hopes that the rise of 

‘big data’ and some of the innovations in measurement mentioned later 

in this document could provide the fuel for some further innovation in this 

area of evaluation. 

 
 
2.8 Group 3 — The Outcomes Focus ‘School’  

The idea of this section was to examine those thinkers who had created 

both measurement and process approaches or those who had used a 

more holistic starting point, rather than just having an evaluation focus. 
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Many of these approaches appear to use a conscious or unconscious 

informal Decision Theory approach to help posit and resolve questions. 

 

One of the principal concepts in this section (and one that has heavily 

influenced my own thinking), was first proposed by Kraiger, Ford, and 

Salas (1993). Building on the taxonomies of Bloom et al (1956) they 

moved away from the idea of learning as evaluated only by changes in 

verbal knowledge. They then proposed that learning outcomes would be 

based around three areas: cognitive, skill-based and affective outcomes. 

Each area was then supported by a range of constructs to help measure 

and understand both the concepts and the outputs. The evaluation 

method is then reinforced with a pre and post-process described as 

‘probed protocol analysis’. 

 
Area Protocol 
Cognitive Outcomes 3 Indicators: Verbal knowledge, Knowledge 

Organisation and Cognitive Strategies 
Process: Organise and process knowledge – build 
procedural knowledge through practice – apply to 
real life situations 

Skill-based 
outcomes 

2 Indicators: Technical and Motor skills 
Process: Replicate behaviours through copying & 
practice to become more fluid – then apply in the 
real world 

Affect-based 
Outcomes 

3 Indicators: Motivation, Self efficacy and Goal-
setting 
Process: Use with ‘compilation’ to generate change 

 
Whilst criticism exists that some of the concepts lean too heavily on 

Kraiger’s own research, Alvarez et al. (2004) found legitimacy in many of 

the core assumptions. Additonally in 2003, Patterson and Hobley 

investigated work by Ford Learning Academy using the concept and 

showed the method to be both robust and useable by practitioners, even 

in the area of ‘soft skill’ development. Possibly the most realistic criticism 

from Griffin (2011) is the nature of change and evidence that some of the 

core ideas may have been superseded by new learning about effect and 

motivation as discovered by David Rock (2008) in the field of 

Neuroleadership. 
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Whether Mayne’s (2008) idea of Contribution Analysis should sit in this 

document at all is a moot point, as it is primarily intended (or used) in 

the social impact space, rather than the evaluation of learning. However, 

it was recently used in a large NGO as an overlap into training evaluation 

and it has features that make it interesting to this body of knowledge and 

therefore worthy of a brief review as it aims at identifying causality from 

a range of variables to an output and therefore has legitimacy as a L&D 

evaluation method. 

 

The 6 steps include a definition and a tool-kit of questions to ask as an 

evaluator. These include:  

 

1 Set out the attribution problem to be addressed 

2 Develop a theory of change/logic model 

3 Populate the model with existing data & evidence 

4 Assemble and assess the ‘performance story’ 

5 Seek out additional evidence 

6 Review the performance story by repeating 3-4 until satisfied 

 
This broadly summative approach has all the weakness of other 

subjective ideas at its core but has a strong logic and is useful in Decision 

Theory to find out ‘what worked, or not’. However, whilst it has much in 

common with the ideas of Rational Evaluation, Pawson and Tilley (1997); 

it is acknowledged as being more useful in organisational cultures as it 

acts as a ‘whole system’ improvement approach using evaluation 

processes within it to make the decision process effective. The inherent 

complexity in this approach means that it is unlikely that a practitioner in 

L&D evaluation would use this framework outside of a whole system 

approach. 

 

However a more accepted and pragmatic approach is from a contributor 

to the field whose work has been previously mentioned. Brinkerhoff 

(2003) developed one of the most useful evaluation frameworks in use in 

the world of evaluation, which focuses its attention on Decision Theory 
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and continuous improvement. The Success Case Model (SCM) arguably 

owes much more to social research methods than Kirkpatrick and, whilst 

being completely summative, it aims to use a different approach to gain 

insight from which decisions can be made. The framework uses a 

sampling method to identify the highest performing delegate to show the 

possibility for impacts from the programme. The process asks core 

questions to determine what is happening post-learning, what results are 

generated and the value of those results and how could the initiative be 

improved. 

 

Whilst Casey (2006) identifies a level of subjectivity in both the quality of 

delegate responses and the analysis of the data, the SCM is recognised 

as a valuable method for both the practice of the external and internal 

evaluator. However, one of the challenges for the concept is that it is 

rarely used on its own, being subsumed within the Phillips’ summative 

process and, as such, loses some of its ability to drive insight. 

 

Ed Holton also appears in this group with a different concept from that 

outlined earlier and shows the progression of his thinking. In 1996 he 

created a new framework involving three levels (learning, individual 

performance and organisation) broken into primary and secondary 

factors, to create outcome measures. From these, a process could be 

created to drive these outcomes. However, in 2005 he was forced to 

amend the concept as Kirwan and Birchall (2006) criticised the concept 

for its lack of feedback loops and interaction. However the concept itself 

is interesting as one of the first attempts to link evaluation and Decision 

Theory. He then refined this ‘Results model’ to separate properly the 

processes of assessment and evaluation within the new framework, 

giving clarity to evaluation outcomes including: System and financial 

outcomes; Learning knowledge and expertise outcomes; Participant and 

stakeholder outcomes. Holton’s contribution as an innovator in the 

evaluation field through a number of credible tools and approaches is 

recognised by a range of practitioner groups. 
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Little (2004) created a pragmatic starting point to examine stakeholder 

outcomes and argues that his meta framework for evaluation should be 

used to generate ROI by using best practice strategies, including: 

 

• Alignment to organisational objectives 

• Self-paced and learner focus 

• Designed to embed into the workplace 

• Granular, bite-sized chunks 

• Delivered via a multi-media approach 

 

Whilst this concept builds on the work of Geertshuis et al. (2002), this 

approach favours a specific type of learning intervention and may not suit 

the needs of learning that mostly benefits the organisation – particularly 

because of the need for speed of transfer and links to a wider goal. Also, 

the tools included consist of the usual summative processes, (interviews 

questionnaires, focus groups etc.) as well as methods particularly geared 

around e-Learning process outcomes, which does suggest the use of this 

approach more for that learning process. 

 

A more interesting meta framework is that produced by Dessinger-

Moseley (2006). The Full-Scope Evaluation Model (FSEM) blends 

formative, summative, confirmative and meta evaluation processes. This 

idea is built on and heavily influenced by the idea of ‘comparing results 

with intentions’ a key part of the methods from the work of Kaufman et 

al. (1995) in creating a rival approach to the Kirkpatrick framework.  The 

four stages of the FSEM process are built around a number of associated 

activities: 

Stage Activities 
Formative Evaluation Analysis of cause, current performance levels and 

the appropriate selection of design responses 

Summative 
Evaluation 

Reviews of reaction and competence 

Confirmative 
Evaluation 

Understanding the values of longer term impacts 
(including ROI if required), the building and 
reinforcement of learning (learning transfer) 
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Meta Evaluation Ensuring the evaluation itself is of appropriate 
quality and has appropriate insight 

 

The authors themselves acknowledge the difficulties inherent in the 

process and the need to engage the attention of the organisation for a 

long period of time to prove impact. However, the blending of the 

different processes within the framework is a genuinely interesting 

approach and one that has a great deal of potential for practitioners in 

being able immediately to grasp the concept of the clear stages of 

evaluation. However, the lack of practical tool-kits is a problem for ease 

of adoption. 

 

It is worth pausing to consider the timeline for this group as the pace of 

change and the number of ideas and concepts appearing within this 

group or ‘school of thought’ represents more imagination and innovation 

than those in the other ‘schools’.  It is also worth noting that the 

economic picture from 2007 changed considerably and the need for cost 

control and value perception became increasingly important as 

recessionary forces became encompassing and pervasive. 

 

In this context, Valerie Anderson (2007) created a new evaluation model 

as part of work conducted for the CIPD. As this is the professional body 

for the function, it is worth including an overview here. In the research 

she identified the need to view needs through a series of different lenses 

to ensure that clarity of concept and approach was created. She also 

concentrated on the needs of the management population and 

organisation rather than the needs of the learners. She developed a 

hierarchy of outcomes based on four areas of summative and formative 

evaluation that, in my view, was inspired at its time of publication: 

 

• Return On Investment – To what extent is the learning 

contributing to pre-agreed learning objectives 

• Return on Expectation – To what extent have the expectations of 

the stakeholders been met? 
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• Benchmark and Capacity measures – To what extent does the 

function operate effectively? 

• Learning function – To what extent does learning function deliver? 

 

Arguably, although being influenced by the Kaplan and Norton (2002) 

Balanced Scorecard, the ideas were interesting, however, it can be 

argued that they have failed to take hold and appear to form no part of 

the syllabus trained by the CIPD around evaluation in their current 

qualifications. 

 

Many of those academics that have criticised the work of others have 

failed to provide a convincing solution themselves. Of those, Richard 

Griffin may have done more than most to create a satisfying solution to 

the idea of an integrative approach. Griffin (2011) has generated a meta 

framework, bringing together many of the most obvious elements of 

processes, with suggested tools at each phase and has linked together 

both formative and summative elements with stakeholder needs. The 

framework is shown in Appendix 2. Whilst it does build upon the 

Kirkpatrick framework, it more closely mirrors the reality of the L&D 

operation. This work is built upon his belief that evaluation is an 

emergent field and it attempts to bring order from the various themes 

and competing ideologies. It also builds on the contention of Chiaburu 

and Lindsay (2008) that the correct learning triggers must be in place to 

drive the appropriate levels of engagement and evaluation. 

 

Griffin also stipulates that proper learning transfer must take place, as 

the application of the learning is key to make the training worth the 

investment. This can be a problem as learning transfer is often not part 

of the remit of the L&D function, being more organisationally situated in 

the role of the line manager. In fact, Burke and Hutchings (2007) identify 

a range of contingent factors to this learning transfer process and the 

way this framework gives embedding due significance may be the 

difference for its successful application by integrating those factors. 
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A more holistic approach to evaluation depends somewhat on the 

definition of stakeholder needs and Guerci and Vinate (2011, 2011) 

created a holistic set of principles based on the work of Rossi et al. 

(1999, 2004). These included the need for Efficacy, Efficiency, 

Accessibility, Image impacts, Transferability, Innovation, and Synergy 

within the evaluation process, in order to be able to create the required 

stakeholder outcomes. Whilst there are no measures or tool-kits 

proposed, their research did highlight the lack of focus on specific 

stakeholder needs, perhaps highlighting how much of L&D process exists 

outside of stakeholder awareness or relevance. 

 

Passmore (2012), noted for his criticism elsewhere, created the SOAP-M 

framework, which blends together five levels of analysis: Self, Others, 

Achievements, Potential, and Meta Analysis to give an integrated 

outcome for a programme. 

 
Each Element is linked to a range of tools to help create an integrated 

framework, thus: 

 
Element Measures etc. 
Self Individual Psychometrics such as for Emotional 

Intelligence (EI) or resilience, personality etc. 

Other Behaviour 
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Achievements Task Achievement through SMART goals – or 
target achievement 

Potential Assessments of potential – perhaps through 9 box 
succession etc. as well as individual psychometrics 

Meta Analysis Wider, organisation-wide data analysis 
 
Whilst the framework contains many of the problems that Passmore has 

criticised others for, including a lack of proper rigour in the tool-kits and 

an over-reliance of subjective internal processes, it is refreshing to see 

the linking together of more strategic measurement criteria with 

individual potential – arguably the first time this idea has been proposed. 

One of the issues is also the over-reliance on ‘weaker’ conceptual 

psychometrics – the rise of neuroscience and models of personality may 

throw doubt on some of the traditional approaches using simple factor 

analysis in the questionnaires he proposes. 

 

Learning Transfer is an associated ‘field of thought’, which overlaps with 

evaluation, as it co-exists as both the means to carry out the evaluation 

and the process to ensure that learning transfers from concept (or 

procedural knowledge), into utility (or performance) in the workplace. 

There is a huge field of research in this area but much of it comes to 

fruition in the work of Holton et al. (2000) and the development of the 

Learning Transfer System Inventory (LTSI) instrument. Holton contends 

that designing the ability to transfer is the same as designing good 

training but that the measurement and support of the learning actually 

happens at different stages, extending beyond the training room. This 

idea is also supported by ‘Spaced’ and ‘Sticky’ Learning concepts - Holton 

(1998) - which use post-course blended reinforcement of key messages. 

 

Ford et al (1998) reviewed twenty empirical papers with a blend of quasi-

experimental and experimental projects, to help ground the tools and 

techniques of applied transfer in applied research. In the end, four broad 

areas were established as being conducive to good transfer. Learner 

Readiness, Management Support, Team Engagement and Embedding 

Processes. This was further refined by Facteau et al. (2012) into support 

needed from the four parties of top management, supervisors, peers, and 



57 

subordinates, in addition to the learners themselves and, in particular, 

their pre-training motivation. Whilst Blume et al. (2012) differentiated 

transfer needs and processes between ‘closed’ (e.g. IT skills) and ‘open’ 

(e.g. leadership) types of training, they were broadly agreed that transfer 

was a key process for the focus of the L&D department, particularly in 

being able to evaluate impacts. 

 

Roullier et al. (2006) also stressed the need for an appropriate 

organisational climate to be created in order to produce required returns. 

Their study of retail franchisees indicated the correlation between more 

effective transfer and climate. Their conclusion that climate was more 

important than the volume or nature of learning within the course is a 

major factor when constructing an evaluation process. It is also 

particularly important when also considering Little’s (2014) claim that 50-

80 per cent of activities on a programme are defined as ‘scrap learning’ 

and add little to no transfer value. This approach allows learning to be 

better constructed and reduced to more important elements (learning 

points), to maintain learner motivation. 

 

This research highlights the need for a continuing dialogue between the 

Evaluation and Learning Transfer schools of thought to push forward this 

mutually beneficial creation of concepts and tool-kits. 

 

 

2.8.1 A challenge in the literature 

It was late in 2015, and some years into the development of my new 

evaluation framework (shown in the research phase later in this 

document) that, whilst in a LinkedIn group I stumbled upon Dave 

Basareb and his work ‘Predictive Evaluation’ – first published in 2011. I 

recognised an initial overlap in our ideas without having any prior sight of 

any papers or articles or any materials he had written. He proposed that 

a simple process of formative evaluation was all that was required in 

order to build a strong and believable evaluation process. He had also 

moved away from the process of ‘Reaction’ to ‘Intention’, thus mirroring 
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my own work and research. Whilst this formative approach has many 

critics, I find it hard to disagree with many of his ideas, as they so closely 

reflect my own. His process also built on the work of Guba & Lincoln 

(1981) and placed huge emphasis on collaboration and negotiation 

among all the internal stakeholders to ‘socially construct’ an approach 

and a mutually agreed set of outcomes.  

 

Within the text of the book are few academic references, however; as it 

is aimed at the practitioner, this is understandable. To this extent I have 

shown below, for the sake of clarity, the primary similarities and 

differences to clarify our approaches. 

 
Basareb Thackeray 

Creation of Training Strategy Based 
on KPIs 

Creation of Training Strategy based 
on 4 ‘value quadrants’ 
Valuation of the L&D budget 

Building of value proposition based 
on internal Delphic process 

Building of value proposition based 
on external Delphic process 

Measuring Intention as a core KPI Measuring Intention as a core KPI 
but based on the work of Anscombe 
within Action Theory 

Seeing goal theory as the key driver 
in generating impacts 

Seeing intention theory as the key 
driver in generating impacts by 
linking to Learning Transfer 

Linking behaviour to results through 
a dashboard of KPIs 

Linking process change to results 
through a dashboard of KPIs 

Return on Expectation Return on Targets 

 
Many of the key criticisms that could be levelled at the Basareb 

framework could also be aimed at my own research output. However, in 

creating a user-friendly approach and tool-kit we have both 

independently sought to deliver an evaluation solution that is as simple 

as Kirkpatrick and as robust as Brinkerhoff. Interestingly, his ideas are 

endorsed by Donald Kirkpatrick in the introduction as a legitimate way of 

calculating Return on Expectation. At this stage, there is little academic 

critique of the Basareb ideas, as they appear in the practitioner press 
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rather than in the academic literature and, whilst it is disconcerting to 

have discovered something so similar, it is an encouraging feature of 

research to have different people making similar discoveries. 

 

2.8.2 Review of Methods and Conclusions from the Evaluation 

Literature 

It is appropriate in reviewing the literature to comment on both the 

frameworks and metrics that became outputs from research as well as 

some of the methodological considerations that shaped those outcomes. 

This would help serve as a guide or assessment point for the choices in 

my own research across the life of the project. 

 

It is striking to see that the schools’ identified in this literature review 

tended to follow similar research processes within the grouping. Those in 

the Process school tended to follow a broadly inductive process carrying 

out either qualitative or quantitative research and those in the 

measurement school tended to reflect a more deductive approach and 

substantially greater use of quantitative methods and hypothesis 

building. Interestingly, the hypotheses seeking a metric or proof of the 

efficacy of a metric also used substantially more financially robust 

methods rather than simply relying on social proof. Those in the 

‘Outcomes Focus School’ unsurprisingly used a blend of inductive and 

deductive methods but with a greater use of qualitative data. 

 

Kirkpatrick (1954) in his original treatise used an inductive process in his 

PhD research using a case study approach and interviews to assess the 

levels of learning that became the foundation of his overall approach. 

Those most influenced by his research also tended to follow a similar 

approach, for example, the CIRO framework (Warr et al. 1970) was built 

on interviews and focus groups to determine the adaption of the 

framework.  

 

Interestingly, the use of control groups became more commonplace with 

the work of Stufflebeam (1983) and Stocking (1988). The use of 
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comparative data using a large sample of respondents allowed them to 

propose amendments to the Kirkpatrick framework. Criticism of the 

method was presented by Rae (1983) and Bennet (1997) although their 

objection was as much about the use of Kirkpatrick as a starting point as 

the use of control groups per se. Scriven (1996) represented an 

interesting conjectural sub theme through a more innovative 

methodology by utilising a thought experiment to propose his idea. This 

builds on many of the ideas being presented within Kaisen and Total 

Quality Management that had also shown the need for third party 

validation of results from an independent idea generator and evaluator, 

preferring to separate the various parts of the process. 

 

Kearns (2005) also used the methodological toolkits espoused by the 

management processes in Total Quality Management rather than those of 

social research. He preferred to use a highly statistical approach, 

reviewing the actual evaluation process and improving the process 

through a statistical deviance review. Other practitioners also used a 

more conjectural and statistical approach including Donovan and 

Townsend (2004) to create their framework. The move away from a more 

traditional social research method was aided in part by the advances in 

computing power, that helped to statistically model the changes in 

process rather than relying on more traditional research methods.  

The Measurement focus school were broadly able to use a more 

deductive research approach as they were testing the usefulness of the 

application of the metric rather than surfacing meaning. Phillips (1982) 

was at the forefront of this move applying a standard financial metric to 

evaluation. His initial deductive approaches built on case studies of 

existing research to create outcome in the use of the metric. Phillips 

continued with this approach over another three iterations of this method 

(196, 1995, 1996) to collect a huge range of data from evaluation 

projects completed with clients and through continuing deductive 

academic research. He was arguably well placed to use the approach of 

the Law of Large Numbers which is the bedrock of the approach is this 

paper. 
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The financial metric of ROI is often derived from statistical review of 

learning outcomes collected through summative evaluation. Wills et al 

(1996), Fit-enz (2000) and Burkett, (2005) all were proponents of this 

approach and built on the Philips hypothesis to further refine the use of 

the metric as being useful. The use of Case Study is particularly striking 

throughout this group with little or no use of action research. Kearns and 

Po (2012) comment that this is because the nature of statistical, 

qualitative data collection and analysis and the need for a suitably robust 

contextual framework. 

 

This methodological approach of analyzing data from Case Studies using 

summative data collection and deductive analyses was used by Cascio 

(1976) and Boudreau (1983) when they were proposing and testing the 

initial concepts of the use of Utility Theory as an evaluation metric to rival 

ROI. Whilst the methodological stance was similar to Phillips and others 

in the field, the lack of very large data sets and the computing power 

needed to analyse them led to the dismissal of both the statistical 

analysis and their conclusions. Latham and White (1994) were 

instrumental in the initial demise of Utility Theory because of their simple 

argument (published in the trade press) against having used a small 

sample deductive review of opinions from interviews. It is interesting how 

in this area of robust financials, that a qualitative approach was able to 

scupper the fresh idea proposed by a more robust deductive method 

simply because the prevailing paradigm was being reinforced by the work 

of Phillips. 

 

The rise of NPS as a credible measure has been the subject of intense 

scrutiny in the Marketing press with a range of research processes both 

generating approbation and disapproval. A simple deductive 

measurement is used in summative evaluation of L&D programmes but 

Hansen (2011) in his qualitative work in validating the use of NPS in 

training evaluation is still dubious of its applicability in this field of 

practice. 

 



62 

The final, more holistic school of thought, blended and built upon a range 

of methods but often deployed Case Studies as a means of collecting 

both qualitative and quantitative data around which they surfaced 

meaning or proved hypotheses.  Brinkerhoff,  (1989 and 203) with a 

background in social research initially focused on the traditional inductive 

approach, but later moved to an overt deductive process when validating 

the hypothesis behind the Success Case Method (SCM).  His ability to 

operate the SCM across a range of case study clients allowed a strong 

statistical justification for the use of the method. 

 

Holton and the Learning Transfer method operated both Action Learning 

and Case studies to assess the efficacy of both transfer of learning and 

the Meta evaluation data that was surfaced. In over twenty five projects 

over half of them were able to roll through at least four iterations of data 

collection to allow for proof of concept as well as to satisfy some of the 

conditions required by action research. The requirement to be embedded 

long enough within a corporate environment does mitigate against the 

use of Action Learning as pointed out by Kraiger et al (1993) and often 

results in the use of Case Study to generate results that are both 

‘relevant and pragmatic’. 

 

Griffin (2011) along with Dessinger-Mosely (2006) built phases of 

research methods upon each other as they blended independently 

operated projects into a more complex framework. This ability to blend 

together a range of psychological, social and statistical methods allowed 

for a more holistic output from their research.  

 

Ford and Weissbein (1997) adopted a Meta approach to develop their 

framework based on a range of empirical papers from the wider 

literature. This work became an integral part of the Learning Transfer 

approach and added value to the more traditional approach operated by 

Holton outlined earlier. 

 

A subject such as evaluation that is itself part of a social research 

movement is often constrained by the paradigm and assumptions that 
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surround it. Kirkpatrick and Phillips have contrasting approaches but, 

taken together, offer a credible and robust approach. The work of the 

Utility Theorists may have been rejected because of their decisions to 

separate themselves from the prevailing paradigm but Spitzer (1992) and 

many of the other Metric ’school’ were able to gain traction within the 

field of practice without that requirement. 

 

What is clear from the research is that, as evaluation is situated within an 

internal organizational process then the use of a Case Study is an 

effective and pragmatic means to begin to find, collect, organise and 

analyse data. 

 

The enthusiasm I have in the range of ideas and innovative processes in 

this group is reinforced by the fact that some of these approaches are in 

place in some organisations despite their relatively late development. 

Kraiger (1993) is seen as a legitimate force in the area and has 

transformed thinking in summative evaluation. Brinkerhoff and the 

Success Case Method is regularly discussed in forums and implemented 

widely by evaluators. 

 

Griffin (2011) has some interesting ideas, but disappointingly appears to 

have moved his area of research away into the world of coaching. 

Perhaps this reflects the biggest challenge that, in order to develop a 

commercially viable practice, few people ‘make it’ in evaluation, other 

than those who continue to champion or propagate the core paradigm. 

 

Given the nature of L&D and its ability to engage with the latest ideas in 

learning, it is by nature depressing that evaluation seems still to be so 

low down the list of priorities. The only glimmer of light, perhaps, is the 

moves and processes within Learning Transfer. The LTSI (Learning 

Transfer process evaluation tool-kit) actually measures impacts using 

Utility Theory, a key evaluation idea, but it is positioned as a learning 

transfer tool.  In reflecting on the approaches above, it becomes 

apparent to me that a number of them appear to have driven the 

thinking in the field: 
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• Thinking about evaluation as a process (or hierarchy) in itself with 

‘tool-kits’ to make it work 

• Thinking about evaluation as a collection of measurements 

(supported by tool-kits; both shared with, or separated from, the 

process approach) 

• Thinking about evaluation as part of a Decision Theory approach 

• Thinking about evaluation as an outcomes reporting method, 

again with tool-kits to support this and shared with the areas 

above 

 

One of the issues is that unpicking the differences between each of these 

overlapping and competing ideologies is still a challenge for the L&D 

practitioner. In building new approaches or spawning imitators, the ability 

to create a simple, new paradigm has, therefore, been sabotaged at the 

most basic level from being articulated as something which is as 

‘practical’ and ‘straightforward’ as Kirkpatrick – even though Kirkpatrick 

‘doesn’t work'. 

 

In short – the prevailing paradigm has driven practitioners and thinkers 

into ever more convoluted approaches to attempt to make it work. There 

is no doubt that the Kirkpatrick idea is simple – in fact its longevity and 

‘stickiness’ has been in this very perceived simplicity. In order to move or 

remove it, I would contend that a similarly simple idea needs to replace it 

at its core in order to change the paradigm. However, attempting to 

apply such certainty to what is, a fuzzy process (learning & impact), and 

which should be recognised as such, is a challenge for all evaluators who 

subscribe to such a simplistic approach. 

 

In order to attempt to achieve this, a wide range of subjects were 

skimmed for suitability to rethink the paradigm and the most pertinent 

were selected for a deeper examination.  

 

At the beginning of this literature review, I posed a number of questions 

that the current Kirkpatrick (1954) framework failed to answer. They are 
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included again with some answers drawn from the conclusions from this 

assessment of the literature: 

 
Question Suggested Answer 
Why is the framework 
problematic to implement? 

Because it simply does not work in the 
way it is desired to work in the modern 
world without a tool-kit to operate it 

Why are the results not trusted 
or valued? 

Because the L&D function recognises 
the nature of subjectivity without the 
analytical skills to build or understand 
an answer other than to turn to other 
metrics 

Why is this evaluation process 
not seen as a vital part of the 
L&D function given the need to 
prove results and value 

A range of answers from: interest, 
difficulty, lack of credibility and a failure 
from the evaluation community to work 
more pragmatically with L&D 
practitioners 

Why is there so much academic 
discontent about the framework, 
yet it still remains as the ‘go to’ 
means of conducting evaluation? 

Paradigms are ‘tough nuts’ to crack and 
the current vested interests are 
arguably stronger than the desire for 
change 

Why is it still relevant and 
legitimate in a world so different 
from the time of its creation? 

Because, nothing is better in the eyes 
of the practitioner field (even though it 
is recognised not to work) 

Does this longevity represent a 
sign of usefulness or apathy? 

At this stage, one assumes the latter. 

 
In no sense can the current paradigm be seen to meet the needs of the 

world of L&D today; however, it would be remiss to end this review on 

such a defeatist note – perhaps necessity is the mother of reinvention 

after all. 

 
 
2.9 Section Four — New Challenges from External Impacts 

It is important for a literature review not just to synthesise the prevailing 

schools of thought, but also to identify the context and fresh ideas that 

define the future progression for the practice of evaluation. Section Four 

aims to situate those ideas into the areas of interest that had emerged 

from both the literature at this point.  However, the primary focus for the 

ideas in this section are the core of the theoretical base used to construct 
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the new evaluation framework being developed or that had significance 

for me as a practitioner. 

 

It is important to contextualise the way in which the L&D function 

currently operates. In the CIPD Annual L&D survey (2015) it states that a 

number of trends, innovations and changes are shaping the landscape for 

L&D functions, for learning within the workforce as well as in the 

composition of work. A section of these most relevant to the field of 

evaluation include: 

 
External Driver L&D Solution or Consideration 
Continued need for reduction 
of transaction cost  

The continued rise of blended and e-
Learning  
Improved budget management  
Greater justification of improvement and 
the need for value 

A realisation of the limitations 
of ‘the classroom’  

70:20:10 and blended learning 
Leaner-driven development 
The rise of Virtual Reality technology 

A new generation of learners 
more attuned to technology 
than ever before  

Innovation in technology solutions 
New methods of performance assessment 

Innovation in work, working 
life and attitudes to life  

Rise in engagement and happiness as 
well as health and well-being as a theme 
for both learning needs and evaluation 

Continued innovation in the 
wider learning and 
development field 

Rise of Neuroscience, Gamification, 
MOOC’s, Flip, Hologram and Virtual 
reality 

Increased legal, mandatory 
and compliance pressures 

More compliance and governance metrics 
required 

Need to justify and build the 
role of HR and L&D to remain 
central to the changing agenda  

Need to measure impact and establish 
the value of human capital 

The lack of ‘time’ to carry out 
a complicated process or cope 
with metrics  

More informed and confident L&D 
functions 
Better proof of value 
Faster, simpler processes 

 
In order to service these challenges and respond to this climate, it is my 

contention that evaluation solutions will need to be: 

 
• Simple, without being simplistic 
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• Realistic in terms of the slow adaption inevitable within the 

function because of time and focus issues 

• Robust enough to build confidence within L&D and the wider 

community 

• Built on strong concepts, processes and algorithms or even 

repurposed older ideas 

• Relatively simple to convert to an IT platform 

 
It is useful to compare the eternal drivers with the complexity and 

sterility of the debate within evaluation. Will we, as evaluators, need to 

create the processes, metrics and tool-kits to help make good decisions 

and prove value in the new world envisioned by the CIPD (2013), in 

order to see evaluation as being as important as the ‘next new idea’?. It 

is unlikely that the Kirkpatrick paradigm can answer the questions posed 

by the challenges above, as it has so far failed to answer the questions 

posed in the previous section, within the existing world of L&D. 

 
 
2.9.1 Approach to this section 

It is important to recognise that practice spills untidily across fields of 

theory, schools of thought, and ignores neat search criteria to ‘trawl’ for 

ideas that can be re-purposed for the creation of a new evaluation 

solution. Other researchers may well find different areas of interest that 

would generate other frameworks and this is recognised as both a 

strength and a limitation of the end evaluation framework. 

 

In order to build the framework, criteria were set and then reading was 

shaped by an adapted range of questions that had now changed from the 

original questions posed at the commencement of the research, 

including: 

 
• What is the least time-consuming method of evaluation? 

• What existing processes within an organisation can be utilised to 

speed up evaluation and reduce the perception of difficulty? 
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• What legitimacy can be attached to any new process, to ensure 

credibility of outcome and confidence in reporting? 

• What thinking could be reinvestigated given the transformation 

that has taken place in technology? 

• What new ideas about metrics, process and outcomes are at the 

edges of the field and appear radically different? 

 
Following the period of trawling across wide ranges of literature, my final 

choices of focus in order to create the framework were as follows: 

 
• Building on the work of Wang & Spitzer (2005) to investigate 

Formative methods, to create a concept based on forecasting 

• Given the nature of forecasting, the examination of the actuarial, 

marketing and investment (and venture capital) equity worlds 

produced useable ideas about the nature of measurement and 

targeting 

• Given the advances in computing power, linking data, Decision 

Theory to Utility Theory using the work of Cascio (2005) could 

add value to the nature of targeting 

• Building on the ideas in Learning Transfer to create criteria for 

successful process implementation 

• Building on thinkers in Process Improvement and Supply Chain to 

investigate whether Fuzzy Theory and Grey data could help create 

innovation in the measurement of intangibles 

• Building on the ideas of Anscombe (1957), to consider Intention 

as a pivotal part of the human dynamic in the process 

 
Whilst each of these subjects could be a doctorate in itself, it is the 

purpose of this document to give an overview of the key texts that 

shaped thinking for this framework rather than a complete examination 

of each of the fields. In this way, future researchers can examine 

different areas and draw different conclusions. 

 
 
2.9.2 Focus on ideas to build into a new paradigm — 

Forecasting 
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“The alternative to thinking ahead would be to think backwards - 
and that’s just remembering”….Sheldon..! 

 
The prevailing paradigm in evaluation suggests that the most reliable 

method of proving value (often referred to as ROI), is to use summative 

evaluation. The approach operated by Phillips (1997) is often considered 

to be the ‘gold standard’ approach because it is perceived as the most 

robust because it also used across the fields of accounting and social 

research as well as training evaluation. However, the central idea for this 

new evaluation framework was to investigate the concepts of formative 

evaluation to investigate whether a suitable level of robustness and 

confidence could be built from forecasting. 

 

Whilst Seigel (2013) contends that there is a distinction between the 

processes of forecasting and prediction. For this purposes of this 

document, I have decided to treat the terms interchangeably, to make 

sense of the many different definitions of each. 

 

Rational Expectations Theory, built on the work of Muth (1961), states 

that the real world needs forecasting as it is a useful method of making 

rapid choices about the real world. Muth contends that a rational 

outcome can be created when certain variables are known and able to be 

extrapolated. Thus, in supply and demand theory, price can be shown or 

predicted when the variable of supply and demand can be observed or 

measured. Whilst opposition to this idea exists e.g. Lucas (1977) 

forecasting theory has been the bedrock of classical economics since the 

1930’s. Applying the concept outside of a financial or economic model 

may be presumptuous, however, it could be contended that the test of a 

useful framework is its adaptability across fields of thought. 

 

The idea of formative or predictive or forecasted evaluation (summarised 

as forecasting) is not new. Indeed it is built on sound principles and 

ideas. The work of an actuary is to establish the value of pensions and 

pension funds into the future – usually for the lifetime of a person or a 

cluster of people. Their starting point is to use the idea proposed by 

Jacob Bernoulli and published in 1713 (later described as the Law of large 
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numbers), which proposed that, while it might be difficult to predict with 

certainty a single event, such as the death of a particular person, it was 

possible to predict with great accuracy the average outcome of many 

deaths. This principle has built legitimacy over time, because of the 

accuracy of forecasting and the evidence of accurate outcomes reflecting 

the forecasts. The members of the profession, whose credibility depends 

on their ability to calculate pension provision for decades into the future, 

use a range of forecasting technologies; however, the Bernoulli principle 

is still used as a core process. 

 

The idea of the standard Central Limit Theory, as reported by Hansen 

(1982), also bears out this approach, as does a more recent concept of 

reporting large data averages, reported in the Wisdom of Crowds by 

Surowiecki (2004), where levels of accuracy close to 100 per cent are 

commonplace from linking large volumes of data and forecasting.  

 

Within an organisation, a vast amount of data is produced, consumed and 

ignored. The advent of computing power has led to a rise of the concept 

of ‘big data’ and many organisations now find the need and ability of 

make sense of data a competing driver rather as well as a unifying 

process. This process is often described as analytics. Maisel and Cokins 

(2014) contend that the purpose of analytics is to simplify data to amplify 

its value. “The power of analytics is to turn huge volumes of data into a 

much smaller amount of information and insight”. They also separate 

Reporting and Business Intelligence as a means of packaging the data so 

that they can be more easily understood by third parties. 

 

Because of the large amounts of data, they contend that most traditional 

challenges about the ‘future’ can use reliable data sets to make 

predictions about future outcomes; for example: 

 
 

• Which employees most likely to leave 

• Which will be the most profitable customer segment 

• Increased product shelf opportunity 
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• Customer Lifetime Value 

• Which employee initiative will deliver the greatest return 

 
In fact they conclude that forecasting and prediction have been in the 

operational managers’ tool-kit since the rise of scientific management 

and are the bedrock of the operation. However, according to DiPiazza and 

Eccles (1992)  “certain measures can be predictive in nature only when 

the relationship among value drivers is well understood”. However they 

recognise that four main methods of prediction have been legitimised – 

they include: 

 
Method Overview 
Monte Carlo simulation  This process helps in working out ROI when the 

costs or benefits are unknown, by using the 
value of any known loss from a worst-case 
position. The amount and likelihood is multiplied 
against the opportunity loss from the upside. 

Resource Capacity 
model   

Understanding how resources are consumed 
using (for example) Activity Based Costing. 

Delphi method The use of external experts to forecast an 
outcome with the benefit of expert knowledge 

Scenario analysis Understanding the risks and opportunities from 
a range of scenarios  

 
Bayesian theory is also frequently used in forecasting, as the theory  

changes the core question from: ‘What can I conclude from this 

observation (or what is the probability x is true, given my observation)’, 

to: ‘What is the probability of this observation if x were true...’ 

 

What matters here is that forecasting is in general use, accurate and has 

a respected set of tool-kits as part of its theory. Additionally, forecasting 

is also proposed within the evaluation literature. Whilst Spitzer (2005) 

worried that whilst forecasting as a concept is useful in evaluation as “an 

inexact answer is almost always good enough”, what really matters is the 

underlying logic, and whether the accuracy of the forecast is appropriate.  

He cautions the evaluator to understand the limitations of whatever 

measurement methods are being used and advocates a more ‘systems 

thinking’ approach showing how things operate within a context or 
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environment, utilising: Prediction - what we want beforehand; Baseline - 

where we start; In-process - what is happening, whilst change is 

happening, and Retrospectives - after the event. In effect this is a holistic 

approach and uses a meta approach. However, he did conclude that 

“while looking back is helpful, Looking forward is essential’’ 

 

Seigel (2013), whilst recognising the limitations of traditional forecasting, 

built a self-replicating learning loop utilising machine learning to help link 

computing power to test forecasting assumptions, both to help with 

prediction and forecasting, as well as to drive enhanced machine learning 

as well.  He contends that “A hazy view of what’s to come outperforms 

complete darkness by a landslide”, and that prediction is just ‘Induction’ 

or reasoning from detailed facts to general principles which is a basic 

tenet of the ‘scientific method’. Seigel (2013), Armstrong (2001), and 

Hubbard (2014) all stress that a key test is that all Prediction models 

have to work on ‘back testing’ (predicting the past…) taking data in the 

past to compare results against what actually happened.  

 

Seigel (2013) also highlighted some of the ethical risks in prediction 

including: Treating people as ‘units ‘of measurement – anyone utilising a 

measurement approach needs to remember that this tendency can de-

humanise a set of data and render any resulting actions less relevant 

without the appropriate context. In order to counter this, he created an 

ethical framework to deal with many of his own ethical concerns. 

 

A number of frameworks have been created to challenge forecasting 

errors in the social sciences. According to West (2006), the following are 

most useful when dealing with a small number of variables over a short 

period, whether either simulation or analytical methods are used. These 

include: Mean squared Prediction Error, (Morgan 1939) and Non Normal 

prediction errors, Meese and Rogoff (1988) and Misrach (1995), as each 

concentrates on the link between controllable variables and the use of 

‘cleaned’, large averages to help with forecasting. Armstrong (2001) also 

recommended the use of ‘rival’ forecasts and testing forecasts against a 
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summative process to ensure that the underlying assumptions, logic and 

technology all deliver a robust outcome. 

 

Walonick (1993) also codifies the different process approaches to 

forecasting and helps the non-specialist choose and adapt the most 

pragmatic approach, or to combine them to create a multi-structure 

approach. In my forecasting framework, the following approaches would 

be considered: 

 
Approach Argument 
Genius forecasting Based on intuition and gut feel – rejected due to lack 

of credibility 
Trend forecasting Useful for short term forecasting but context and 

‘developmental inertia’ can quickly affect the 
underlying evidence of causality 
Tools: weighted smoothing methods; turning point 
analysis; simple linear regression and curve fitting 
The rise of computing power has helped challenge 
the idea of Makridakis (1986) that judgmental 
forecasting is superior to mathematical models 
Rejected as evaluation forecasting is not trend 
based. 

Consensus Methods This achieves greater legitimacy, when combined 
with the Delphic process. The Consensus method is 
used by Basareb (2007), in his predictive evaluation 
framework 
Tools: Appreciative Inquiry 
Considered as part of the forecasting mix 

Simulation 
methods 

This process creates analogies with model outcomes 
using a computerised approach. Game analogies are 
used when the interactions of actors are symbolic of 
social interactions. Walonick (1993) cautions the 
forecaster to ensure that these mathematical models 
are accurate at the outset, to avoid the distortion of 
the simulation 
Tools: s-Curve; multivariate statistical techniques 
including multiple regression; Gaming analogies; R-
Squared 
Considered as part of the forecasting mix 

Cross impact 
matrix method 

The examination of causality to isolate non-affective 
variables 
Tools: Probability, Martingales 



74 

Rejected as being overly complex 
Scenario A set of chosen outcomes based on best, worst and 

most likely outcomes 
Tools: Scenario Planning 
Considered as it is a tool in common use in 
organisations 

Decision Trees An examination of the structural relationships 
between problems. Decision theory is based on the 
idea that an expected value can be calculated as an 
average. The logic can be refined using Bayes’ 
theorem, and the output can be combined with Utility 
theory to improve its decision-making process. 
Considered as part of the forecasting mix 

Combining 
Forecasts 

An approach to combine outcomes. 
Tools: Confirmatory Factor Analysis 
Considered, but with caution to avoid over-
complication 

Fuzzy Logic Swanson (1992) mentions this topic as an area for 
further consideration. It can be used in conjunction 
with Random Walk Methods (with or without drift), to 
embed in a more secure economic framework 
Considered as part of the mix, however this 
approach needs substantial access to computing 
power to enable Fuzzy logic to work – then rejected 

 
One of the paradoxes of forecasting identified within the field is the 

suggestion that the process may actually help determine a future 

outcome, perhaps by inadvertently triggering a ‘confirmation bias’ for 

example: Modis (1992), Pohl (1993) Dublin (1989). If, as they suggest, 

the future is discovered, rather than invented, then this could be good 

news for evaluators, assuming the appropriate ethical framework is in 

place. At this stage, it is clear that the use of the Delphic and Simulation 

Methods would be a legitimate and useful means to build the framework 

 
2.9.3 Focus on ideas to build into a new paradigm — Intention 

In examining the Kirkpatrick framework (and many others), it becomes 

obvious there is a need to capture an immediate post-course response 

from delegates to ensure the highest response rate. Kirkpatrick  

investigates ‘reaction’ and, in the Learning Transfer literature, that field  

identify captured goals. However, I submit that it is more useful to look 
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at ‘intention’ as a concept. In other words, what actions the learner 

actually intends to carry out. This, surely, is the true test of whether the 

trainer has delivered the actual course aims and actions. In establishing 

this as a core idea, I leant heavily on the work of Anscombe (1957) to 

situate the concept. 

 

G.E. Anscombe according to Stoutland (in Ford et al. 2011), was initially 

influenced by Aristotle and then, more importantly, Wittgenstein, as a 

teacher of ideas and philosophies and wrote a number of key texts about 

their ideas. However, she differed with Wittgenstein in a number of ways, 

rejecting his approach to behaviourism, as well as his appeal for ordinary 

language. In otherwise following Wittgenstein, her ideas are situated in 

the ‘theory of action’ where she represents an alternative stream of 

thinking.  

 

She contends that any action or behaviour must be as a result of an 

intention – whether conscious or otherwise. In other words, an output is 

proof of an intention – likening the difference between potential and 

kinetic energy in physics. However, she also maintains that the outcome 

could be different from the intention, but that the intention remained 

‘true’. In order to explain this, she created a taxonomy of intention, 

showing the difference between intention states, and that the only way 

truly to understand the intention linked to the action was to ask the actor 

their central logic, the question ‘why’. 

 

This was different from the ideas of the time, according to Hornsby (in 

Ford et al. (2011), that were linked more closely to ‘logical positivism’ 

where the action was always ‘nomological’; where a covering law is used 

to explain both antecedent and effect. This theory was championed and 

become a more accepted idea and built upon, possibly most notably by 

Davidson (1980), with whom Anscombe had many robust academic 

disagreements. 

 

She differentiates between an intention to ‘act’ and intention ‘with which 

to act’ and how these are similar and different. (articulated further as 
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‘acting with an intention’, ‘acting intentionally’, and ‘intending to act’).  

This was further slightly challenged by Moran and Stone (in Ford et al. 

(2011)), as a more useful definition of “someone’s intending, planning or 

wanting to do something and not, say, someone’s wanting or desiring 

that something or other happen to be the case” (their italics). 

 

In order to understand the intention, the actor must also have ‘practical 

knowledge’ as, otherwise, as pointed out by Haddock (in Ford et al. 

(2011)), “expressions of intention are distinguished by the possibility of 

‘mistakes in performance’ and not otherwise by their ‘direction of fit”. 

Haddock (in Ford et al. (2011)) also challenges the notion by claiming 

that “the actor rarely has knowledge of their intentional actions” 

 

The issues of ‘motive to act’ and ‘intention to act’ become a philosophical 

debate that is at the root of how an evaluator can think about learner 

aims as, in order to have conscious intentions, certain conditions need to 

be achieved, to boost the level of intention, including: 

 
• A learner would need to have a degree of (self) recognised 

competence, built on ‘practical knowledge’ 

• They would need an awareness of themselves 

• They would need a level of confidence – in themselves and their 

competence and 

• They would need a level of motivation 

 
Whilst the text and style of writing is problematic in some respects, the 

clarity of idea and argument is revelatory in its simplicity. Whilst Basareb 

(2007) uses the word ‘intention’ as a part of his evaluation framework, it 

quickly becomes clear that his definition is not part of the Anscombe 

school of thought and, arguably, has a different level of robustness as it 

relies on a dictionary definition of the word to denote its meaning. The 

new framework I will test in my research will incorporate a questionnaire 

designed for use specifically around some of the concepts in the text from 

Anscombe. 
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2.9.4 New Ideas for the Evaluator 
 

What was clear for me from the research, was that the richness of 

thinking and complexity (and level) of debate, within the academic and 

practitioner worlds, outside the narrow evaluation literature, were more 

interesting, enabling and fruitful in terms of approach and inspiration. In 

my reading, a number of other themes and ideas appeared that could be 

useful to the evaluator, as the advances in computing power and 

variation of application have opened up a number of ideas for the 

evaluator/researcher. 

 

Therefore, in order to inform practitioners, a number of themes and 

concepts will be highlighted here. There are some ideas that are older 

and more useful now because of the use of technology, or simply 

interesting and fresh if used as a new application. These are simply areas 

of interest sparked in my reading and offered here simply as a means of 

stimulating fresh thought in the practitioner base; perhaps scattered like 

‘confetti’ into the breeze of curiosity! I will also continue to delve into 

these ideas post-research, to see what outcomes they may deliver. 

 

Whilst the measure of Net Promoter Score has gained leverage, 

marketing still has left relatively undeveloped the concepts and metrics of 

‘Perceived Value” (Monroe 1985). This value definition could be used in 

training evaluation, by combining the concept with some of the literature 

around Post-purchase Dissonance, built on the ideas of Festinger (1957) 

and using the useful diagnostic instrument by Hasan et al. (2104). The 

use of new ideas from complementary areas has been a rich source of 

enlightenment in the past and I see every reason to consider other areas 

from Marketing. In fact, the Perceived Value concept will form an area of 

interest as part of this research.  

 

Given the nature of the measurement of intangible and subjective 

information from which an evaluator must draw some legitimate and 

robust outcome, there may be some future value in dealing with the 
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concepts of ‘Grey Relational Analysis’, Chan (2007). This Multi-Attribute 

Decision making model allows for inference and judgement within a 

situation or situation that is ‘grey’, in other words, where many 

possibilities exist. 

 

One of the methods that can help in this area is Eigenstructure 

Assessment, Chen (1970). Consisting of eigenvectors and eigenvalues, 

this promising area of research allows feedback in control loops to affect 

the system in which they operate. Classically used in hard engineering 

systems according to Patten (2002. 2014), there is no reason that this 

application could be used theoretically in service environments in the 

future, especially with the advances in Big Data and computing power. 

 

The two concepts rely for their academic provenance on the work of 

Fuzzy systems and Fuzzy analysis. This method allows values to be 

attributed to more than once constant or number within a set. This 

concept will be extremely powerful in the area of discourse analysis with 

the rise of enhanced computing power, by being able to allocate more 

mathematical rigour to soft variables. In fact, Smithson and Verkuilen 

(2006) have already completed a number of applications for use in the 

Social Sciences, and this could be a rich seam of measurement activity as 

the concept lends itself so neatly to the complexities of human behaviour. 

 

Heuristic Evaluation, Nielsen (1990. 1992. 1994), sits within the area of 

‘usability engineering’ as part of the design process. It consists of 

methods and tool-kits that, whilst primarily aimed at the front end of a 

design process, integrate evaluation as part of the iterative process right 

from the beginning. Independent research shows high levels of efficiency 

and credibility (Jeffries et al. (1991)) as it involves many stakeholders 

and forces the issue of design, piloting, testing, and post-implementation 

review to become ‘real time’ as well as iterative. Evaluation then 

becomes tests of understanding and meaning, as well as of perception, 

and these can then be linked into downstream KPIs, if a more tangible 

measure is required. The process also requires a number of criteria to be 

satisfied in order to have greater legitimacy and a likelihood of better 
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returns. This ‘list of usability principles’ Neilson (1995) has been 

constructed by practitioners using some interesting ideas that can 

directly apply to a learning environment including: 

 
• A reduction in ‘scrap’ information 

• Avoidance of ‘interest traps’ and other diffusion points 

• Language geared to the needs of the learner rather than those of 

the trainer 

• On-going feedback contained within the whole process, to ensure 

the required output is achieved and not left to chance 

 
This method is well known and respected by IT practitioners and could be 

utilised by software developers in building a method of evaluation 

suitable for VR and other blended-learning environments, having much in 

common with some of the most respected ‘Process Focus School’ thinkers 

from earlier in this chapter.  Some of these principles may inform the 

new framework within this research, particularly ‘scrap learning’. 

 

The use of technology in the evaluation process is largely driven by the 

use of the LMS – a process geared towards the reduction in the cost of 

the L&D function rather than the proof of value (other than its own 

efficiency). However, other technologies are appearing. Voting and 

polling buttons can be found in learning environments and evaluators 

have used discourse analysis on learner forums within Facebook and 

LinkedIn to generate evaluation outputs. One of the more interesting 

approaches is the use of an iPhone game to test application of learning 

which brings together the processes of technological evaluation and 

gamification. Furio et al (2013) used the iPhone application to create a 

mixed reality environment within the virtual continuum scale described 

by Milgram and Kishino (1994).  

 

The game was used both to enhance learning and to reinforce previous 

learning (which is the principal aim of the learning transfer practitioners), 

in the area of learning about Spanish Law.  Whilst it is recognised that 

the participants were students aged between the ages of 20-22, perhaps 
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more attuned to the technology and maybe more likely to be favourable 

to the use of this type of process, the respondents greatly preferred the 

game approach to standard learning processes and evaluation 

irrespective of technology platform. Whilst the authors recognise there is 

much work to be achieved, they were able to track and measure 

enhanced outcomes, using an adapted Kraiger approach (1993) on the 

psychomotor, cognitive, and affective outcomes. Interestingly, the 

Kraiger framework was also used by Landers and Callan (2012) in the 

evaluation of learning in Virtual Worlds programmes although this was a 

small study. 

 

Finally, I suspect that the world of learning and testing will be utterly 

transformed by the use of genuine Virtual Reality (rather than 360 reality 

or Augmented Reality). Whilst it is conjectured that Virtual Reality 

technology applications will not enter the area of L&D for some years in 

the HR press, it is already being used in the field of medical and surgical 

training, as well as psychological conditioning. This could be both the 

greatest opportunity and threat for the L&D function over the next 

decade. A failure to grasp this area may render the function superfluous. 

 
 
2.9.5 Summary and Conclusion 

The future for evaluation is dynamic and hopeful, primarily because of 

the nature of external transformation that can be brought to bear in the 

field of knowledge. Whether L&D remains at the heart of the process is a 

moot point, as organisations begin to flex and remould to take account of 

the challenges of the nature of work and of the workforce. One imagines 

that the barriers to technological solutions will continue to reduce, given 

the nature of comfort with the modern technologies, as the next 

generation progresses into the workplace. 

 

Within that context, how can Kirkpatrick and his framework survive 

unless a technological solution makes it work, or we can render the whole 

idea superfluous, or perhaps if the L&D practitioner embraces a new 

approach. However, adoption could still be slow because of the nature of 
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vested interests, perhaps we will have to wait until this current 

generation is replaced by VR operators or robotic workers! 

 

One final task remains to be completed from the original aims, in that 

this literature attempted to meet the good practice guidelines, laid down 

by Gray (2009), and my assessment of progress is as follows: 

 
Coverage Justification of inclusion in each area is covered 
Synthesis Gaps in current knowledge are covered 

Evaluation literature is linked to other fields of research and 
wider issues 
Background to the issues has been critically evaluated 
The core themes are linked to the major ideas and issues in 
the field 
An understanding of core and peripheral ideas is 
demonstrated 
Significance is shown as well as synopsis – tensions and 
inconsistencies are identified 

Methodology Critical evaluation of past research, with some discussion 
around previous methods, are deployed in the research 

Significance Research and practice is shown as well as how knowledge 
has moved forward 

Rhetoric Arguments are created and supported by the structure of 
the document 

 
At the conclusion of this review, a number of questions, themes, ideas for 

research and, through the process of reflection, degrees of learning, have 

been achieved. The ideas for research from this review will be explored in 

the following Chapter. 
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Chapter 3:  Methodology, Design and Activity 

3.1 Introduction & Epistemology 

This chapter covers my stance as a learner and researcher and how that 

stance affected my overall approach to the research, as well as to the 

decisions and choices I made through the research process. In addition, 

the chapter will cover the process of choosing research methods with 

discussion of the implications for the outcomes that were generated. 

Finally, there will be a discussion of my ethical position that has guided 

my stance throughout the whole period of research.  

 

A (selected) number of themes had become apparent from the literature 

review including: 

 
• The degree to which the Kirkpatrick framework still sits at the 

heart of what organisations describe as evaluation 

• A level of personal disappointment of the synthesis of learning 

between practice and academia 

• The (limited) rise of decision theory in the creation of more recent 

evaluation frameworks 

• The realisation of personal limitations in creating paradigms 

• The degree of innovation in the fields of thought outside those of 

the evaluation literature 

• Understanding the influences within the evaluation literature on 

my approach, and the need to reconsider these, in light of wider 

reading, to create a new framework in the short term for my 

practice  

• Areas of interest, serving as sources of inspiration, both to 

practitioners and for future research. 

 
These emerging themes shaped some of my thinking and generated 

questions to surface, during the research process. They will act as a basis 

and a comparison point, in order to shape questions and to test current 

attitudes and practice as well as to test whether the emergent meaning, 

found within the literature over the last 30 years or so, is still current and 
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evident in practice. They can also help create a point of focus across the 

life and complexity of the research process to show how the research 

adapted itself to answer the questions as well as how the questions were 

re-shaped at each stage to illustrate the required dynamic nature of the 

research itself.  

 
 
3.1.1 Epistemology 

In deciding to consider the scope, limits and significance of learning and 

knowledge, Creswell (2007) advises that one should consider ones own 

epistemological stance in terms of what knowledge is and what is 

possible to know, before determining the technical aspects of any 

research structure. 

 

One of the challenges in thinking about knowledge is first to understand 

it. Russell (1912), highlights the processes of ‘knowledge by description’ 

as opposed to ‘knowledge by acquaintance’; in other words ‘knowing 

how’ as opposed to ‘knowing that’. This is also reinforced by Anscombe 

(1959), building on the work of Wittgenstein and described as either 

‘theoretical’ or ‘practical’ knowledge, and a focus of particular interest to 

evaluators in demonstrating what is actually learnt from training. This 

initial idea of knowledge needs to become even more sharply focused 

when thinking about the role of the practitioner conducting research for 

an academic audience, or at an academic standard. 

 

According to Fillery-Travis (2012), the practitioner is required to deal with 

a wide variety of knowledge, in order to integrate and test that 

knowledge to apply it within practice. Perhaps that leads to a true test of 

knowledge, in it becoming an application with the outputs generated from 

that application, rather than for the pursuit of reason? This belief is often 

a driver of the pragmatic approach, where knowledge is considered to be 

useful when it works. However, this can obstruct a deeper level of 

reflection, and be a challenge to a practitioner, when engaging with the 

methods and processes more common in the world of academic research. 
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Another issue for me as a researcher is that I work in practice utilising a 

number of social research methods and approaches. This 

‘pseudoscientific’ world view in approach obscures the reality of truly 

knowing, seeing that knowing ‘enough’ is sufficient for our pragmatic 

aims. Additionally, I discuss, as an evaluator, the ‘value of learning’ and 

degrees of knowledge, and the ease and casualness of language can 

create an over-familiarity with concepts, where a lack of self reflection 

can leave one open to missing opportunities for more advanced learning 

and, arguably, even more effective application. 

 

Fillery-Travis (2012) also discussed the ‘chain of wanting’, where perhaps 

‘the search for knowing in practice’ develops the motivation to engage 

with the academic world, and a range of positions are developed to help 

with the creation of reflective practice. Understanding what and when 

knowledge is ‘enough’ has driven my ‘chain of wanting’, in order to 

engage with a more deeply reflective approach to learning. 

 

Lincoln (2001) discusses learning as the “frame for judging what may be 

known about the world, and the relationship of the knower to that which 

might be known” and, as someone that believes that the world of 

academia and practice have much to offer each other when each can 

offer perspectives to the other, it is useful to consider personal 

epistemology in order to challenge ones own habitual world view. 

 

Also, considering the impacts and ethics, as both a practitioner and a 

researcher, I need to be sure of my stance with regard to my self and my 

practice in both areas. In order to help with this, it is worth examining 

some core concepts, and how they sit with the perception of my 

approach. 

 

In considering the process adapted by Crotty (1998), to determine 

relationships between the researcher and research phases, four headings 

allow for reflection and choices to be made: They are: 
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In reflecting on the Epistemology stage of the framework, and the three 

sub-choices of Constructivism, Objectivism and Subjectivism within it, 

Grey (2009), challenges the researcher to consider how to attribute 

meaning to the world around the learner, by considering approaches to 

reality. I would consider my epistemological position to that of a 

constructivist, as I believe that truth and meaning is created with 

interdependent interactions in, and with, the world. In doing so, I 

therefore reject the position that there is an Objectivist reality 

somewhere ‘out there’ to be uncovered in a world separated from myself 

– surely that must be created by someone for something? I also reject 

the idea of Subjectivism, where truth is discovered through the interplay 

within a collective, unconscious being “represented by dreams and 

religious beliefs” (Gray, 2009), as this defies for me any sense of logic as 

a pragmatic means of finding truth or knowledge-building. 

 

Having identified an epistemological position as a constructivist, this will 

now assist in the cascade of decisions, as shown in the Crotty (1998) 

process, and help lead to the creation of knowledge, as I now know I 

need to construct truth and meaning from interactions. Therefore, in 

considering a ‘Theoretical Perspective’, to build on my epistemology, I 

realise that Interpretivism offers the broadest and most useful 

perspective in helping structure an approach to deal with the real world 

issues in hand.  

 

In coming to this conclusion, I considered, and rejected, positivism, as it 

lends itself initially to the concepts of deductive and inductive research, 

and Crotty (1998) suggests that it implies that research outcomes ‘will 

tend to be presented as objective facts and established truths’. However, 

because of the nature of the subject matter of the research, and the 

complexity of the range of theory and practice, this would create an issue 

in being able to meet the positive principles, outlined by Bryman (2008), 

of ‘pure empiricism and factual logic building’. Those methods are too 
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removed from the complexities and interpretation required from research 

in the wider field of social sciences. 

 

Interpretivism also contains number of sub-themes that can be selected 

to fit with an epistemological position and around which to situate 

research methods. These include: Symbolic Interactionism – this has 

some appeal as, according to Gray (2009), Symbolic Interactionism 

effectively links social meaning with behaviour, stating that “meanings 

arise from the process of social interaction”. Given the nature of 

evaluation, as having a range of actors, then one approach is to consider 

the idea of learner-centric evaluation strategies, this approach could have 

value, as the approach is predicated on the idea that meanings are fixed 

on the basis of actions. According to Blumer (1969), this involves 

“catching the process of interpretation through which actors construct 

their actions”.  However, this approach had to be rejected, because it 

does not allow a researcher to create an organisation-wide process, as it 

is too closely linked with the meanings and truths of too few people 

within the evaluation process. 

 

Another approach within Interpretivism is Realism, which is the idea that 

a reality independent of an observer exists to be discovered, was also 

examined and discarded on the basis that it relies too clearly on the idea 

that there is an external reality ‘out there’ that can be discovered and 

that new knowledge is an extension of the existing reality. This appears 

to have more in common with an Objectivist approach and would imply 

huge leaps of faith in imagining that there can be an objective view of 

intangibles such as ‘culture’ etc. At the other end of the scale, sits 

Naturalistic inquiry with a view of multiple, constructed realities that need 

to be studied holistically. Guba and Lincoln (1994) suggest that prediction 

and control of outcomes “is a largely futile expectation” and, whilst being 

curious at the apparent internal chaos of the approach, I discarded this 

on the basis of a lack of rigour and credibility to a sceptical practitioner-

base, of any result that may appear from this approach. 
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Further approaches also include: Critical Inquiry, (the idea of defining 

and changing ‘false consciousness’); Postmodernism and Feminism were 

also discarded, based on the extent to which the approaches create a 

rigid framework that imposes a set of ‘values’ on information or data. 

Each approach seeks to change the outcome of the subject, through the 

questions that are being posed, and I decided this would add little value 

in an area that was already confused with complexity and vested 

interests. It could be argued that these approaches require the 

researcher hold a particular world view or position through which the 

research would be interpreted, and I wanted to avoid this in order for a 

creative process to be possible later in the research. 

 

Hermeneutics, yet another Interpretivist approach, considers social 

reality as being “socially constructed rather than an objective fact”. 

Whilst hermeneutics initially focused on the interpretation of scripts and 

literature (often sacred), according to Grondin (1994), it has widened to 

areas of broader or more general interpretation and the teaching of those 

interpretations. Whilst, initially attracted by the approach, it was 

discarded on the basis of the interpretation being predicated on the 

ability of the researcher to have deep levels of knowledge and self-

understanding. In addition, the role of the researcher would assume too 

great a emphasis in the voice of the research, rather than constructing, 

or interpreting, meaning from the culture and views of a wide range of 

informed opinion. 

 

 

Perhaps unsurprisingly, Phenomenology (the idea of discovering meaning 

from emergent phenomena), became the most appropriate research 

approach, as it has to be grounded in both social reality and the 

experiences of people within that social reality. In other words, people 

reflect the world in which they live and operate. For example, 

organisations are deemed to have within them a culture. Becker (1975), 

illustrates the view of culture as “people create culture constantly….and 

adapt their understandings of what is different about it”, and this view 

can be shaped by actors and creates a rationale for change, based on the 
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appreciation of skill and influence of the actors within it, therefore, the 

culture can be identified by the actions of the actor and allows meaning 

to be interpreted from the actions of the actors. In addition, 

phenomenology, in surfacing the idea of phenomenon, allows the 

researcher to identify and include a large amount of data and develop 

understanding from a wide range of conceptual and observational 

information, from which can come meaning. 

 

In order to achieve this, according to Gray (2009), current understanding 

of phenomena have to be ‘bracketed’ to allow those phenomena ‘to speak 

for themselves’. The role of the researcher is therefore to look at, and 

find, new meaning or perspectives in the phenomena. This approach 

allows the research to become more full of ‘meaning’, which can be used 

to ‘construct’ knowledge and truths, sometimes by using an inductive 

process to make sense of the data. As large samples of data can be 

collected, this allows the researcher “to pick up factors not part of the 

original research focus”. The nature of the project, the breadth of actors 

engaged, and the realities of the nature of the theories and subject area, 

suggest that an Objectivist view of Ontology would have been less than 

useful. No aspect of the project can be seen to be served well with a 

paradigm where actors within it cannot shape the world in which they 

operate.  

 

One of the risks of the interpretive approach is within the role and 

worldview of the researcher. The degree to which the influences, values 

and prejudices have been eliminated, as meanings have to be interpreted 

from the project, especially where vested interests in seeing a useful 

outcome need to be considered is vital. Also, Bryman (2008) talks about 

the need for the researcher to remain capable of being surprised by the 

findings, the need to suspend judgement too early in the process will be 

a vital part of not leaping to conclusions, or seeing the phenomena as 

having the possibility of bearing different meanings. 

 

An example of this approach to ‘bracketing’ will be the reflection needed 

to find the meaning from each of the phases of any research; especially 
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as the nature of the research may well find new ideas not known at the 

beginning of the process. Having the personal discipline to follow the 

research process, if the research doesn’t seem to be producing 

phenomena with sufficient meaning, can be a challenge for a researcher 

to consider if, or when, that situation arises.  

 

Developing self awareness will be key to this process and, in order to 

help me become more accomplished with this idea of ‘bracketing’ the 

phenomena, I decided to build on the work of Costa and Kallick (1993) 

and acquire a ‘critical friend’, to discuss all results and findings in order to 

check my assumptions, judgements and potential lapses of objectivity. A 

PhD herself, she can act as a brake on the commercial realities of the 

project and mediate between my various enthusiasms, ideas and 

initiatives where required. Her role will also be to ensure that the level of 

surprise articulated by Bryman (2008) is not overwhelmed in the 

academic process or the pragmatic needs of practice. 

 

As I have read more and become more reflective about my own learning 

and route to knowledge, it has become increasingly obvious that the 

Patton (2002) description of a pragmatic view of the interpretivist 

epistemology particularly suited me and fitted well with my stance as a 

practitioner with real respect for academia. All in all, I had much in 

common with the realisation by Peters (1992) about the need to find both 

a subjective and objective stance that allowed one to maintain a healthy 

regard for the practitioner clients in wider practice, as well as those 

within the framework of the research. Having become more comfortable 

with the drive towards a pragmatic approach, the research structure 

would incorporate a pragmatic response to both problems and 

opportunities. 
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3.2 Research Questions 

In conducting the literature review, it had become clear to me that some 

of the research questions with which I had begun the process had 

changed and developed in the context of wider thinking, exposure to the 

fields of thinking, as well as some of the potential advances in terms of 

innovation in day-to-day practice. My initial, grandiose aims of paradigm 

replacement were now tempered with the reality of the researcher in 

seeing their place in the scheme of things and that my world view needed 

to focus on the establishment of good research and outcomes, allowing 

the view of others to decide it this was worthy of a paradigm shift. 

 

In constructing a series of research questions, I reviewed my original list 

and realised that I had been thinking in too tactical a manner and that, 

guided by some of the themes identified earlier in this chapter from the 

literature, that the new questions should be as follows: 

 
• How can a new evaluation framework, built upon Decision Theory 

principles, add value and allow L&D to prove value in a cost 

effective way? 

• How can the competing drivers for the need for change and the 

need for credibility in evaluation be resolved in a function under 

pressure? 

 
A range of sub-questions were refined as follows: 

 
• What new or existing attitudes exist in the practitioner base that 

continue to drive or restrict attempts to evaluate? 

• Does the outcome required by the stakeholder create some of the 

confusion at the heart of the process? 

• What part does credibility and resource effectiveness have to play 

in any solution? 

• Does the longevity of the Kirkpatrick framework represent 

excellence, apathy or a lack of choice? 

• Should the process of ‘what is possible in technology’ create the 
process of evaluation that organisations buy into?  
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Other, more tactical questions, are posed as part of individual chapters, 

and serve to structure the process of thinking as well as to help the 

progression of the research and subsequent outcomes. In order to 

answer these questions required a number of research phases to be 

considered. These will be discussed in greater detail later; however, the 

outline for consideration would be: 

• A broad review of attitudes to and about evaluation from a 

‘credible’ population of learning practitioners  

• A deeper review of the current practice from a smaller population 

of evaluation practitioners 

• The development of a framework to use and from which feedback 

can be gained and data collected 

• A review of outcomes and resultant attitudes to evaluation, based 

on the data collected from the activities in the previous phase. 

 

My initial position with regard to the questions was as follows: 

 
Main Question Discussion 
How can a new 
evaluation framework 
built upon Decision 
Theory principles add 
value and allow L&D to 
prove value in a cost 
effective way? 

 

Whilst recognising that evaluation is made from 
both processes and measurements, this does not 
mean it cannot serve a grander, or more 
strategic, purpose by utilising Decision Theory. 
The idea that evaluation could become more 
meaningful, as well as cost effective, would allow 
a more strategic, value-adding approach to be 
enabled. The proposal to create a framework is 
an important part of practice, and to examine 
ideas gained through theory and knowledge. The 
framework can also test out some of the more 
innovative approaches and perspectives gleaned 
in the literature review to help think differently 
about the first question 

How can the competing 
drivers for the need for 
change and the need 
for credibility in 
evaluation be resolved 
in a function under 
pressure? 

The need to build credibility in the mind of the 
practitioner will be driven by results, both in 
terms of outputs, resources requirements and 
costs. Linking to strong theories will build 
credibility in any area of innovation. 
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The position to the sub-questions were considered as follows: 

 
Sub Question Discussion 
What attitudes exist in 
the practitioner base 
that drive or restrict 
attempts to evaluate? 

The attitudes in the practitioner based affect 
both the creation of a new paradigm as well as 
the extent to which tactical evaluation is a 
problem for current practice. Whilst there are 
examples of research that focus wholly on this 
area of research (attitudes) for an entire 
document, this is viewed and treated as a 
simple starting point for this research 

Does the outcome 
required by the 
stakeholder create some 
of the confusion at the 
heart of the process? 

The literature suggests this to be the case, 
rather than being a problem wrought by 
practitioners. Comparing the attitudes of 
practitioners will determine how much the 
stakeholder base actually matters to them 

What part does 
credibility and resource 
effectiveness have to 
play in any solution? 

Whilst this area seems simplistic, it may well be 
that the practitioner base is more troubled by 
their own workload than the whole strategic 
imperative, as the literature suggests the move 
to a service delivery role. Whether the new 
approach lightens or further complicates 
resource considerations would affect attitudes 
and subsequent implementation. 

Does the longevity of 
the Kirkpatrick 
framework represent 
excellence, apathy or a 
lack of choice? 

Does the Kirkpatrick method really represent 
the pinnacle of evaluation in practice? Attitudes 
and access to new information will be a key part 
of this sub-question. It would be interesting to 
see whether a function so well known for 
innovation, ‘the next new idea’ and the pursuit 
of the boundaries of learning (CIPD 2014) 
would have the same approach with evaluation. 

Should the process of 
‘what is possible in 
technology’ create the 
process of evaluation 
that organisations buy 
into? 

As many evaluation solutions are actually 
technology driven – maybe it should be the IT 
function that determines the evaluation 
strategy? 

 
 
3.3 Discussion of Methodology 

Before beginning any research, it is seen as vital to select a research 

method that reflects the epistemological approach that was discussed 
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earlier. My position for the research was to decide that an inductive 

approach was most useful. Whilst a deductive approach may arguably 

lead to a more robust solution through the statistical ‘proving’ of a 

hypothesis, the research needed to be more flexible and informed and 

shaped by the views and opinions of those most likely to use it. Also, 

whilst much is known to me about the theory of evaluation and the views 

of the L&D profession, it seemed reasonable to put aside my narrow 

experience and to investigate what is current practice, as well as a 

deeper investigation of practice within a more expert (user) group, by 

using an inductive approach. 

 

However, on reflection, I realised the research will need to consist of a 

mixed methods approach, in order to reflect the different stages of each 

approach. 

 
Stage Actions 
Accumulation of facts, data 
etc. 

Assess current knowledge from my own 
practice 
Undertake a literature review of theory 
Run two research processes to test wide 
opinion from a large sample 
Run a survey for a ‘narrow’ group of expert 
practitioners 

Analysis and validation or 
comparison 

Analyse data and match to known data 

Formulation of the 
framework 

Assess literature from parallel areas of 
expertise 
Make an ‘intuitive leap’ through the analysis 
of available data, frameworks, and a process 
of innovation to synthesise into a framework 

Application, Monitor & 
Reviewing...? 

Create a case study group and monitor the 
application 

 
Describing the research in the manner above may lead one into 

considering that the overall approach looks suspiciously like Action 

Research rather than the mixed methods approach outlined earlier. I had 

also been confused about the point and that was reflected in my 
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searching for the most appropriate research tactics, until I was sure of 

my stance. 

 

I considered a number of Gray’s (2009) strategies of enquiry and 

discarded the Action Research and Experimental approaches in order to 

focus on a Case Study, because of the lack of iterations of the process of 

research. Also, the idea of a bounded system proposed by Stake (1994), 

where one can test an idea within a series of limited constraints, but with 

the flexibility to apply mixed methods, became the most appealing. This 

was partly because I had access to organisations that were happy to be 

treated as such (case studies), as well as the structure benefitting a more 

blended approach. This also met my need for both qualitative and some 

quantitative rigour in methods, and in order to create practical legitimacy 

as any results situated in the ‘real world’ of the practitioner base tend to 

have greater credibility, rather than using theoretical evidence. However, 

that being said, according to Pawson and Tilley (2001), the ‘gold 

standard’ of research is pluralism, where methods are used according to 

opportunity and need. Perhaps, in applying my pragmatism this makes 

more sense to me. 

 

So my decision can be presented using the Saunders et al. (2012) 

approach, presented in Gray: 

 
Epistemology Constructivism 
  
Theoretical perspective Interpretivism 
Research approach Inductive & Case study in appropriate phases 
Time-frame Cross sectional 
Data collection methods Sampling, Observation, Interviews, 

Questionnaires, Review of organisational data 
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3.4 Research Design Overview 

Having become clearer on the research questions, overall approaches and 

stance of my research, the next sections outline, and illustrate, the 

choices and decisions for each stage of the actual research. Initially, the 

research had the grandiose aim to replace an existing paradigm; 

however, it became apparent during the research that this idea had to be 

moderated, to create simply a framework that could become a paradigm 

if it had sufficient authority, practicality, and credibility. The initial single 

phase of research therefore became expanded into four more robust 

phases, each of which had its own challenges and methodological 

considerations.  Each phase will be discussed in turn: 
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To give a little more detail: 
 

 
Phase 

 

 
Design 

 
Deployment 

 
Analysis 

    
Phase One   
 
2010 – 2012 
  
‘Initial review of 
learning 
practitioner 
attitudes to 
evaluation’ 

Sample 
  
Purposive 
Sample Stage 1 
–invitation to 
contribute – 
verbal invitation 
– 708 
acceptances 
 
Purposive 
Sample Stage 2 
– Group reduced 
to 436 
contributors 
 

Survey 
 
Questions 
distributed as 
follows: 
 
- 314 Online 
questionnaire 
responses 
- 28 one to one 
interviews 
- 51 using 
telephone 
response 
- 43 paper 
survey 
completions 

Content Analysis 
 
Content analysis 
using proprietary 
software – 
converted to 
excel for 
reporting in this 
document 
 
 

Phase Two 
 
2014 
 
‘Review of 
smaller 
population of 
evaluation 
practitioners to 
assess current 
evaluation 
practice’ 
 

Sample 
  
Purposive 
Sample  
Stage 1 – 65 
companies 
 
Purpose Sample 
reduced to 43 
organisations 
 
 

Survey 
 
Questions 
distributed as 
follows: 
 
- 24 Online 
questionnaire 
responses 
- 6 one to one 
interviews 
- 13 using 
telephone 
response 
 

Content Analysis 
 
Content analysis 
using proprietary 
software – 
converted to 
excel for 
reporting in this 
document 
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Phase Three 
 
2014 – 2016 
 
Stage A – 
Framework 
Creation 
 
Stage B - Case 
Study  
 
 
 

Stage A 
Framework 
Creation and 
Sampling 
 
Framework 
formulation 
 - Stage One 
Ideation – 
reading and 
concept 
formations 
- Stage Two - 
Testing of the 
concept – 
workshop of 12 
experts  
Creation of initial 
forecasting 
accuracy 
benchmarks 
 
 
Stage B 
Purposive 
Sampling to 
select Case 
Study companies 
– 7 companies 
with 6 L&D 
practitioners  
 
 
 

Stage B cont.. 
Process 
Operation 
 
Expectations of 
forecast accuracy 
collected from 
Case Study 
group 
 
Retrospective 
process trialed 
on 27 courses 
where 
benchmark 
information 
existed 
 
New framework 
process run in 7 
companies and 
over 94 courses 
 
Third party ‘gold 
standard’ 
process then 
completed in 
same companies 
and same 
courses to create 
the benchmark 
score 
  

Data Comparison 
 
Third Party 
results using 
‘gold standard’ 
process results 
turned into the 
‘benchmark’ 
against which 
the variance of 
the forecast is 
measured 
 
Cost profile 
created 
 
Outcome 
comparison 
 
 

Phase Four 
 
2016 
 
To review the 
attitudes of 
those taking part 
in the Case 
Study 

Sample 
  
Purposive 
Sample of all 6 
people who were 
the key L&D 
practitioners 
involved in the 
process 
 
 

Survey 
 
Questionnaire 
sent to all 6 
respondents.  
All 6 also  
interviewed by a 
third party  

Content Analysis 
 
Content analysis 
using proprietary 
software – 
converted to 
excel for 
reporting in this 
document 
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The following sections explore each of the phases in greater detail. 

 
3.4.1 Research Phase One — Poll of Attitudes 

 
 

Phase 
 

 
Design 

 
Deployment 

 
Analysis 

    
Phase One   
 
2010 – 2012 
  
‘Initial review of 
learning 
practitioner 
attitudes to 
evaluation’ 

Sample 
  
Purposive 
Sample Stage 1 
–invitation to 
contribute – 
verbal invitation 
– 708 
acceptances 
 
Purposive 
Sample Stage 2 
– Group reduced 
to 436 
contributors 
 

Survey 
 
Questions 
distributed as 
follows: 
 
- 314 Online 
questionnaire 
responses 
- 28 one to one 
interviews 
- 51 using 
telephone 
response 
- 43 paper 
survey 
completions 

Content Analysis 
 
Content analysis 
using proprietary 
software – 
converted to 
excel for 
reporting in this 
document 
 
 

 
Introduction and Selection 

 

In my original thinking for this research, this Phase was intended to be 

the major focus for the whole project and, as such, I wanted to build a 

degree of ‘credibility’ into the findings by asking a small number of 

questions to a relatively large sample of people to draw out key attitudes 

to evaluation. 

 

I considered a range of sampling strategies in order to begin to create 

the concept of credibility including: Random sampling, including 

stratified, cluster and stage sampling. However, it quickly became 

apparent that these methods were both time consuming and restricting 

the actual numbers of people I could talk to. ‘Cold’ approaches from 

external parties looking for research data can swamp L&D functions and 
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these appeared to be inappropriate for my aims, as I had plenty of 

opportunity to interact with the target sample on a regular basis. 

 

Also considered were Non-random sampling, including Quota, 

Convenience and Snowball sampling. None of these methods lent itself 

well because of the access I had in the many large networks available to 

me in the practitioner base more usefully than the process of ‘Purposive 

sampling’, which was the method finally settled upon. Whilst the risk of 

this approach is that a researcher can miss a vital characteristic or be 

subconsciously biased in the process, I considered that this a manageable 

risk against the benefits of being able to research with a credible cross 

sample of the L&D population.  

 

My initial strategy was to talk to every single respondent, or to survey 

those who had already verbally agreed to take part in the survey so that 

the actual response rate would be 100 per cent. Therefore the initial 

stage was to collect commitments from people to take part in the 

research. This is unusual in research, but was possible for me because I 

have a large number of opportunities to interact with the research base 

through my specific consulting activities in this area. I work within a 

specialist evaluation company (one of the very few in the UK), and have 

access to clients and sensitive data in this area, where a more generalist 

consulting firm may be regarded with greater suspicion. 

 

So we are regularly able to meet and access people and elicit opinions: 

 
• We meet them at conferences and exhibitions 

• We present ideas and solutions to the research base at both 

online and offline events 

• We interact with them through marketing events and during pre-

sales meetings 

• We belong to networks and groups where we have the ability to 

pose research questions 

• We have clients in this field with whom we interact directly as well 

as being able to access their third party contacts 



100 

• We have access to training practitioners and their third party 

through the work we do with them on behalf of clients 

 
I began the process without a clear idea of how many people to contact 

so we asked people who were a) interested in the subject and b) 

prepared to take part in an academic research project. 

 

The initial question asked was “would you be interested in taking part in 

some research about the future direction of evaluation of training in order 

to replace the Kirkpatrick paradigm”. Those that answered ‘yes’ were 

then part of the process. 

 

I asked that question over a period of some nine months and then 

paused so I could review what had been collected. At this stage, I had a 

range of commitments from over 700 people. Now I could begin to refine 

the sample and develop the actual questions for the Phase One research. 

 

As part of reviewing the commitments collected, it became obvious that 

such a large research base had gathered too wide a range of perspectives 

and interests – for example the opinion of an external training company 

is driven from a different perspective from the target sample of in-house 

L&D people.  I also decided that non-L&D people were, in fact, a 

customer grouping for the L&D team, and whilst important, this review is 

aimed at, and for, the practitioners in L&D. 

 

I therefore decided to narrow the sample and reduce the total amount by 

removing the people in the research base that fell into the following 

categories:  

 
• Training Consultants and Trainers 

• Any operational manager not in HR or L&D 

• Any non-manager in L&D and HR (e.g. HR adviser or L&D 

administrator) 

• Any non UK company (or the non UK element of an international 

company) 
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• Any LMS supplier 

• Any software supplier (evaluation software or otherwise) 

 
The resultant group consisted of 436 people and consisted purely of 

Managers, ‘Heads of’, and Directors of L&D from a range of companies in 

the UK. The issue I had to resolve was whether this number was, as 

recommended by Gray (2009), legitimate, robust and sufficiently 

randomised. 

 

I applied the following justifications to the criteria to test out whether 

that sample size would be credible. 

 
 
Criteria 
 

 
Justification 

Robust Each person was the correct level for the research project. 
The reduction in the number had ensured that irrelevant job 
titles were eliminated and that only people with relevancy 
were included 
I consulted with my learning mentor for advice and 
guidance 

Legitimate The actual number of respondents was larger than many of 
those in other similar research projects; however, I was 
concerned that a small number of questions would add 
insufficient enlightenment and create data saturation, 
therefore, I elected to use more open-ended questions, to 
give more scope, and a more detailed response. 

Sufficiently 
randomised 

The initial process of selecting people had been completely 
random – based on those simply interested in the subject. 
The removal of job titles had served only to tighten the 
relevance of the remaining group. There was an acceptable 
spread of companies in terms of sectors and size. 
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3.4.2 Phase One — Research Data Collection 

Aware of the need to capture opinion as a key part of this process, and 

aware of the fact that the majority of interactions would not be a 

traditionally randomised survey, the bulk of the questions were designed 

to be open-ended so that themes and opinions could be captured. This 

fitted with an idea of the descriptive (rather than analytical) survey in 

Gray (2009). The questions that were asked are shown in Appendix 3. 

 

Taking heed of good practice, the questions were tested on a small group 

of colleagues, and my learning mentor, to ensure the questions were 

both understandable and would elicit the data I needed to collect. 

Following some minor amendments, the questions were then asked in a 

variety of ways and driven by the requirements of the respondents: 

 

• In a series of one to one interviews  

• Through responses to online surveys  

• Over the telephone or social media, where required  

• By completion of paper documents during events or conferences 

 

I decided that the process would have legitimacy because although the 

‘channels’ of data collection would differ, the questions would remain 

constant. 

 

One of the biggest challenges in the small number of face to face 

meetings was the subject of ‘questioner bias’ According to Gray (2009), 

this is a challenge and I instituted a review process by using a colleague 

to ‘sense-check’ the outcomes I was collecting, to ensure no 

supplemental questions were being asked or the subjects were becoming 

too diffused by my own curiosity. Each response was written down 

verbatim and put into a dedicated database for analysing open-ended 

questions (online contributions were fed directly into the database). 

Aware of the risk of short-cutting this process, a manual quality check 

was run with each thirtieth form being checked by a colleague for 

accuracy of input. 
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3.4.3 Phase One — Data analysis methods 
 

Dey (1993) suggests that qualitative analysis is a circular process of: 

Describing; Classifying, and Collecting and this idea runs through each of 

the stages and the Phases outlined later. 

 

In designing a set of questions to find out about attitudes, this produced 

a commentary wider than that initially aimed for in the questionnaire. 

This wider discussion and commentary was captured and analysed as 

part of the whole. This also helped shape some of the additional 

questions that were in the next Phase (Two) of the process. 

 

The method chosen to analyse the data is to use Content Analysis, rather 

than Grounded Theory, as there was no need to build theory from the 

‘ground up’, as a wealth of theory and information existed already and 

the focus is to identify the present situation against which meanings can 

be generated. 

 

However, Flick (2006) suggested that a challenge in Content Analysis is 

to ensure it remains clear of confusion about the nature of the content, in 

order to ensure that each step is considered separately as well ensuring 

all the steps have been considered. In this way, a richer analysis can be 

generated. 

 

These steps are as follows: 

 

Steps The challenge in the process  
Summarising 
content analysis 

Where content needs to be paraphrased because a 
person has used the same response, anecdote or idea to 
illustrate different questions. Not to do this would create 
an undue emphasis on specific ideas or themes. The 
challenge here is the problem of ‘expert knowledge’ and 
ensuring that content is not polluted with personal 
interpretation of the summaries.  

Explicating 
content analysis 

Where content needs to take account of organisational 
cultural norms, slang, acronyms or other jargon. The 
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challenge here is to ensure understanding of the nature 
and context of the organisation in hand.  

Structuring 
content analysis 

Where the content has been used to create scales 
(arbitrary and subjective) to assess, for example, 
strength of feeling for a particular idea of attitude. 
Whilst subsequent searching for ‘strength of feeling’ 
indicators can be carried out, the level of individual 
subjectivity makes this a worthless exercise. The 
challenge here is to realise that these scales can never 
be comparative in any more than a subjective opinion. 

 

The process, in practice, to produce the analysis is as follows: 

 
• Initial physical reading of the survey results 

• Coding of the responses – firstly using repetition analysis then 

themed content analysis 

• Input of the codes into the database 

 
The coding process has a number of practical challenges that need to be 

overcome:  

 

Challenge 1 – To review the content or the respondent? 
 
Respondents often make multiple points and a decision in made to review 

the data rather than simply the initial response. This means a respondent 

can often offer a substantial amount of content to a question where they 

may have strong views and could skew the data. The risk of this 

happening is preferred to the subjective inclusion of a single point made 

(e.g. the first point), by the respondent per question. 
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Challenge 2 – To analyse the words or the meanings? 
 
Respondents often reply in a manner that can be misinterpreted if not 

coded by a skilled practitioner. For example, if deciding whether the 

following statement is a ‘positive’ or ‘negative’ attitude, is about using 

skill to apply meaning to the statement: “Our appraisal system is 

excellent – not that I have ever had one from my current manager”. 

Using calibrated judgement is a strength of the approach and allows for 

both the collection of the main attitude or response, as well supplemental 

information. 

 

The coding process of the analysis stage takes an average of eight 

minutes per response in Phase One, as there are few questions and less 

ambiguity than usual. The outputs are produced very quickly from the 

software, which translates them to online interactive dashboards and 

documents. However, due to the nature of this research process, this is 

unrealistic and, therefore, the outputs have been translated into 

spreadsheets to create graphs for third party consumption. Our data 

storage and confidentiality processes are shown in the Ethics’ section 3.9. 

 
 
3.4.4 Phase One — Conclusion 

Phase One ran smoothly and generated large quantities of data and some 

information that added to my understanding of new and existing meaning 

from the wide base of people whose attitudes had been collected. Within 

this data were some surprising findings around the longevity of the 

Kirkpatrick framework and of some of the pragmatic reasons why it still 

existed and would remain in place for some time to come without a more 

meaningful and credible alternative. 

 

Phase Two would focus more on the contribution from a specific ‘expert’ 

evaluation base, about current actual practice and the degree to which 

they were using new approaches as well as to compare findings in the 

literature with their current practice. 
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3.4.5 Research Phase Two — Evaluation Practitioner research 

 
Phase 

 

 
Design 

 
Deployment 

 
Analysis 

Phase Two 
 
2014 
 
‘Review of 
smaller 
population of 
evaluation 
practitioners 
to assess 
current 
evaluation 
practice’ 
 

Sample 
  
Purposive 
Sample  
Stage 1 – 65 
companies 
 
Purpose Sample 
reduced to 43 
organisations 
 
 

Survey 
 
Questions distributed 
as follows: 
 
- 24 Online 
questionnaire 
responses 
- 6 one to one 
interviews 
- 13 using telephone 
response 

Content Analysis 
 
Content analysis 
using proprietary 
software – 
converted to 
excel for 
reporting in this 
document 
 
 

 
Introduction and Selection 
 
One of the challenges faced by a researcher and their chosen 

epistemology is the time lag between concept and execution, especially 

where there is an evolving number of ideas and themes to interpret. The 

original idea within the research became superseded by the need for 

further phases of research to generate information, in order to generate 

further insight. The initial shape of the new framework was developing as 

findings from the literature review, and wider reading began to stimulate 

new ideas. 

 

Phase Two therefore became focused on current practice of a smaller 

purposive sample of evaluation practitioners, who were involved in 

evaluation within their L&D function, in order to help add value and 

insight. Whilst another, more detailed review of attitudes may have 

created more insight into the wider practitioner base, I was aware of the 

risk of data saturation and wanted a more pragmatic comparison of 

practice and the literature. In addition, the decision to carry out a review 

of the accuracy of the new framework suggested the need for a Case 
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Study and a review of practice would offer insight, and would also allow 

the synthesis of learning for this process. 

 

Therefore, the focus of this Phase was to examine: 

 

• Attitudes of evaluation practitioners with greater experience and 

involvement in evaluation than most of those in Phase One 

• Current practice around new approaches to evaluation metrics, as 

well as processes around evaluation and learning transfer 

• Attitudes to the current use of what would later be described as 

Decision Theory 

• Collection of data and information to inform a new approach, 

particularly to collect evidence about specific ideas (for example, 

formative evaluation, learning transfer etc.)  

• Case Study Suitability – some of the evaluation practitioners 

completing the survey in this Phase were interested in helping 

test the new framework as I began to socialise the idea of it and, 

as they heard me speak at conferences and on webinars. 

Therefore, using some of the data helped to assess who had 

many of the necessary processes in place and became a way of 

screening those who wanted to take part. 

 
In order to help identify the overlaps in the process between Phases One 

and Two, I created the following diagram to help identify the assumptions 

and differences, at each stage, so that the methods’ section could be 

clarified and to ensure no steps were missed out or trivialised. 

 
Stage Phase One Phase Two 
Sampling  Purposive and chosen from 

access to the formal and 
informal networks in the 
practitioner base. Sample 
further refined against 
criteria 

Purposive and selected 
mostly from the initial 
research base with the 
addition of one or two extra 
interested parties – all were 
evaluation practitioners 

Question 
Design 

A small number of mostly 
open-ended questions to 
elicit broad attitudes. 

A large number of 
questions to investigate 
practice and to create 
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Process piloted with a few 
amendments 

insight. Also the phase used 
to select the case study 
participants. Process piloted 
with many amendments 

Data Capture Surveys split between semi 
formal and semi structured 
questionnaires 

Online surveys with some 
face to face interviews to 
facilitate respondent needs 
regarding time pressure or 
disability (one person was 
blind and preferred a 
conversation) 

Data Analysis Computer-based content 
analysis used to generate 
results 
Initial review of the data 
generated primary coding. 
Results exported to excel 
spreadsheets for the 
document 

Computer-based content 
analysis used to generate 
results 
Initial review of the data 
generated primary coding. 
Results exported to excel 
spreadsheets for the 
document. Some statistical 
analysis completed in 
addition to understand the 
strength of themes etc. 

Data 
Presentation 

Excel graphs from exported 
data 

Excel graphs from exported 
data 

 
Phase Two of the process initially involved a sample of 65 companies.  I 

had initially identified ‘expert’ volunteers from the narrowed-down 

sample in Phase One. As a result I had 55 of those that had indicated 

interest, to which were added ten existing clients of my consulting 

practice.  The idea within Purposive sampling (with a healthy dose of 

Pragmatism) was again the key technique in determining both the 

constituency size and nature of the sample. At this stage I decided to 

narrow down the sample group for a number of ethical and practical 

reasons.  

 

Therefore I removed any NHS, Local and Central Government 

organisations from this research phase, as these organisations have 

particular issues and challenges (both political and regulatory), in 

working with external consultants and have complex ethical drivers that 
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would have precluded them from taking place in the resulting pilot of our 

new process. 

 

The remaining group had 42 people/organisations within it. The criteria 

for their inclusion were: 

 
• They were conducting evaluation in some form or other 

• They were interested in the subject and wanted to be part of the 

research 

• They were interested in seeing the results of the research 

• They had a variety of evaluation issues – from a single 

programme to a total budget and hoped that seeing the outputs 

would help them in some way 

• They needed a credible approach to evaluation 

 

I was again concerned about the resulting sample size and decided to re-

run the process I had used in the previous research stage to resolve 

whether this number was legitimate, robust and sufficiently randomised. 

 

I applied the following justifications to the criteria to test out whether 

that sample size would be credible 

 
 
Criteria 
 

 
Justification 

Robust Each person was the correct level for the research 
project.  Each person wanted to be part of the research 
and had relevant practice to share 
A number of ‘experts’ were in the group – particularly 
those who had been trained in evaluation methods from 
competitors of ours 
I consulted with my learning mentor for advice and 
guidance 

Legitimate This was a purposive sample of expert practitioners 
with a range of experience and expertise in the subject. 
Also every person in the sample contributed, thus 
giving a 100 per cent completion rate 

Sufficiently 
randomised 

The initial process of selecting people had been 
completely random in Phase One – this process step 
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was also randomised by the inclusion of extra 
practitioners who joined in late, and further randomised 
by the level of interest of the individual concerned 
rather than the specific sector or size of organisation. 
 

 

3.4.6 Phase Two — Data Collection 

Having considered Phase One to have been successful, the same process 

was operated in this phase. Ethical statements were agreed and each 

person was guaranteed anonymity (whilst a number were happy to waive 

that anonymity, I considered it important for those who wanted it to 

ensure that the whole group operated at this level of ethical protection). 

A wider discussion of ethics takes place in section 3.9. 

 

The majority of the group (33) had indicated they would prefer to 

complete an online questionnaire, therefore this was created in order to 

be administered through Survey Monkey, for those people that preferred 

this type of interaction.  The remainder (10) received the questions in 

advance and their answers were captured verbatime and then input into 

the database, for analysis. 

 

The questions were designed and circulated to a pilot group of colleagues 

(6) within my own practice for testing. 

 

I received much more challenge for this stage particularly around: 

 
• The number of questions in the document – concerns were 

expressed about questionnaire fatigue 

• The repetitious nature of the questions (particularly in the specific 

need for detail I was seeking) 

• The level of specialist contribution required from participants 

• The blend and of types of question (I was asked to group 

questions together to ensure there was a clearer linkage between 

themes. I had been keen to mix up the themes to avoid leading 

the respondent down my ‘train of thought’, but I was reassured 
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that having stronger themes enhanced understanding about the 

different subject areas that were being considered). 

 
All this was taken into account and built into the briefing given to 

participants. The briefing outline is contained in Appendix 3a.  As there 

was no deadline, the results took around 4 months to collect until the 

final returns were received. 

 

3.4.7 Phase Two — Data Analysis 

Using the same processes as in Phase One seemed appropriate to ensure 

there was consistency across the Phases of research in the effective 

discovery of meaning. However, with a wider blend of open and closed 

questions, there were opportunities to use the data to surface issues and 

to observe any useful trends that could inform wider practice as well as 

those taking part (each of whom was sent a report of the findings). 

 

Within the analysis, an early decision was taken not to be unduly 

concerned about, or distracted by, over-analysis of the data, for example 

segments within the data such as demographics or organisational issues 

that appeared. The risk from this could result in insights being missed; 

however, I kept the focus on the evaluation, rather than wider issues, by 

ensuring that what was interpreted from the data was linked to the 

objective and not polluted with a personal need for intellectual curiosity 

or diffusion.  

 

Content Analysis was again used as the main driver for the analysis; 

however, some simple statistical analysis of closed-ended questions was 

carried out to examine internal consistency of the questionnaire. All the 

factors considered in Phase One were considered and repeated to 

produce a pragmatic survey result that could surface meaning from 

current practice. The data will be held for 6 years and then deleted. A 

more complete discussion of ethical standards and processes in contained 

in section 3.9. 
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3.4.8 Phase Two — Conclusion 

During the life of the dissertation, my objectives moved from this being a 

survey of attitudes about Kirkpatrick and the possibility of creating a new 

paradigm, to the practical creation of a new framework. The two Phases 

shown above were interesting and informative in themselves, but became 

superseded in importance by Phase Three, where a new framework was 

developed and tested as part of this academic process and in tandem 

with projects as a professional evaluator.  

 

At this stage, it is possible to undervalue the meanings and see them as 

being somewhat disconnected from the rest of the report; however, I 

prefer to think that what had gone before served to draw a line under the 

‘conventional wisdom’ and give a range of clues, ideas, and suggestions 

as to what could come next.  

 

However, as an ethical point, I have spoken to every person who took 

part in Phase 2, to thank them for their inputs and to inform them of the 

work that followed their contribution, as I was conscious that they should 

feel they had added value and could see the ‘difference they had made’; 

from the giving of their time and contribution freely, which was so 

gratefully received. 

 
 
3.5 Research Phase Three — Formulation of a New Framework 

— Overview 

 
Phase 

 

 
Design 

 
Deployment 

 
Analysis 

    
Phase Three 
 
2014 – 2016 
 
Stage A – 
Framework 
Creation 
 

Stage A Framework 
Creation and 
Sampling 
 
Framework 
formulation 
 - Stage One 
Ideation – reading 

Stage B cont.. 
Process 
Operation 
 
Expectations of 
forecast accuracy 
collected from 
Case Study 

Data Comparison 
 
Third Party 
results using 
‘gold standard’ 
process results 
turned into the 
‘benchmark’ 
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Stage B - 
Case Study  
 
 
 

and concept 
formations 
- Stage Two - 
Testing of the 
concept – workshop 
of 12 experts  
Creation of initial 
forecasting accuracy 
benchmarks 
 
 
Stage B Purposive 
Sampling to select 
Case Study 
companies – 7 
companies with 6 
L&D practitioners  
 

group 
 
Retrospective 
process tried on 
27 courses 
where 
benchmark 
information 
existed 
 
New framework 
process run in 7 
companies and 
over 94 courses 
 
Third party ‘gold 
standard’ 
process then 
completed in 
same companies 
and same 
courses to create 
the benchmark 
score  

against which 
the variance of 
the forecast is 
measured 
 
Cost profile 
created 
 
Outcome 
comparison 
 
 

 
3.5.1 Phase Three ‘A’ — Formulation of a New Framework — 

Creation Process 

I have decided to devote some space at this point to show the 

formulation and outline of the new framework in order to help situate the 

decisions and method for the case study segment of the research. 

 

In formulating something new, such as a new framework, two distinctly 

different processes can be at work. Kirton (1978) defined these as being 

about either Innovation (making new leaps in thinking), or Adaption 

(building on an idea that is present). He defined a series of ‘conditions’ or 

steps that could be helpful for the process, these also are found in the 

work of De Bono (1970) and in his ideation processes. This table outlines 

those stages and how they fit with the research for this project: 

 
Stages  Activity Research 

1 Exposure to a wide range of thinking – either Literature 
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from within the existing fields of knowledge – 
often popularly called “rolling the grass of 
new ideas”, that often generates the ‘light 
bulb’ moments so beloved of creativity 
thinkers! (The use of specific tools, such as 
analogical or metaphorical thinking, PMI, or 
even more structured tool-kits, such as the 
Six Thinking Hats or Decision Trees, are used 
to guide and structure thinking) 

Review and 
personal work 
following 
reflection 

2 ‘Delphic influence’ – discussing concepts, 
socialising ideas and testing frameworks with 
authorities in the field 

Workshop with 
colleagues 

3 Idea refinement and modelling  Planning for the 
Case Study 

4 Plan and implement Case Study 
implementation 
and review 

 
3.5.2 Phase Three ‘A’ — Formulation of a New Framework — 

Stage 1 — Creation Process — Exposure to new ideas 

Detailed reading of the evaluation literature led to new insights and 

ideas. For example, Spitzer (1984) and Dessinger-Moseley (2006) 

widened my perspective to see that concepts, perspectives and 

measurements about evaluation options outside of the usual solutions 

were possible. And, more encouragingly, these more stimulating ideas 

were situated in the Decision Theory continuum of the evaluation field. 

This further reinforced my view that Decision Theory was a useful 

approach in which to situate evaluation practice and any framework. 

 

My thinking was stimulated by exposure from non-evaluation literature 

sources began with my fascination with the work of Ferris (2007), whose 

podcast series interviewed a range of unusual people in his quest to 

‘deconstruct success’ and one of the most significant was with Narwal 

Seti, a successful Silicon Valley investor. A key mantra of his is to read as 

‘widely and randomly’ as possible, suggesting that creativity is stimulated 

from finding diverse perspectives around similar problems. This approach 

is very different from the more formulaic approaches in knowledge-

building within Social Science research, but served as a useful contrast to 

that reading method deployed in the literature review. 
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During the podcast series, both Ferris and Seti recommended the book 

‘Sapiens’, by Harari (2004) which is a brief review of the social 

anthropology of humankind over the last two million years. During one of 

the chapters, the concept of Jacob Bernoulli’s Law of Large numbers was 

outlined. This is the idea that the larger sample of data becomes, it 

displays a closer regression to the mean, often codified, in recent 

literature, as Common Limit Theory.  

 

Whilst covered more thoroughly in the Literature chapter, Bernoulli’s idea 

sits at the heart of many forecasting and predictive tool-kits. However, in 

order to create a forecast, a clear idea of what is needed to be known has 

to be decided first.  I have always seen evaluation as part of Decision 

Theory – i.e. you figure out what you want to know and design a process 

to find it.  This is an idea at odds with the prevailing evaluation paradigm 

that has a single process that finds out whatever anyone decides to 

contribute to the process. The Law of Large numbers and its application 

to evaluation forecasting by using metrics and a relevant set of processes 

suggested a radical option for a new framework. 
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3.5.3 Phase Three ‘A’ — Formulation of a New Framework — 

Creation Process — The ‘light bulb’ moment 

So whilst operating both formal and informal reading processes, my ideas 

developed, built around the ‘light-bulb’ moment of applying the Bernoulli 

concept to the subject of evaluation. My reflection was guided by the 

conclusions that it is a robust and well-tested method for prediction, with 

successful and accurate results tested over time. If evaluation practice 

could harness a robust method such as this, (arguably much more 

legitimate than the existing evaluation approaches), it could have 

legitimacy based on its application elsewhere. 

 

As part of the reflection about the Bernoulli concept, the idea of Utility 

Theory had also still appealed to me as a concept that had still not been 

fully exploited. Its claims to quantify behavioural change, through the use 

of Standard Deviation analyses, had initially been dismissed because of 

insufficient credibility; partly because of insufficient data to drive its 

application. However, with the rise of big data and the school of thinking 

around Engagement, linking the concept to forecasting, also suggested 

another area of innovation that could be developed.  In addition to this, 

the idea of ‘Intention’ suggested a pragmatic process link between 

intention and forecasting, as both are based around future-based 

concepts of Decision and Action Theory, and fit naturally with embedding 

learning and helping to cement the probability of a successful forecast, 

through effective Learning Transfer, a process that the literature 

suggested was increasingly operated by the L&D function. 

 

In synthesising the different areas of thought, as well as day-to-day 

learning from practice, a number of drivers were created to show the 

differences in approach between the existing evaluation paradigm and 

the new framework. The drivers themselves may also stimulate a 

paradigm shift if they answer the needs that exist in the world of practice 

and are not answered by the current paradigm. 
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From To 

Checking on whether any learning 
impact was achieved 

Forecasting the return and ensuring 
it is delivered 

A focus on behaviours in isolation A focus on behaviour within process 
That post-course evaluation is 
complicated, lengthy and has low 
rigour due to poor returns 

That post-course evaluation simply 
checks that the factors for value 
creation are in place and will be 
triggered 

From vague learning objectives To targeted learning points and 
actions 

That the learner should have fun That the learner should have ‘intent 
to action’ 

Scrap learning from ‘entertainment’ A move to output focus rather than 
‘time spent’ 

Evaluating without purpose Having an evaluation strategy 
Having one process to cover every 
evaluation need 

Deciding what needs to be known 
and selecting the appropriate 
process 

Being driven around the capabilities 
of the LMS 

Ensuring the LMS delivers what the 
process demands 

Measuring what is measurable Deciding to measure what is 
required 

Being precise, difficult, and time 
consuming 

Being accurate, straightforward, and 
resource-light 

Transaction costs/process measures 
are used to reduce budget 

Transaction costs/process measures 
are used to innovate 

Allowing the trainer to set the 
learning agenda 

Specific and targeted learning points 
and actions 

Seeing ROI as the goal (the ‘holy 
grail’) 

Seeing ROI as a secondary or 
extrapolated goal after 
organisational measures 

Seeing evaluation and metrics as a 
chore or a threat 

Seeing evaluation and metrics as a 
means for improvement and growth 

Seeing evaluation as a unique 
process and used as a ‘stick’ after 
the programme  

Seeing evaluation as integrative and 
part of the transfer process 

Measuring subjective outcome 
estimates 

Using salary multiples to ensure an 
objective number exists within the 
process 

 
In adapting and synthesising these concepts from the literature (both 

formal and informal), the set of aspirational drivers had been created 

against which a new framework could be designed and judged in the 
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longer term. The framework would need to integrate the drivers and the 

solutions from the ‘light bulb’ process, in order to be effective. The actual 

process of framework-building, as well as process and software-creation, 

then took place over an extended period of time, before it came to 

fruition. The actual framework is outlined in the next section. 

 
 
3.6 Formulation of a New Framework — An Overview of the new 

Framework — The QED Evaluation Strategy and 4 I’s tool-kit 

3.6.1 Introduction 

I have decided at this point to give an overview of the new framework, in 

order to help contextualise the discussion around methods etc. This is a 

pictorial representation of the new framework. It shows the key ideas and 

processes contained within it and is dissected below to explain what it is 

and how it works. 

 
 



119 

Building on the work of Brinkerhoff (1988), Phillips (1999), Anderson 

(2007) and Passmore (2012) as well as in my own experience, the 

following table outlines the most identified approaches to evaluation 

carried out by many organisations and reinforced by findings in both 

Phases of the research in this document, particularly where Kirkpatrick is 

the prevailing paradigm in operation. Whilst this is simplified for effect, 

the approach is resource intensive as the L&D function has to allocate 

resource from a full workload and traditionally delivers insufficient 

insight, in effect, simply finding out whether a course ‘worked’ some time 

after delivery.  

 

 

Stage 

 

 

Actions 

 

Considerations 

Approach 

Evaluate all courses within the 

portfolio using a single method 

based on a post course 

questionnaire 

Level of response rate? 

Did delegates enjoy 

the programme? 

Evaluate all courses using a more 

robust summative process to 

investigate what has happened 

What has changed? 

Did the course work? 

Analysis 

and 

Reporting 

Analyse data collected through a 

LMS or a specific survey 

Was the response 

sufficient? Can we 

report the results? Is 

anyone interested in 

the outcome? 

 

New Framework for consideration 

 

This is the breakdown of activity using the new evaluation framework and 

is geared to identifying what needs to be known in advance of delivery to 

ensure that the outcomes desired are purposely produced and not left to 

chance. The framework develops a more strategic approach by 

considering internal and external stakeholder needs as well as pragmatic 

internal resource constraints. The move to allocating the majority of 
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courses to ‘resource light’ quadrants ensures time can be maximised as 

required. 

 

 

Stage 

 

 

Actions 

 

Considerations 

Create 

the 

Evaluation 

Strategy 

Understand the decisions 

that need to be made post 

course to drive the 

appropriate evaluation 

approach 

For example: Should this 

course continue? Should it be 

improved? Could it be 

delivered another way? Is it 

providing the desired 

outcomes? Is it effective in 

terms of time and budget? 

Could another intervention 

deliver a better outcome?  

Should the supplier be 

replaced? 

Decide the most appropriate 

method to generate the data 

to inform the decision. As 

each quadrant contains 

toolkits and methods for 

data capture and analysis, 

select the appropriate 

quadrant to best provide the 

answers sought 

Identify which course fits 

currently into a quadrant – is 

that appropriate/desired? 

Should courses sit within more 

than one quadrant? 

Decide the quadrant ‘mix’ 

and create any extra 

process to ensure that the 

data can be collected and 

analysed 

Create the learning points and 

actions that will, with 

appropriate levels of intention, 

deliver the data to answer the 

questions needed to be 

answered 

Create the appropriate 

targets for both learning and 

Driven by the original 

questions to be answered 
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subsequent outcomes 

Determine the level of 

available resource and 

external requirement 

Audit the level of internal 

resource able to collect and 

review the data. Understand 

the actual level of external 

stakeholder need 

Execute 

the 

Evaluation 

Strategy 

Having decided the quadrant 

‘mix’ for all courses in the 

learning portfolio deploy the 

appropriate quadrant toolkit 

for each course 

This will be driven around 

needs and available resource 

to ensure that courses use 

appropriate process 

determined by the questions to 

be answered  

Quadrants One and Two 

allow for rapid forecasting of 

results 

Ensure that learning intention 

is sufficient for each course  

 

 

Each quadrant has within it a series of toolkits, metrics and processes 

that are deployed to drive the data and analytic requirement as 

illustrated in the following diagram. 
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Whilst describing the framework as a serious of process steps, the actual 

L&D function are able to engage with the framework at a number of 

different points. For example, they may want to develop a strategy, or 

use a quadrant to formulate questions and process, or simply use a tool-

kit. Their access point is driven around their individual needs and the 

questions they seek to answer. In effect, there are three main aspects to 

the framework: the creation of an evaluation strategy, developing actions 

and priorities by deploying the process generated from within a 

Quadrant, and by blending together the tool-kits within the Quadrant, as 

shown in the diagram: 

 

 

3.6.2 Framework Overview — Approach and Operation 

In practice, the evaluation framework is a consultancy offering, therefore 

the L&D practitioner can elect to engage with different elements of the 

framework, or mix and match elements according to their needs. 

However, if using the whole framework, the practitioner must first create 

an overall strategy and approach.  As the framework is situated within an 
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idea of Decision Theory, the strategy must answer questions posed by 

L&D (or another stakeholder), as part of its approach, some examples of 

decisions are outlined below.  

 

The starting point in the framework is to decide what is being evaluated; 

for example, if deciding on an evaluation strategy for the function (or 

budget), that strategy is based on what information L&D need to 

discover, in order to allow them to answer relevant question(s) posed by 

themselves (or another stakeholder). For example: is the budget well 

spent? Could costs be reduced overall with the same level of training 

impact? Can the budget flex to cope with a large programme without 

reducing quality? Could another party, other than the incumbent team, 

generate better results with that budget? Alternatively, if deciding on an 

evaluation strategy for a particular programme or course, the evaluation 

strategy is based on what information L&D need to discover, in order to 

allow them to answer relevant question(s) posed by themselves (or 

another stakeholder). For example, does the course need to improve? Do 

people value the experience? Is there sufficient learning, is it worth the 

money? Should the trainer be replaced? Does it make a difference to the 

bottom line? 

 

In building the strategy, suitable ‘targets’ (or KPIs) can be created, that 

the actual course (etc.) will need to deliver. These targets usually link to 

a scorecard approach that many organisations operate. For example, 

targets could include: financial elements (ROI, Cost per Head etc.); 

Process elements (workshop actions, e-Learning delivery etc.); Customer 

elements (satisfaction, repeat purchase etc.), and People elements 

(learning, wellbeing etc.), depending on whether targeting the function 

on its internal process operation, or the external aims of the courses for 

the recipients or stakeholders of the learning. 

 

Having generated the decisions to be answered, the next stage is to link 

the needs generated by the questions, to the solutions contained within 

four broad quadrants that reflect different approaches. Quadrants One 

and Two are very resource-light and rely on formative evaluation, 
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Quadrants Three and Four are based on summative evaluation methods, 

and answer questions that need to examine longer-term impacts. In this 

way, an ‘evaluation mix’ can be created, driven by needs as well as 

available resources. Within each of the quadrants is a series of tool-kits 

(for example, forecasting software, questions for delegates and 

managers, metrics, training to help managers with transfer) that allow 

the practitioner to ensure that the data is created and collected to answer 

the questions and achieve the targets previously created. 

 

The criteria used by the L&D practitioner is to use the quadrant that 

represents the most cost-effective approach to deliver the information 

they need to produce the evaluation outcomes they require. An overview 

of the quadrants follows; however, Quadrant One is explored in greater 

depth below this section, as this is the area that the research within this 

project will determine to be accurate and legitimate for practitioners, 

through the use of a Case Study approach.  

 

Quadrant One evaluates the development of ‘Competence’ and the 

majority of training delivered should be evaluated using the tool-kits 

contained in this quadrant, as it is both accurate, cost effective and 

resource-light. The tool-kits use a Forecasting approach and 

measurement metrics, based on the Law of Large Numbers principle 

which are refined, using a range of specific learning-drivers, to give a 

precise forecast. The L&D internal process change for this quadrant is 

based on the levels of intention measured at the end of the course, and 

intention scores are used to ascertain the likelihood of learning-transfer 

and generate a probability score for whether the learning will be deployed 

in the workplace – this allows the L&D team to decide whether to 

intervene to affect the outcome or not (for example, if the likelihood of 

the learning being transferred is low). More detail follows later regarding 

Quadrant One. 

 

Quadrant Two evaluates the development of ‘Engagement’ in the 

delegate. It is likely that this quadrant will be used less frequently than 

Quadrant One, usually for ‘difficult to measure’ courses, or in conjunction 
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with another Quadrant. The term Engagement is used here to describe 

‘soft’ factors that drive behaviour, for example - levels of emotion, 

morale, mindset, motivation, confidence, and commitment to using the 

training content.  

 

The tool-kits within this quadrant are, again, based on Forecasting. 

However, this time the measurement metric driving the result is based on 

Utility Theory which forecasts an output, based on standard deviations of 

behaviour. The Utility Theory allows for a salary allocation to the forecast 

levels of behaviour change. The previous levels of dissatisfaction with 

Utility Theory, outlined in the literature review, means that this quadrant 

may be initially used sparingly, but is useful for courses that concentrate 

on very soft skills or conceptual personal development, which do 

engender positivity, but do not always exhibit an immediate, tangible 

workplace impact. The L&D internal process change for this quadrant is 

based on the levels of intention measured at the end of the course. The 

intention scores operate as described in Quadrant One. Whilst this 

process is also new and innovative, I decided, for the purposes of the 

Case Study, to treat this stage as being out of scope, in order to focus on 

the impact of Quadrant One. Some of the implications of this may affect 

the research outputs, and will be discussed within the research findings 

chapter. 

 

Quadrant Three evaluates the ‘mitigation of risk’ particularly with regard 

to Health and Safety or other mandatory types of training and is 

measured using a summative process – the organisational context will 

drive the importance of this Quadrant; for example, financial services and 

logistics or manufacturing have a greater need for this type of 

information, as their mandatory processes are often linked to punitive 

action (for example, closure of a site), and/or legislative penalties (for 

example, organisational fines). The measurement metric is a more 

traditional quantification of risk-mitigation approach. The L&D process 

would still involve the use of ‘Intention’ and can give an indication of the 

probability of impact on the quantification value of risk-mitigation. These 

risk-mitigation values exist widely (and readily), in the sectors where 
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they matter, as they are used frequently for process improvement, 

regulation, and operational effectiveness. 

 

Quadrant Four uses a more traditional evaluation approach and reflects 

the occasional need for resource-hungry evaluation, which evaluates the 

post-course impact of actions positively to affect the achievement of 

organisation KPIs. This quadrant uses a summative process – the 

minority of training should sit in this quadrant, because of the complexity 

of measurement; however, identifying specific courses and programmes 

that require this level of resource, analysis, and process effort, and being 

able to allocate that required resource is more realistic if the practitioner 

is using the other Quadrants effectively. The measurement metric is 

based on the quantification of impact achievement, having determined 

the value of the KPI change and the level of impact created by the 

training intervention. The L&D process used is the more traditional tool-

kit of summative evaluation, perhaps using Phillips or Success Case 

Methods to generate information. 

 

The idea of the framework is to focus more of the evaluation activity in 

Quadrants One and Two, to leave more time for the more resource-

intensive Quadrants Three and Four, which need to be used only if there 

is a genuine decision to be made that needs that level of detail. In many 

cases, the data from Quadrants One and Two will help with any decision 

that needs a more robust summative process to be conducted. However, 

whilst all of the quadrants have their own approaches and tool-kits, they 

can all generate a ROI figure, if that is required as part of the decision, 

and it is my contention that much of the evaluation insight from 

Quadrants Three & Four can be generated as effectively within Quadrants 

One or Two. 

 

3.6.3 Quadrant One — The Subject of the Case Study Research 

Having outlined the overall framework, a further discussion of Quadrant 

One is appropriate as it is the subject of the research in this document. 

An overview of the Quadrant tool-kit is shown here: 
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To explain the process and tool-kits, a programme or course is first 

selected by the L&D team. A range of forecast ROI is generated from all 

the data known about the broad type of courses. This range builds on the 

‘Bernoulli’ idea, (Law of Large Numbers) where forecasts revert to a 

mean when being able to use sufficient quantities of data to decide what 

that mean may be. As I now utilise my own proprietary software, in 

effect, the forecasts are generated from the data used from thousands of 

previous evaluation projects as well as the data from other LMS providers 

and external data sources, who collaborated with my organisation to 

build a shared benchmark database. One of the benefits of this approach 

is that, if the forecast falls outside of the range having conducted the 

forecast assessment, there can be a discussion whether a course or 

programme should actually run, or be amended to help it generate the 

returns required by the forecast. 

 

However, when perfect information is not available, (large enough data of 

a specific type), a range is created and a final figure is created from the 

application of factors that drive greater precision, for example, superior 

learning practice and learning transfer. Those factors are audited to 
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examine whether they exist and, if they do, whether they are operated at 

an acceptable level of competence within the specific L&D function.  

 

An example of the factors may include: 
 

Stage Factors 
Commissioning Commissioning is robust with proper challenge of ‘need’ 

as well as expected outcomes, process changes and 
targets 
Delivers a ‘return on targets’ concept 
Selection of a trainer prepared to deliver against targets  
An appropriate evaluation process is chosen 

Design Specific learning points are developed for each phase of 
the programme and against benchmarks for the type of 
course 
Skill levels ‘from – to’ are created 
A range of actions is created – each is valued  

Delivery Focused on the core elements to drive high intention. 
Immediate assessment checks intention elements and 
targeted actions 
Assessment of learning achievement 
Increased use of learning application methods rather 
than theoretical knowledge 

Embedding Learning is supported by: 
• Specific management action 
• Linkage to other HR process 
• The level of ‘learning pollution’ in the culture 
• L&D resource 
• Blended support 
• Interactive learning support 
• Implementation of actions 

Evaluation 
Process 

Immediate review of intentions and actions achieved by 
trainer and learner 
Optional post course audit/sample of: 
How many actions were implemented 
Whether those actions delivered the forecast returns 

 
This selection of factors is an example of part of the mix of elements 

audited to ascertain the accuracy of the range. Clearly, the value created 

from this process allows the L&D practitioner to begin to continuously 

improve their practice through the use of the evaluation metrics. Using 

this approach, each programme starts with a range, and the assessment 
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of the drivers creates the final number. It is the accuracy of this overall 

process that will be assessed in the Case Study. 

 

Quadrant One has many areas of difference from the traditional 

Kirkpatrick approach.  

 
Approach Areas of Difference 
Process It is focused on ‘intention to execute’ and learning transfer 

measures rather than the four levels in the Kirkpatrick 
framework and is unlike anything in evaluation practice 
other than the Basareb (2007) framework. 
L&D generate the actions that the learner need to 
implement to drive the impact that the forecast identifies. 
L&D carry out a quality audit approach to ensure that the 
course generates the actions required that ensure the 
impacts drive the correct forecast. 
L&D can affect the forecast by identifying people with low 
intention and affecting further activity e.g. advising 
managers (etc.). 

Measurement The idea of measurement of reaction, or behaviour, is 
removed in favour of intention and process change.  
The measurement process is based on the forecasting of a 
result using the Bernoulli concept rather than any form of 
summative review. 
The initial range is established from large data samples of 
similar courses.  
Specific Drivers are identified that move the forecast 
within the range from (e.g.) High to Low dependent on 
whether they exist. 

Outcome Kirkpatrick considered Learning Objectives to help 
consider Return on Expectations. This is replaced. 
The results are driven by a ‘target’ score that drives the 
achievement of the overall L&D budget – this target score 
is linked to the decision that needs to be answered – for 
example, value for money or sufficient learning etc. 

 
The research is therefore focused in determining whether the idea that 

underpins this concept is legitimate, robust and accurate enough for a 

practitioner base through the use of knowledge that is applied and tested 

through results, as suggested by Russell (1912). 
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3.6.4 Summary of the New Framework 

The new framework creates a strategic choice between a quick and 

accurate forecast or a slow and purposeful summative evaluation. The 

decision in hand generates the strategic choice. Therefore, the new 

framework the features of Decision Theory, particularly as suggested by 

Hubbard (2007). The research will allow me to examine the accuracy of 

the forecasting method against the benchmarks created by the current 

‘gold standard’ approach, using the Phillips method to calculate ROI. This 

will create a realistic test of the approach and see whether the reductions 

in the cost of the forecasting approach would be a worthwhile saving 

against the expected loss of accuracy in using forecasting as the primary 

method of calculating value. 

 

Having deviated to explain the framework, the following sections continue 

the discussion around methods. 
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3.7 Phase Three ‘A’ — Formulation of a New Framework — 

Creation Process — Stage 2 — Testing using a panel of experts 

Having outlined the research framework above, this chapter focuses 

again on the idea creation process.  As part of innovation practice, the 

idea of Delphic challenge can be a useful stage within the creation of a 

new idea. I again operated a form of purposive sampling in order to 

gather together a small group of people who could be relied upon to meet 

a number of criteria, including: 

 

• Keeping the information confidential 

• Having extensive experience in evaluation and commercial 

activity within L&D (as trainers or managers within an 

organisation or as trainers or Directors of training companies) 

• Being challenging and commercially realistic 

 
The group of colleague evaluators would work together to discuss the 

concept, identify the weaknesses and challenges for the framework and 

to identify the commercial challenges that could exist. 

 

The group consisted of five senior evaluators, five associates (freelance 

evaluators) and two colleagues working in an evaluation organisation not 

currently involved in the L&D sector but with extensive experience of the 

sector. The use of 3rd parties in Academic Research is discussed further in 

Chapter 3.9. 

 

I recognise a number of weaknesses in this process: 

 

Weakness Action taken to mitigate the risk 
My personal bias in 
selecting people with 
whom I have a continuing 
relationship 

I explained the context of the meeting and my 
expectations of people. Ground rules were 
established (for all of us) and guarantees 
made about the need for impartiality in the 
process. A further discussion of an ethical 
stance is covered in 3.9 

My sample size was 
limited to people I knew 
and could trust 

I had little choice with this, but ensured that 
the people selected were robust contributors; 
those with views and opinions  I respected. 
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Their views could be 
watered down in case I 
did not want to hear a 
difficult message 

I engaged a facilitator to run the meeting 
process and to ensure all meeting outputs 
were captured – irrespective of the content of 
the message 

The process would be 
open to my interference 
and hi-jacking 

The facilitator designed a strong process of 
plenary and small group sessions to ensure 
that conversations would be free from any 
distraction and undue influence from my input 
(the outline of the workshop is contained in 
Appendix Five) 

The group of people may 
be unduly disposed to 
innovation and fresh ideas 

Each person was briefed to articulate their 
own views and opinions. Many of the group 
were considered highly data rational and could 
be influenced only if the statistical and 
mathematical logic stood up to their scrutiny. 
Some of these people are noted cynics and 
risk averse and are often regarded to be 
resistant to change in the community 

The group could be unduly 
helpful in order to support 
me in my research 

Whilst some of these people are colleagues, 
none had any vested, financial or personal 
interest in the outcome and are far from 
romantic when it comes to making 
commercial, technological and financial 
decisions. The facilitator also acted as an 
external brake on undue optimism or 
helpfulness 

 
Whilst broadly positive and optimistic, they left me with five key 

challenges that they thought would be solvable but which may make the 

framework difficult to be easily accepted by the wider L&D practitioner 

base.   

 
Challenge 1 - Surely all courses are different? 

 

Having watched, trained, delivered, assessed and evaluated thousands of 

courses it is fair to say that most learning has more in common than 

differences. Most companies: 

 

• use similar course learning objectives (often weak and 

uninformed) 

• have similar course outcome measures (often meaningless) 
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• use similar conceptual frameworks within the learning 

• use trainers who have learned similar methods and techniques 

and use similar learning techniques and processes (discussions, 

disputations, skill practice, coaching etc.) within the learning 

environment 

• rate trainers based on popularity rather than effectiveness 

• use training methods and techniques that have already proven to 

be popular to previous learners 

 
Challenge 2 - Surely all learners are different? 
 
This is also true, but it is possible to calculate three vital areas that affect 

the majority of learners: 

 

• Their personal motivation to implement the learning 

• The process within the workplace to measure their performance 

or ‘contribution’ 

• The culture in which to be able to transfer the learning 

 
This means that the L&D function can calculate the desired productivity 

returns, and have a dialogue with the organisation, to ensure they are 

achieved. It also shows the point at which the ‘hand-over’ for learning 

takes place between the L&D function and the Manager and Learner. 

 

And again, courses themselves suggest that learners are less individual 

than originally thought – a Health & Safety course across sectors, 

organisations etc. has a similar implementation rate, irrespective of the 

type, gender, status, role, or style of the learner. 

 
Challenge 3 - Surely the measures are as flimsy as ROI? 
 
The ability to release the value of training by using payroll, as well as the 

theory of large numbers to predict an outcome, links two strong 

processes with a fixed point of data. This is far more secure that the 

prevailing paradigm 
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Challenge 4 - Surely we want to know ROI? 
 
This is sometimes true and this framework also contains processes that 

generate that metric. However, it is also the case that we need to carry 

out post-event evaluation but only where and as required – this means 

that the process will have to fit the needs of the decision, not the other 

way around, and that its legitimacy is greater, as the correct process is 

tied up with the decision required. Also, as many people use ‘ROI’ as a 

shorthand term for a range of meanings, the framework challenges what 

they actually desire when it is requested as an output. 

 
Challenge 5 – Surely forecasting is no more than guesswork? 
 
Most statisticians understand a well-governed stochastic process, built on 

strong logics and mathematical principles, has an excellent track record 

of success, assuming the length of a forecast is within sensible temporal 

boundaries. In addition, it is possible to create pragmatic outcome 

measures, based on existing ideas that can multiply the returns from this 

new approach. 

 
 
3.7.1 Phase Three ‘A’ Group Benchmark Challenge 

One of the subjects discussed with the group was the degree to which 

confidence would be built if the accuracy of the forecast was sufficiently 

accurate. This accuracy could be further reinforced by the cost savings; 

however, to be legitimate enough for the L&D practitioner to believe in 

the result and defend the result internally, it should stand on its own. 

 

Therefore the following question was asked of the group: 

 
• What level of forecasting accuracy (plus or minus), would 

persuade you that the level of forecasting would be valid? 

 
Each answer was collected and, in the remaining testing phases, this data 

was used as a benchmark guide. Interestingly, ten of the 12 evaluation 

experts believed that the forecast should never exceed the benchmark in 

order to avoid over-optimistic forecasts (the problem that had negatively 
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affected the original credibility of Utility Theory). The answers are 

contained in Chapter 4. 

 
 
3.7.2 Phase Three ‘A’ — Creation of New Framework — 

Summary 

Kirton (2003) and De Bono (1970) both stress that innovation is 

surprisingly rare and my subsequent analysis of the framework shows 

clear adaptive elements from complementary areas of work and research, 

as well as clear debts to the formative school of evaluation thinkers 

including Spitzer (2005) and others. However, within the field of 

evaluation, there was enough innovation within the process, tool-kits, 

and method to create significant interest in the evaluation practitioner 

base when launched at the CIPD conference of 2016. A series of short 

workshops was presented, as well as a fringe workshop to outline the 

new process and, as a result, over forty significant client conversations 

have ensued as a result.  

 

However, at this stage, the idea of the Case Study is still simply to test 

whether this new Forecasting process would work as effectively as the 

‘gold standard’ version of evaluation, and the thinking and planning 

began in earnest. In order words, ‘will it work’, not ‘how does it work’! 

 
 
3.8 Research Phase Three ‘B’ — Case Study — Considerations 

 

The Case Study had two main thrusts: 

 

• To examine the legitimacy of using a forecast within the framework 

by comparing the results obtained using the new process with 

those generated by an independent third party carrying out a 

‘gold-standard’ summative approach 

• To examine whether the new approach would be cost effective by 

comparing the cost and resource implications between the two 

methods  
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When first constructing the methodology for the DProf process, I wavered 

between this being structured around Action Research, as opposed to 

using a Case Study. One of the many attractions of using a Case Study is 

that Gray (2009) reinforces the idea of Yin (2003), that they are used 

when a causal relationship or proof is required, rather than a simple 

description, and that blending qualitative and quantitative methods is 

also acceptable, as both an inductive or deductive approach can be used. 

Also, a number of different data points can be considered and generated 

in the process, as the Case Study is being used to investigate a 

phenomenon with a ‘moving’ or real context. 

 

This somewhat ‘messy’ situation is one that, as a consultant, I am used 

to dealing with on a daily basis, and to which I have ethical and process 

guidance to help deal with the complexities of culture and context. 

 

Whilst Gray (2009) points out that Case Studies are not universally 

accepted as ‘reliable, objective and legitimate’, both Yin (2003), and 

Gummesson (2000), have developed justifications around the multiplicity 

of examples and cases that can be generated by using case studies, to be 

able to generalise, as is done in other scientific research methods. 

 

Heeding their warnings that Case Studies can generate huge amounts of 

data and paperwork, I have focused very clearly on the data needed for 

the purposes in the research, and resisted the urge to become unduly 

distracted by other data around culture and context. 

 

Gray (2009) and Yin (2003), suggest a method to develop an appropriate 

process for the case study method, therefore, the following approach and 

processes were used: 

 
Stage Tasks 

Define and 
Design 

• Develop Theory - Create a framework to forecast 
the returns from learning interventions 

• Agree Case Study Companies and agree process 
and ethics for each 

• Agree learning interventions  
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• Prepare all parties for the deployment of the 
relevant stages in each of the steps 

Prepare, 
collect and 
analyse 

• Carry out each case study (all run in advance of the 
learning intervention) 

• Individual reports completed and stored where they 
could not be changed 

• Learning Intervention took place 
• Third party evaluator ran the summative process 

following the learning intervention 
• Their reports written and collated 

Analyse and 
Conclude 

• Cross case conclusions drawn and documented 
using evaluation approaches 

• Time and resource calculations completed and 
compared 

• Actual vs. forecast results compared 
• Phase Four research carried out 

 

Yin (2003), suggests there are six main sources of data collection for 

case studies: 

 
Source of 
Evidence 

Approach 

Documentation This was the main method used in the Case Study 
as it is deemed to be objective and, as collected by 
myself as well as a third party, less likely to be 
cluttered by organisational detritus or individual 
bias, as the collectors of evaluation data work to 
exacting standards  

Archival Records Not required 
Interviews These were used particularly as part of the 

summative third party process and not our own. 
They adhered to their own internal rules and 
guidelines for this exercise. Interviews were also 
used as part of Phase Four 

Direct Observation Not required 
Participant 
Observation 

Not required 

Physical Artefacts These were used as part of the summative third 
party process and not my own. 

 
One of the challenges with the case study alluded to earlier was validity 

and reliability. To deal with this, the following strategies were deployed: 
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Area of Concern Strategies 
Construct Validity  - 
because of the 
difficulty of defining 
the constructs being 
investigated, Yin 
(2003) 

Each party to the process was briefed around 
scope, responsibility and role. As I deployed 
standard, well known processes, as laid down and 
understood by professionally trained evaluators, 
this was deemed not to be a problem 

Internal Validity No inferences other than what were required for the 
project were drawn. In fact, one of the frustrations 
in the project was not being able to ‘fix’ problems 
we encountered that may be part of a consultative 
approach 

External Validity The case study organisations were of varying sizes 
and contexts and had been selected to ensure 
certain types of organisation were not included, so 
that any generalised claims would not be claimed 
within a non-existing segment. Any claims at this 
stage would be ‘probabilistic’, to reflect the advice 
given by Lieberson (2000), regarding small sample 
sizes of cases.  

Reliability – This, for 
me was the key test 
for the wider 
practitioner base 

Bryman (2007) cites the use of an independent 
researcher to validate findings, and this process is 
used within the research. They carried out their 
own (unseen), research and delivered a report 
according to their independent findings 

 
 
3.8.1 Phase Three ‘B’ — Analysis 

In the event, the actual level of analysis is very simple; the acid test was 

simply ‘did the framework work’, against the parameters set by the 

practitioners in the Case Study and, therefore, consists of straightforward 

challenges: 

 

• Did the forecast outcome perform within the defined parameters 

of the ‘gold standard’ outcome, and whether any degrees of 

variance, were acceptable to the researcher and client 

• Did the difference in the process and resource implications of 

each method, including factors such as tangible cost (fees, time), 

intangible cost (disruption, administration) create a significant 

advantage for the new method. Opportunity cost was disregarded 

for the purposes of this project 
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One of the challenges of the research was the extent to which I was 

dependent on a binary result (did it, or did it not work). The Case Study 

itself was therefore to be supported by the Phase Four feedback, which 

was put in place to diagnose any problems that would have been 

generated by a failure of the framework. 

 

3.8.2 Phase Three ‘B’ Case Study Method — Deployment  

 

The final group that volunteered to take part in the testing of the new 

method consisted of seven companies, but with only six L&D clients. 

Some of them had volunteered themselves from the research group 

above, plus one extra client we had acquired very recently because of 

their urgent need to develop an evaluation tool-kit very quickly to save 

their budget/function.  

 

In selecting the research group from a number of volunteers, there are 

risks from a range of vested interests colliding, to want to create a 

positive result. However, whilst the entire group had goodwill toward the 

project, I had ensured that these organisations had a challenging L&D 

Manager at the core who could (and would), give honest and objective 

feedback during the process. Two smaller organisations were represented 

by the same person who was head of L&D for both organisations. This 

gave us the opportunity to examine the data where the L&D person 

would not be a variable within the process. 

 

In order to assist with the understanding of each of the case study 

organisations, I have prepared short pen portraits of each organisation: 

 
Company One: 
 
An international pharmaceuticals’ company based in England that created 

and distributed a range of drugs around the world. They had grown 

rapidly through merger and acquisition, and were owned by a Private 

Equity firm at the time of this research. This created a strong culture with 
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an entrepreneurial, pragmatic approach, which focused on speed rather 

than precision. They had 1500 people in 14 countries and a small HR 

team of six spread over two territories. They had a very flexible LMS that 

allowed them to run highly bespoked evaluation, although the culture 

rarely had time to regroup and learn – being onto the ‘next thing’. The 

Head of HR was the contact link with our project. Whilst operating 

evaluation processes, they were resistant to increased evaluation and 

freely admitted to being bored by it – preferring to focus more on the 

design and delivery aspects of training. 

 
Company Two: 
 
A UK Housing Association based in England. In common with all housing 

associations at the time of this research, they were facing a tough 

economic future because of the changes in funding from government 

having to reduce costs on an annual basis, whilst delivering improved 

results. Training was important in delivering mandatory skills, without 

which the association would have been fined heavily, or be closed. A 

more traditional culture than usual existed in this organisation, although 

rapid change was in progress through the hiring of a new senior 

leadership team. There was a large HR team for the staff of 

approximately 800, but a small and very ambitious L&D team. L&D 

wanted to prove their value, protect and grow their budget and grow 

their reach and credibility. There was a constant drive to merge, divest 

and acquire housing associations, and there was a strong motivator in 

evaluation being able to assist with functional and job security. 

 
Company Three: 
 
A major UK Retail Group based in England. With over 6,000 employees 

there was a major programme of Head Office as well as store-based 

training. The retail challenge is about the speed of operation and 

excellence in a wide range of facets; including design, procurement, 

logistic and retailing itself. There was a small L&D team that delivered the 

majority of non-store based learning. A highly blended approach allowed 

for retail staff to have a balance of online and store-based development. 
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Aligning the fast moving operation with the need for strategic acumen 

called for excellent leadership development, strong values, and a 

supportive and challenging culture. Recent cost constraints had seen the 

L&D budget reduced significantly, precisely because no tangible value 

could be evidenced. 

 
Company Four: 
 
A European Finance group headquartered in England. This organisation 

operated in the area of consumer and retail financing, within a franchised 

structure. Significant development took place with a heavy regulatory 

burden that had be taken into account. An sector that had suffered from 

a poor reputation and accusations of sharp practice, this brand had an 

enviable reputation amongst its peers. This small OD and L&D team 

balanced the demands from both the head office function and the 

franchise network. A suite of offerings was provided that was funded via 

a levy; this sometimes resulted in problems with learner attitude and 

embedding. A European parent created different cultural challenges for 

L&D with a dotted line to the UK organisation.  

 
Company Five and Five ‘a’: 
 
This ‘organisation’ is an amalgam of two different not-for-profit 

organisations. As they were reasonably distinctive, it is hard not to give 

away their identity. However, they were of a similar size and with similar 

problems. One was a regulator and the other a professional membership 

organisation within the same sector. Both of them needed to evaluate for 

a variety of reasons, including justification in the creation of value from 

stakeholder funds, as well as a genuine desire to continuously improve 

their offering. In addition, trustees and external regulation focused 

efforts on excellence, as the impact of training was an aspect of their 

external assessment criteria. They operated with well-resourced OD and 

L&D teams and tended to deliver internally across the HQ and operational 

aspects of their operation. In both cases they tended to focus their 

evaluation efforts on the leadership and management aspects of 

development. 
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Company Six: 
 
This was a division of an international technology company, based in 

England. Working across Europe, they delivered applications, support and 

service to a range of internal customers. The division had some 7000 

employees and was part of a greater whole of some 40,000 employees. 

There was an aggressive sales process, that drove strong growth in their 

crowded sector, and the rest of the organisation had to cope with the 

strong sales ‘bow wave’. L&D was involved with all areas apart from the 

sales engine. This meant it could be difficult to prove value, and budget 

was regularly appropriated away from development, other than for sales. 

The L&D team delivered all of the training themselves, with little budget 

for anything other than workshop-based training. The need to justify 

their existence was constant and they had recently survived a move to 

outsource the function.  

 

So, in each case, the sponsor was the most senior HR/OD or L&D 

Director/Manager. Each had their own vested interests in proving their 

value as part of their role, and were without the time or resource, in 

most cases, to carry out onerous evaluation processes. As part of this 

process, and because of the highly sensitive nature of the information 

being shared, we willingly signed a standard non-disclosure agreement 

with each of them. Whilst this does restrict the ability to share specific 

names and organisations, it also creates a strong ethical stance and 

mutual protection. 

 
 
3.8.3 Phase Three ‘B’ — Approach, Process  

As someone within the interpretivist paradigm using a phenomenologist 

approach to construct sense of the different meanings in emergent 

phenomena, I faced a dilemma when thinking about the case study and 

the statistical evidence I needed to analyse from emergent data. Hubbard 

(2014), defines an experiment as ‘any phenomena deliberately created 

for the purpose of observation’ from which meaning can be drawn and, 

through reflection, truths constructed. 
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Hubbard (2014) discusses the pragmatic approaches needed to prove 

business decisions as opposed to the methods that often exist in the 

academic literature, stressing the difference in understanding as a 

practitioner, whether the outputs add value, rather than passing a 

statistical hurdle that may or may not add value to the decision in hand. 

What matters is the creation and meanings in the phenomena with 

appropriate statistics that meet the needs of the parties concerned. 

Therefore, in effect, the group of companies reflect a t-sample of an 

expert data group, where a small number of results can illustrate the 

ranges within a wider population (without inferring generalisability). This 

means that any statistics would need to reflect the view of the group and 

not treat them as a control group, or bring the need to use further 

control groups. The need for significance, regression modelling etc. is 

also not required, as testing the views of this group against a wider 

population is not taking place. Using the phenomenist approach, the 

group becomes the total population, as we are not proving a correlation 

with the wider group. 

 

I have also been influenced in excluding processes, such as significance 

and regression etc., because of the use of forecasting as the core 

measurement process and find some of the arguments of Meehl (1978), 

that significance is ‘one of the worst things to happen in psychology’ and 

where probability (or forecasting), is considered that Deming (1998) says 

that ’significance, or lack of it, provides no degree of belief…about 

prediction of performance’. In addition Jeffreys (1961) reinforces the 

point that using a p-value is not a valid approach in forecasting. Whilst an 

academic approach may support a wider use of the null hypothesis, 

statistical significance and regression etc. ‘are not required for a 

management decision’. Hubbard (2014), also contends that methods 

such as Bayesian forecasting need not be considered when the group 

defines for itself the levels of performance required from any probability 

estimate. However, he recommends the use of Bayes in future research, 

if questions such as the applicability of the framework were to be 

justified, or to rebut some of the objections and probabilities of assessing 
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the further use of the data. That process is beyond the scope of this 

research. 

 

In creating the parameters for the research within the Case Study, each 

volunteer company was invited to identify courses or programmes where 

value needed to be measured. The courses could include any of the 

following broad criteria that I also wanted to evaluate as well: 

 
• A specific large (or important) training course or programme 

• Blended or workshops 

• Skills, personal development, mandatory or professional 

development 

• A number of small training programmes 

• An entire budget  

 

Each organisation was invited to select whatever it wanted – dependent 

on its own needs, as well as my requirement to ensure that each element 

shown above was covered more than once. Because of the range of 

sectors, needs, and levels of engagement, we were able to establish the 

following activities to allow us to test the framework, across a range of 

different events, including: 

 
Organisation 
 

Course Description of Work 

1,5,6 A Valuation of a whole budget 
2 B Valuation of 30 fundamental job skills 

programmes  
3 C Valuation of a number (4) of Leadership & 

Management programmes piloted within a 
division having previously been run in other 
divisions  

5 D Valuation of an 8 module soft skills/behavioural 
personal development programme 

2,4 E Valuation of mandatory rolling cycle of 
programmes using blended learning 

2,6 F Valuation of series of technical programmes 
each one day long 

3,4 G Valuation of mandatory health and safety 
programmes 
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1,4 H Valuation of induction programmes 
1,6 I Valuation of an accredited Leadership 

programme 
3 J Valuation of programmes to third party 

stakeholders 
5 K Valuation of a rolling programme of CPD  
1 L Valuation of large organisational initiative (e.g. 

Customer Service KPI change) 
 
 
3.8.4 Phase Three ‘B’ — Validity Expectations 
 

One of the ethical considerations for those taking part in the Case Study 

was there was to be no publication of the actual ROI figures from the 

courses that were being delivered. The investigation was of the accuracy 

of the forecast, rather than the actual comparison of ROI. This was 

important, as some of the ROI figures for similar courses were very 

different, and it was important not to confuse the judgement about how 

and why the ROI was at a certain level, with whether the forecast could 

deal with this. It is also beyond the scope of this project what impact the 

various criteria had in creating the forecast, as that had been developed 

using a different process. What mattered was whether this approach, 

built on and utilising the concepts of Decision Theory and forecasting, 

could deliver against the benchmarks set from the most respected, 

current evaluation measurement method. 

 

In order to create a method to consider whether the results from the 

case study could be considered to be ‘useful’, and meet the ethical 

commitments, I decided to consider some of the tests laid out in a 

process recommended by Armstrong (2001) in his evaluation of the most 

useful forecasting methods, to ensure that good practice was informing 

my approach. One test included the requirement to ‘look back’ and 

compare previously used data for accuracy, as well as the use of an 

independent third party to create an assessment against which to judge 

the forecast method and results. As well as understanding any personal 

sources of bias, the key method was to compare outcomes obtained by 
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different measures, and this is the primary method deployed in this 

study. 

 
 
3.8.5 Phase Three ‘B’ — Measurement Criteria 

The ‘gold-standard’ result that would be generated by the Jack Phillips 

process (for example, Training Course 5 generated an ROI number of 350 

per cent) would be turned into a score of 100. A simple percentage 

variance from that result, using the forecasting method, can be 

generated. To illustrate, if our score of the same Training course 5 

generated an ROI number of 315 per cent ROI, then we would be at 90 

per cent accuracy – but under forecast. Similarly, if we generated an ROI 

score of 385, we would be still be at 90 per cent accuracy - but over 

forecast. 

 

What mattered was the actual level of expected forecast accuracy that 

would persuade a practitioner that the results were credible and 

sufficiently accurate to generate confidence in the process. As a result of 

the work of the ‘expert-group’, a decision had been make to avoid any 

over forecast, in order to avoid undue optimism in the framework. 

 

Whilst I had polled the expectations for forecast accuracy in the expert 

group earlier in the process, I decided to understand the real 

expectations and parameters from the people actually experiencing the 

process; I decided that the most appropriate method for the Case Study 

would be to ask the client L&D practitioners. This also negated the need 

for any Bayesian analysis, as the sample would then define the 

performance expectation required from the framework. This met the test 

outlined by Hubbard (2014). Therefore each person was asked the 

following question: 

 
• What level of forecasting accuracy (plus or minus), would 

persuade you that the level of forecasting would be valid? 
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Each answer was collected, and the results would be reported against 

their expectations, which are shown in Chapter 4. All of the practitioners 

believed that the forecast should never exceed the benchmark. This 

reinforced the views of the expert group as well. 

 
 
3.8.6 Phase Three ‘B’ — Case Study Deployment — Data Capture 

Having established the programmes to be run, a number of processes 

had to be operated to allow the case study research to take place: 

 
Process One – Looking back 
 
As the new method involved forecasting, a decision was taken to abide by 

the traditional tests espoused by Armstrong (2001), to examine 

assumptions on a sample, looking backwards to see whether the 

forecasts would deliver against known results. Within my own practice, 

we had access to existing data from evaluations carried out by colleagues 

within external clients using a summative method and for which I had no 

knowledge of the results. To ensure ethical compliance, I contacted each 

of the clients and, having gained consent, I then operated the new 

process as far as possible to see whether the result would be possible 

with only partial access to all the required information. The results are 

shown in Chapter 4. 

 

I was able to operate the process on the following courses: 

 
• A 2 day leadership programme for middle managers in an 

automotive environment 

• An executive coaching programme (8 sessions per person) for 

Directors in a media environment 

• 20, one day Skills workshops for managers and non-managers in 

a charity. Subjects included for example: Presentation Skills, 

Dealing with Difficult People, Having Difficult Conversations, 

Stress Management, Introduction to Process Improvement etc. 
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• 5 Mandatory courses (half day) in a medical environment 

including, Manual Handling, Corrosive Materials, Back Protection 

etc. 

 
The date from the summative process was adapted to become a 

benchmark number of 100, and the forecast method then was compared 

as a percentage difference from the benchmark, and shown in Chapter4.  

 
3.8.7 Phase Three ‘B’ — Main Case Study 

3.8.7.1 Forecasting approach 

For each of the programmes/courses selected by the Case Study 

participants, the forecasting approach was operated, involving desk work 

with the organisation and the L&D practitioner/client, to understand 

current practice in the following areas: 

 

• A detailed review of learning points, and learning transfer 

processes 

• A detailed idea of the learner profile to establish motives and 

timing etc. 

• An average salary value calculated for delegates plus a calculation 

of tangible and intangible costs 

• A review of core L&D process to establish internal process for 

data capture  

• A review of trainer motives and approach 

 
This allowed the creation of the forecast result, at the appropriate point 

within the forecast range, determined by the original Bernoulli concept, 

that is based on the huge amount of data currently held around the same 

types of programmes. As this process is formative, it runs before the 

courses take place, or any suitable point in the deployment of a 

programmes, as the result does not depend on the learner. In addition to 

this usual process, a log of time was kept per course and company to be 

able to compare the time commitments between the processes. 
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3.8.7.2 Benchmark approach 

 

A full ‘Jack Phillips’ (Gold standard’) methodology was run on each of the 

courses by an evaluator within a third party organisation. This third party 

evaluation was funded totally by me as part of the research for this 

document. The company used is a highly regarded evaluation practice 

that had held merger discussions with us; therefore we had full 

knowledge of each other and a signed Non Disclosure was in place at that 

time.  As the Phillips’ approach is summative, the courses needed to be 

run and sufficient elapsed time to have elapsed before their process was 

complete and could be compared to the forecasts. 

 

The outline of their stages are as follows: 
 

• Understanding and profiling of learning outcomes 

• Course cost profile created, based on tangible, intangible, and 

opportunity costs – this is used as part of the cost/benefit 

number, that subsequently forms the ROI number. 

• Initial reaction at the end of the course 

• Follow up of delegates at one week and one month, following the 

close of the course or final part of a programme, to determine 

impact. Face to face interviews or online surveys are used to 

consult with the delegates and the managers or peers of the 

delegates, depending on the course 

• Separate impact review interviews if insufficient data had been 

collected 

 
In addition to this usual process, a log of time was kept per course by the 

third party evaluator. Fees for the client company were simple to 

calculate, as they were charged to me at a commercial rate. Each process 

generated its own data outputs, that were collected using software 

systems. In order to make sense of the third party data for a non-

commercial purpose, each set of data was converted into outputs that 

could be charted using an excel spreadsheet. This allowed charts to be 

created of a similar style so that the host company, in analysing its 
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results and outcomes, would not be swayed by superior or less glitzy 

reporting. 

 

In setting up the project with each of the case study organisations, time 

was spent with each Head of L&D, to discuss with them the new 

framework and the requirement for development for each. In every case, 

development was only given to the L&D team to help them understand 

the process and the extent to which the criteria for making judgements 

was being applied in their organisation. In sharing the criteria, the L&D 

team could choose to build an action plan positively to affect the impact 

of courses, when our process had been completed, if they so desired. In 

this way, the case study organisation gained a tangible benefit for taking 

part in the research. It was tempting at this stage to develop each of the 

L&D teams in the whole methodology, and attempt to evaluate that 

outcome but, in the event I focused on the aims of the research – the 

part that encapsulated the heart of the new framework, proving that 

forecasting could generate accurate results in a cost effective manner.  

 
 

3.8.7.3 Case Study Data Analysis 

The same process discussed earlier in the ‘looking back’ process, was 

used to produce the outcome. The Phillips’ ‘gold standard’ number was 

turned into a score of 100 and the forecast result could then show the 

percentage variation, without showing the actual ROI number, as those 

figures are commercially sensitive. Actual numbers are used without  

use of significance or regression as the proof of legitimacy had to meet a 

commercial standard, rather than an academic standard, as it was only 

these numbers in which the L&D teams were interested. In the event, the 

data was simple to create in Excel and presented in a series of 

straightforward charts in Chapter 4. 

 

 

3.8.8 Data storage and confidentiality protection  

The commercial sensitivities in this type of commercial evaluation 

research go far beyond the rigour and nature of confidentiality of a 
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research project. All the data is stored in commercial databases for the 

purposes of this report. However, due to the nature of the NDA, the 

specific attribution of outputs to named organisations is prohibited.  As 

part of the agreement with each organisation, no named data can be 

published in any form.  

 
 
3.8.9 Summary 

This Phase contains the whole point of the Research for the doctorate 

process, from the creation and use of the idea generation framework, to 

creating the framework (which is outlined), and the explanation and 

justification of the Case Study method. In effect, this is the heart of the 

research, and the results would determine whether the resources, 

money, and time expended in both the creation and testing of the 

evaluation framework, as well as the overall learning journey, was to be 

seen as worthwhile. 

 
 
3.8.10 Research Phase Four — Reaction to Case Studies 

 
 

Phase 
 

 
Design 

 
Deployment 

 
Analysis 

Phase Four 
 
2016 
 
To review the 
attitudes of 
those taking part 
in the Case 
Study 

Sample 
  
Purposive 
Sample of all 6 
people who were 
the key L&D 
practitioners 
involved in the 
process 
 
 

Survey 
 
Questionnaire 
sent to all 6 
respondents.  
All 6 also 
interviewed by a 
third party  

Content Analysis 
 
Content analysis 
using proprietary 
software – 
converted to 
Excel for 
reporting in this 
document 
 
 

 
Before beginning this process, due regard was given to all the factors 

covered in Phases One and Two which had also been created using 

survey design and collection. For the sake of efficiency, all stages 

regarding question design, delivery, and analysis were replicated, the 
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sample size is only six people, and most the choices were 

straightforward. Having completed the Case Study and analysed the 

returns, the final stage was to collect the opinions of the L&D stakeholder 

in each of the research organisations, to check attitudes and opinions 

regarding the performance of the framework. 

 

Following a discussion with each of them, a decision was made to restrict 

that research only to the actual L&D client and not to delve deeper within 

their organisations, choosing to respect their opinion that they would be 

best able to judge the credibility of the process. Whilst I would have 

preferred to judge the credibility of the process from the perspective of 

the customer of the L&D function, I accepted the decision and, in some 

cases, helped them devise suitable questions for each of their own 

organisation line managers to deploy as they saw fit. 

 

Therefore the final questionnaires covered any perceived gains, opinion 

on the process, and any other feedback that may be forthcoming. A short 

questionnaire was devised, questions were again run through the internal 

pilot group I had used for the other parts of the process, and the survey 

was deployed. I did consider interviewing each person, but decided that 

the risk of having broader discussions, or diffusing into wider points of 

‘fixing’ some of the factors that were affecting their actual ROI results, 

should be dealt with separately. Therefore, the short survey was seen as 

quicker, and more likely to garner more frank contributions. The 

response rate was 100 per cent. Again, blending discourse analysis and 

content analysis using our software, a series of output charts was 

created, and are presented elsewhere in this document. However, there 

were very few questions, as I was looking for a simple series of answers 

to clear questions so little analysis was required. 

 
 
3.9 Ethical Considerations 

This project builds on the successful completion of a number of client 

projects, and subsequent professional relationships with suppliers, 
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clients, and other training providers, conducted by Russell Thackeray as a 

Director of QED Evaluation Ltd.  

 

Having reviewed my own position with regard to ethical issues, my 

operational position will continue to be informed by principled relativism 

or ‘situation ethics’ (Fletcher 1999).  Essentially each situation will be 

dealt with utilising the appropriate ethical position on a ‘case by case’ 

basis as espoused by Goode (1996). 

 

QED Evaluation Ltd, my consulting practice, operates a similar 

perspective depending on client needs, which range from Small to 

Medium Enterprises (SME’s) to the National Health Service (NHS). In 

addition, the company operates its core processes against the ethical and 

contractual frameworks operated by the following bodies: 

 
• Institute of Consulting 

• Chartered Institute of Personnel and Development  

• British Psychological Society 

• Chartered Institute of Marketing 

• Chartered Institute of Management 

• The Evaluators Institute 

 
There are a number of ethical criteria when constructing a project 

including, but not limited to: 

 
• Data Protection 

• Confidentiality 

• Maintaining professional relationships 

• Retaining professional objectivity in the face of commercial 

pressures 

 
There are a range of stakeholders whose needs are also considered 

during the research processes: 

 
• Delegates 

• Other Training Providers  
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• Operational Managers 

• Programme Sponsors 

• Budget Controllers 

 

The research for this doctoral programme builds on ethical criteria, which 

is operated as normal practice in QED, in order to reinforce good practice, 

and ensure no dilution of commercial confidentiality. Given the high level 

of ethical and commercial standards currently in place, I propose to 

replicate these organisational steps and ethical steps: 

 

Area Steps Taken or Proposed 

Awareness of 
the project 

• Every client has been contacted and has verbally 

agreed that their data can be used in relation to 

the doctoral programme. However, absolute 

confidentiality has been agreed for them within 

the writing of the report and any other written 

material 

• Assurances regarding commercial sensitivity and 

confidentiality have been made. 

• No local or national government organisations will 

be part of the doctoral research. 

• No external body is required to grant ethical 

approval for this doctoral project 

Data Protection 

• All data is saved in QED storage for a period of 

ten years following the completion of the project.  

• All client reports are saved for a period of ten 

years following the completion of a project. 

• All tape recordings of meetings and meeting notes 

are transcribed within a period of six months 

following the interview and are then destroyed 

within six months of the transcription date 

• Any completed surveys or emails or any other 

form of correspondence from contributors will be 

destroyed totally after a period of one year 
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following the completion of transcription 

• Any data or outputs will be owned by Russell 

Thackeray explicitly for the purposes of 

completing the doctoral research  

• Any subsequent marketing activity will be agreed 

individually with each client 

Confidentiality 

• Delegates are never identified by name – only by 

a reference number or a function (where the 

function has more than 10 members) 

• Companies are not identified by name unless they 

have given us explicit permission to do so. In 

most cases, QED have a Non Disclosure 

Agreement in place to protect all commercial and 

personal sensitivities and confidences 

• QED do not publicise the results of clients in their 

marketing material 

• QED create benchmarked or normed ROI figures 

for clients – these are only shared with companies 

where agreement has been reached, and are not 

marketed for general consumption 

• One of the issues is whether a secondary reader 

or analyst of the data is as trusted as myself. 

Alderson (1998), suggests that this issue must 

also be considered both in the analysis, writing 

up, and publication phases. 

• Any potential issues of confidentiality from 

hearing information which creates a problem for 

the researcher will be dealt with through our 

supervision process, and building on the ideas of 

Erikson (1967), who suggests that informed 

consent be a feature of briefing for any delegate 

or any researcher, and that appropriate ground 

rules are put in place with regard to what may or 

may not be the subject of confidence 
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• QED has those ground rules in place – in this 

case, we would not be asking about any areas 

which impact into personal areas or actions other 

than the outputs of training courses. Anything, 

which the interviewee asks to remain private, will 

not be captured. 

• Interviewees are always offered a transcript of 

the meeting to reassure them that any 

confidential material has not been captured. 

Maintaining 
Professional 
Relationships 

• QED operate a tiered process which means that 

an Account Manager works with the delivery team 

to ensure that all meetings, feedback, and 

reviews have more than one person present at all 

meetings 

• QED employment and commercial contracts 

establish standards of behaviour with clients 

Interpretation 
of Findings 

• All findings are analysed by a different team from 

that which collected the research to remove any 

emotional ‘pollution’ from the interviewer in the 

process – this is an organisational standard, 

however the work was carried out by me for the 

purposes on the research 

• All findings are fed back to the client, as they 

have been collected irrespective of feelings/ego of 

the receiving client 

• A second part of the process is to manage the 

impact of the results and findings with the 

recipient (this utilises a consulting skill set) – the 

different parts of the process are handled in one 

meeting by different people to mark the 

difference in the content and the stage of the 

process 

Appropriateness 
• All materials are constructed using plain English. 

They can be translated into any language, at the 
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request of a participant.  

• Any meeting can be conducted in the language of 

the participant’s choice 

• Where visual or auditory impairment is an issue, 

specially trained people can help, or material can 

be constructed to aid communication. Any 

feedback is also handled using the person’s 

preferred method of communication (We work for 

a number of disability charities and conduct 

surveys for them against their own standards) 

• No materials are intended to create any form of 

offence deliberately or otherwise. A complaints 

and appeals process is agreed with clients in 

advance of any project. All questions and 

feedback are checked with this in mind. 

• No research will be carried out with any person 

under the age of 18 years old 

• No access to personal or confidential records is 

required for this doctoral assignment 

• No specialist psychometric instruments will be 

used in this project 

Reporting 

• Access to a written and verbal report has been 

agreed with those people who want to take part in 

the project 

• Access to the written report is available to anyone 

who was contacted as part of the research, 

irrespective of whether they choose to contribute 

or not 

 
 

Within the Research Project Report there are references to the use of 

third parties. It is important to be specific about what they are and what 

they did and why and to justify this on (particularly) ethical grounds. 

Gray (2009) advocates four ethical principles that need to be considered 
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and reviewed to ensure that the research does create a breach of ethics. 

They are: 

 

• Avoid harm to participants 

• Ensure informed consent to participants 

• Respect the privacy of participants 

• Avoid the use of deception 

 

Whilst the first three are covered elsewhere, it is important to ensure that 

the fourth point is not directly or indirectly compromised within the 

research. The use of third parties is understood in the medical and 

scientific community, but some attitudes and approaches need to be 

explained on the context of social sciences research. 

 

 

Data Entry Checking 

 

During the data input stage, a colleague within my professional practice 

(acting as a critical friend) checked the data input to ensure accuracy. 

They were fully aware that this was an academic project and that I 

wanted to ensure that it should operate with full robustness. This was a 

sensible precaution as my ability as an evaluator rarely extends to the 

operational handling of data. Therefore I inputted the data and it was 

simply checked by the third party. That person was fully aware that their 

role was to be none other than a check for accuracy and they had no 

access or opportunity to conduct any analysis or interpretation. The 

person also operated a check so no typographical errors had appeared in 

the coding frameworks as well. In effect, their contribution was no more 

significant than a basic secretarial service. 

 

 

Panel of Experts – Use of employees 

 

The work of DiPiazza and Eccles (1992) who suggest that the ‘Delphi 

Method’ as well as the ‘Consensus Method’ be used when planning a 
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forecast. This process uses a number of experts to review and forecast an 

outcome with the benefit of expert knowledge. In addition to this both De 

Bono (1984) and Kirton (2003) recommend the use of wide reading of 

Delphic influences outside of the specific confines of a research subject to 

stimulate fresh thinking and enlightenment. 

 

It struck me as an appropriate use of experts within the field to ask them 

to operate as a ‘panel of Delphic experts’ to challenge my thinking and 

assumptions around the basis of the forecasting approach. The ethical 

position of the time spent together is shown in greater detail during the 

document but their role was simply to pose challenging questions in order 

to add value. As experts, they were also asked to generate an estimate 

of a best practice benchmark so that I could use this to determine a level 

of accuracy needed by the research. Their expertise was accepted and 

used as the basis for the initial back testing approach shown later rather 

than relying on my own personal opinion. 

 

A number of the panel were employees of the evaluation practice I work 

for. Whilst this may be seen as unusual, each of us are members of 

professional bodies and adhere to those ethical standards. They are each 

senior and respected practitioners, used to presenting difficult and 

challenging reports and findings to a range of extremely senior and 

challenging clients and funding bodies. None of them has any issue with 

presenting their views or findings in an open forum. In order to ensure 

that this was the case, a facilitator was used to ensure that each person 

was able to contribute fully as necessary. 

 

In the same way that it is possible for a manager to coach or counsel a 

member of staff by utilising the ethical considerations of the appropriate 

professional qualifications and professional body, it is possible for 

qualified, highly intelligent, published consultants to be able to work 

together in a non hierarchical manner. 

 

This type of working was enabled by virtue of the company operating as 

a small consultancy practice.  Kaplan & Norton (1996a) and Gummesson 



160 

(2000) comment that within smaller companies a culture exists that is 

different to that found in large institutions or corporates, and one which 

promotes the open discussion of work without fear or favour by  senior 

highly respected and remunerated consultant such a those that work for 

QED. Regular reporting in the trade and media refers to the cultures in 

start-ups and small entrepreneurial companies and this should be borne 

in mind when thinking about employees. 

 

 

External evaluator 

 

Within the literature review contained in Chapter 2.9.2 is a discussion of 

the areas of the literature concerned with the criteria needed to validate 

the effectiveness of a forecast.  

 

Walonick (1993), Armstrong (2001) and Seigel (2013) all stress that the 

goal of a forecast is to be able to match the results generated from an 

existing summative process. This process of ‘comparative’ or ‘rival’ 

forecasting is a ‘highly desired’ one. This process is often used in the 

medical and scientific forecasting arena where, for example, a number of 

labs will carry out a project using an existing approach and this is then 

compared with the new approach that has to better or improve on that 

result. It is commonplace for the other parties to receive a commercial 

rate of remuneration for their work to ensure they operate in a 

commercially robust way having to observe their industry and ethical 

codes of practice. 

 

This is the process deployed in this research project. An independent 

professional evaluator was engaged to generate a summative result using 

the most robust and respected Phillips method. The evaluator was paid a 

commercial rate to ensure that they operated completely independently 

of this research and against the standards and requirement of the 

evaluation professional body. They had no sight of the research in this 

document before or during the project and no vested interest in the 

project other than to provide a legitimate and robust result that would be 
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seen by the organisations involved in the Case Study. Not to have paid a 

commercial rate for the work would have led to an accusation that a 

favorable result or a less rigorous process would be operated by them.  

This is different perhaps than the social sciences were the implication of 

payment produces a skewed result. In this type of research, working ‘as 

a favour’ would have created a greater ethical problem. 

 

Using this approach meets the test in forecasting research requirements, 

case study methods as well as avoiding any breach of the Grey (2009) 

criteria. 

 

3.9.1 Summary & Conclusions 

The initial research proposal was developed and amended to ensure its 

relevance, and to reflect the learning developed from both the academic 

literature, as well as the unfolding of practice. 

 

The research was designed to answer a number of questions, identified 

earlier in this chapter, and the results are contained in Chapter 4. 

 

Using an opinion survey, a more focused diagnostic survey, and a seven 

organisation case study has created logistical problems in terms of 

delivering the research project within the realities of day-to-day work and 

life pressures, and has unduly extended its life and duration. However, 

this has helped with the emergence of both phenomena and meaning and 

has created a new framework as well as tool-kits that could add value to 

practitioners in the field of L&D. 

 

The inevitable compromises, within each of the sections and stages, 

create the opportunity for more research, and a different analysis of the 

data but, given the parties involved and knowledge and resources at the 

point of the research being conducted, it could be said that the research 

should be robust enough to allow for a cautious proposal of a new 

framework.  
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The next chapter will compare findings from the research phases, as well 

as the literature study, to investigate opportunities for future research, as 

well as guidelines and recommendations for those of us engaged in the 

practice of evaluation. 
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Chapter 4:  Research Project Findings 

4.1 Introduction and Context 

This chapter shows the findings from each Phase of the research by 

illustrating the key outputs from each phase with some commentary, 

clarification and extra detail where it serves to add value.  

 

The initial thinking for this research was to create a paradigm shift in the 

practitioner base by creating a new framework. Initially, the idea of the 

research was to carry out a large-scale opinion survey to assess attitudes 

and to see whether a new framework would be conceptually possible. 

 

One of the issues with the research was the length of elapsed time 

between phases. This was due to the learning process as well as external 

factors and this created challenges for the efficiency of the overall 

process; however, it did create opportunities to discover learning and 

meaning, and allowed the research to flex and adapt to the creation of 

new processes and ideas within evaluation practice. As ideas and 

framework creation emerged from the initial research, practice and 

literature review, the primary practical focus of the research became the 

Case Study outcomes in Phase Three. 

 

The challenge with Phase Three then became the somewhat binary 

question of whether the framework performed within tolerable degrees of 

accuracy to the benchmark standard, at a substantially reduced cost of 

process. Whilst this may be less satisfying in terms of academic research, 

the simple findings represent almost a revolution in the way practice can 

think about evaluation. The final Phase was an adjunct to the Case Study 

and became simply the collection and capture of attitudes to the Case 

Study outcomes. 

 

The research phase covers four phases that combine to form the whole: 

 
Phase Overview 
Phase 1 An initial survey of attitudes within a purposive sample of 
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relevant L&D professionals 

Phase 2 
An investigation into the practice and operation of a smaller 
group of evaluation practitioners 

Phase 3 

A Case Study review of the new process split into three parts   
• a test of the process on a retrospective sample 

• comparison of the process outcomes on a range of 

courses relative to the ‘benchmark/gold standard’ 

method 

• comparison of costs of both profiles to determine 

whether any cost savings justified any major variation 

in the results between the processes above  

Phase 4 
A survey of the views and opinions of those L&D 
professionals that took part in the Case Study research 

 
In each case, the findings from each Phase are presented or summarised 

to highlight key findings with some clarification of process, or to point out 

items of interest or curiosity. Each section of findings is illustrated by 

simple diagrams, these have been translated from our software into Excel 

charts for the sake of consistency and ease of reading. Every person was 

required to complete every question. 

 
 
4.2 Phase One — Results 

This stage consisted of a short opinion survey asked of a large sample, as 

outlined in the Research Methods’ section. The overall list of questions is 

shown in Appendix Two (a).  

 

All of the charts illustrating the responses are shown here. 
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In terms of percentages, this is different from the findings of the most 

recent CIPD (2015) survey, where they report that there are 14 per cent 

of organisations not evaluating any form of development. This could 

represent data-skewing and sample sizes in the respective research. Also 

the initial starting point for the research is different. The CIPD is a 

professional body and one wonders the extent to which people want to 

‘admit’ this to such a body. Our research is focused particularly around 

evaluation rather than a broader look at L&D issues. 
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All of the people in the survey appear to have understood the reference 

to ‘Levels’, which is a fundamental part of the Kirkpatrick concept. 

Whether they understood what the detail of what each level actually 

meant was not covered here. 

 
An observation from one of the participants was relevant here: “Given we 

only operate to Level 1, there can only be one method applied”; however, 

the lack of difference in approach begins to highlight the problem of 

programme complexity being evaluated by a ‘once size fits all’ evaluation 

solution. 
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The data shows here a heavy reliance on the use of a LMS either to 

determine the process or the questions within the process. As the 

majority of LMSs use the Kirkpatrick method, the LMS is effectively 

choosing what evaluation is conducted by default. Analysis of LMS 

websites in the literature shows the use of evaluation data as a means to 

drive down the cost of evaluation rather than to determine value. This 

may be a serious opportunity cost for those people who adopt this 

approach. 

 
 
The commentary about having specific evaluation software reflects the 

process of adding evaluation software to an LMS, or where the LMS can 

export data to a specialist evaluation analysis firm who can then provide 

appropriate data and reports.  

 

This research was not concerned with LMS penetration, rather simply 

attempting to understand how much the LMS drove the process. 

However, one person commented that they did not use the LMS, 

preferring to use specialist software; otherwise they “got what we are 

given, rather than what we need”.  
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In effect, these appear to be the most important barriers to evaluation 

and are mentioned in literature, as well as echoing my own experience 

with L&D functions wrestling with evaluation. 

 

Whilst a small group of respondents are reporting that, although they 

answered ‘no’ to formal evaluation, they are doing some form of post -

course review – even if not formalised evaluation, sometimes, using 

informal methods, such as anecdote collection, or asking the training 

provider to collect the data. 
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It is surprising to observe how informal the process of evaluation actually 

is, given the level of spend in this function. The fact that most evaluation 

is at Level 1 and relies on informal commentary, gives concern as to the 

value that the training budget actually brings and how valuable it is 

within an organisation. It also may weaken the evidence of the value of 

L&D, given the actual nature of evaluation practice within this sample. 

 
Given some of the answers shown elsewhere, as well as barriers 

identified, it is understandable that most of the views are not positive. 

This is surprising, given the nature of the group, where everyone had 

been interested to join in the research in the first place. Perhaps this 

represents a view that evaluation itself can be important whilst people 

are still not being positive about the process and methods used in 

carrying it out. 

 
Other Comments 
 
A range of comments was collected, in addition to the short number of 

questions – they tended to reflect the same themes: 

 
• We would like to but cannot 

• We produce plenty of data, but that does not stop our budget 

being cut 

• A necessary evil  

• I just do not have time 
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• Our budget does not seem to be affected by our results 

• I know we should - it just does not interest me 

• There is no simple evaluation tool-kit that allows us to do it quickly 

• Producing ROI figures is very expensive 

• The organisation does not trust our own evaluations 

• No-one takes our reports at face value – so why bother? 

• Finance do not believe that intangibles can be measured at all 

• The CEO believes in training so we have no problems with resource 

or budget 

 
4.2.1 Conclusion 

What comes through as the prevailing attitude in this phase was the 

nature of the difficulty of evaluation (relative to the outputs it delivers). 

Whilst many L&D practitioners state they are not being asked for the 

responses, there is a number of trends that may change this result 

including: 

 
• Potential market conditions for training investment post-Brexit 

• Attention from external regulatory bodies now including training 

impact as part of their audit regime  

• Attention to the subject from Investors in People etc 

 
However, the attitude of difficulty appears to be relieved by the use of 

the LMS to create a simple solution; even if this solution could be part of 

a larger problem as time progresses. 

 
4.3 Phase Two — Specialist Practitioner Research — Results 

The charts shown below are drawn from the 34 questions that were 

posed to the research group. It is worth pointing out that members of 

this group were all selected and were willing and motivated participants 

in the research. Each of them had expertise in the subject with some 

being highly qualified in the subject. The overall list of questions is shown 

in Appendix 4. 
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Relevant comments: 
 

• It’s the most important thing we have to do  

• Something I prefer to leave to others 

• A vital part of the L&D mix 

• It is something I am expected to know how to do 

• It’s the Holy Grail 

• Anyone spending budget should be expected to account for it 

• Everyone should do it 

 
The level of positivity in this group of practitioners that actually conduct 

evaluation is in stark contrast to the previous Phase and may reflect the 

fact that skilled practitioners have more confidence in the process and 

outcomes of standard evaluation processes. 
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Those that answered ‘All’ (11) had their answers added to those that only 

selected a particular category The level of mandatory training evaluation 

is low, often reflecting the repetitive nature of the development. In 

addition, as the development tends to be e-Learning based, the resultant 

evaluation tends to be focused on knowledge acquisition, rather than 

impact. 

In the comments section, 15 recipients stated they evaluated to assess 

the effectiveness of a supplier and 10 added in the need to check that the 

development was meeting the needs of the learners. It could be argued 

that this is the practical use of evaluation, as part of a wider decision 

theory approach, rather than seeing evaluation as an end in itself. 
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Some of the participants use a combination of different methods, 

dependent on what they are attempting to find out. This shows a degree 

of sophistication, sometimes not desired (or possible), when only using 

the method available within a LMS. However, because the Kirkpatrick 

method tends to be the framework of choice for LMS suppliers, adding 

the majority of the LMS returns to Kirkpatrick reinforces it as the 

prevailing paradigm. The rise of NPS is fascinating, and it would be 

interesting to investigate the levels of understanding of this measure, 

and how it relates to training, given the findings in the literature review 

that learning and satisfaction are not linked. 

 
 
Not all of the respondents produced reports. For those that did, it is 

interesting to see that where L&D results are used as part of a wider 

justification of an HR dashboard, where there may be a link to decision 

theory, about the value and justification of the wider HR department.  

 

Encouragingly, where reports are produced, they are often being used as 

part of operational decisions to inform progress and practice, rather than 

simply as a set of inert data. 
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This is clear evidence of Decision Theory in action. The use of data as a 

means of defence from external competitors is the most encouraging use 

of this approach, turning data into usable criteria for informed decision 

making and taking. 

 
Negative responses have been portrayed with a minus score and positive 

commentary with a plus score in this chart. This is clearly an area for 

improvement for L&D and may represent a problem in reporting or the 

fact that the data reported is more suited to the internal needs of the 

function. 
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There is a high degree of contextual information that drives this decision 

and most participants do not have a standard approach, although they do 

have regular pattern of operation. This idea of ‘commissioning’ is 

extremely important as the CIPD L&D trends (2015) reported that nearly 

50 per cent of needs are delivered by bespoked training design. A failure 

at this stage can have compound negative results at each stage of the 

subsequent process. 

 
 
The concept of Return on Expectation seems to be let down at this point. 

This is ironic, given the prevalence of the Kirkpatrick framework, and that 

ROE is at its heart. However, it is recognised that L&D may not equate a 

target with an expectation at this stage. Most report the use of Learning 
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Objectives as a means of generating clarity around expectations and 

perhaps that is a fairer way to assess the move to ROE. 

 
It is within the design process of many organisations that courses have 

learning objectives rather than learning points. The analysis recognises 

the difference, even though many of the respondents do not. The 

majority of the comments referred to learning points as if they were 

objectives. 

 
Both of the areas above highlight the level of analytical information not 

being generated at each stage of the L&D process. This is a problem for 

training delivery, learning transfer and impact evaluation. One of the 

challenges here is the extent to which post-course actions are left to 

‘chance’. As many delegates anecdotally attend courses in the hope of 
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learning ‘just one thing’, then much of the learning could be ‘scrap 

learning’ or not recognised as important by the trainer or delegate. 

 

 
 
The red line represents the actual responses to the question applied to 

‘Delivery’ and the blue to ‘Design’. Both lines should be perfectly aligned. 

 

 
 
The lack of differentiation here is a challenge, in terms of learning 

transfer design. Both factors are important for the learner in terms of 

transfer and not to be clear of the relevance and importance is a point of 
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concern and opportunity for the function. However, one of the issues 

here is the extent to which the term ‘Engagement’ is now linked to the 

concept based on the Gallup criteria, or the use of normal English without 

full knowledge of what Engagement is. Many organisations also measure 

Engagement in staff surveys using their own definitions, or their own 

criteria, and this may ‘pollute’ this response. 

 

 
 

Within our own data (which is outside the scope of this research), we 

have extensive evidence (using control groups), of the difference in 

impact for programmes that do, and those which do not, contain 

coaching as a core element. Not to be using this core L&D approach is a 

major concern as well as an opportunity for the function. However, the 

cost of coaching, if used as part of the process, can be a negative factor 

here. Interestingly, the rise of blended learning, often deployed to reduce 

‘cost per head’ as a training KPI, is an opportunity for better transfer if 

used more imaginatively. 
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Given the nature of L&D is to be stimulated by new ideas and be open to 

learning advances, this is concerning. As identified in the literature, there 

are advances in this area, but few are being used or considered. 

 
 
Part of learning transfer is to skill managers in these areas. Much work 

appears still to be done in this respect. Commentary around the 

complexity of management development and leadership needs takes 

focus away from this type of management intervention. Little training 

exists to skill managers in extracting maximum benefit from training 

courses, although some report they insist that managers sit down with 

delegates before and after a course to discuss learning and goals. 
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It is of no surprise to see these results reflect other findings in wider 

research as well as the CIPD (2015). It appears that the move to involve 

learners in the evaluation process is a major opportunity for the function, 

as the L&D responsibility to collect data from delegates post-course is a 

complex and ineffective process. This figure is especially concerning 

given the penetration of LMS systems and their function to drive efficient 

post-course response processes. As one person pointed out, improving 

training response is a ‘cultural issue that is affected by survey fatigue’. 

 
 
Again, industry wide statistics are repeated here. The perception of little 

innovation and change continues to be borne out. 
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Most respondents commented that this would be some form of ‘ideal’ but 

that both organisational and learning culture did not work to make this 

possible. A notable sub-theme was the number of people resistant to the 

concept, seeing this as part of the L&D decision path and should not be 

left to chance (even though their own returns were poor). 

 

 
 
The figures in the chart represent percentage responses. At the heart of 

the problem is that L&D mostly operates within the unevaluated and less 

exposed area of HR. Many L&D people would prefer to be evaluated 

more, as they are confident they create and provide value; an interesting 
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belief, given some of the internal process issues highlighted in this 

research. 

 

 
 
Again, the level of budget transparency can impede the process of 

accountability. One wonders, if evaluation were successful and robust, 

whether L&D would increase credibility and trust in adding value to the 

budget. This result reflects the Griffin (2011) concerns around L&D 

functional credibility. 
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Clearly, there is more innovation in this area. This is seen by L&D as 

what their function is really about: creating the opportunity and tools to 

learn – rather than the creation of evaluation processes that show ‘how 

well’ the learning has worked. However, more technology does not mean 

increased use of innovation or social media, and this is a lost opportunity, 

given the nature of change in the social use of technology, and probably 

simply represents more e-Learning. 

 
 
Given previous responses, involving tools and processes, it would be 

difficult for innovation to exist here. However, what is interesting is that 

the IT function often evaluates a pilot IT approach using some of the 

techniques outlined in the review of literature. Perhaps, as training 

becomes more commoditised because of the increased use of technology 

it may be more prudent to transfer accountability for learning to that 

function?   
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Perhaps this reflects some of the thinking of Griffin (2011), in the lack of 

standardised approaches or the lack of professional expertise in 

evaluation, other than the courses delivered by those with the 

conventional methods or IT systems at their core. 

 
4.3.1 Conclusion 

The findings in this Phase of research can be seen to be disappointing, as 

well as exciting, in equal measure. Disappointing as they show the lack of 

innovation, concern and desire to evaluate – and exciting at the size of 

the opportunity in the L&D practitioner base for a solution that can solve 

the disconnect between the desire to have the data to drive better 

decisions in a simple and non-resource intensive way. 

 

Given this is a group of people probably more interested in evaluation 

than the norm, as they are already evaluating, I rather expected better 

results, but the strong underlying themes within the responses highlight 

the desire to be better at the subject. As one person pointed out “if the 

organisation entrusts us with £100,000 to develop and deliver a 

programme, they should be sure of the value – otherwise they should 

spend it elsewhere”! 
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4.4 Phase Three — Case Study Outputs 

4.4.1 Phase Three — Introduction 

Having carried out two surveys and analysed the results, considered the 

literature review, and continued to carry out evaluation within my own 

client base, the new evaluation framework idea had been created, and 

was becoming constructed into a working framework with a series of 

tools.  

 
Therefore, the case study process was designed to investigate: 

 
• Whether the framework was robust – by comparing results to a 

retrospective set of data  

• Whether the framework was accurate – by testing the approach 

against a third party ‘gold standard’ set of outcomes 

• Whether the approach was credible – by assessing the outputs 

against the target expectations of the L&D practitioner group 

• Whether the framework was cost effective – by assessing the 

accuracy against the relative costs of both the new approach and 

the third party ‘gold standard’ process 

 
This phase of the research involved a number of process steps: 

 
Steps Outline Output 

One  

Creation of the framework 
and its subsequent testing 
with a group of experts 

A number of challenges were surfaced 
and are discussed within the methods’ 
section 
A group contribution to the levels of 
acceptable forecasting accuracy (this 
output is shown alongside the 
requirements of the L&D clients) 

Two  

A Retrospective Analysis 
comparing previously 
collected data with the 
new framework 

Comparison of the accuracy of the 
framework with the previously 
collected ROI scores using another 
method by another person 

The creation of forecasts 
for a range of 
programmes and courses 
for each of the 
organisations.  

The establishment of the targets 
deemed acceptable in terms of 
accuracy by each L&D client 
Comparison of the accuracy of the 
framework against the method 



186 

operated by a third party and 
compared to the respective targets 
identified by each L&D client  
The comparison outlining the 
accuracy by organisation and course 

The creation of a cost 
profile of the different 
approaches 

An illustration of the days consumed 
by organisation and course to 
highlight resource savings.  

 
As outlined in the table above, the outputs from Stage Two will be shown 

as well as one chart from Step One. This illustrates the point that Stage 

One took place at the formulation of the framework concept and the 

outputs were more about thinking and challenge. However, one chart 

does appear in the next section and will be discussed at the appropriate 

point. 
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4.4.2 Results from the Retrospective Test 

Courses were selected from an existing client, where I had no knowledge 

of the result, as the evaluation had been conducted by a colleague; 

therefore, the results from the new framework would be uncontaminated 

by prior knowledge. Twenty seven courses were used to test the new 

framework because, as Armstrong (2001) stated if the process did not 

work retrospectively it could not be relied upon to generate a secure 

forecast on unknown data. The courses evaluated were as follows: 

 
Course 

No 
Description 

1 A Two Day leadership programme for Middle Managers 
2 An Executive Coaching Programme for Directors 
3 Five Mandatory Courses 
4 Twenty, one-day skills-based courses for managers and non 

managers 
 
As a reminder, the red line is the benchmark 100 per cent. score against 

which the blue (actual) line represents the actual forecast accuracy. The 

broad results were as follows: 
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To recap on the process used, each ROI output was compared as a 

percentage of the ‘Gold Standard’ process used in the previously 

collected data. So if the ROI figure generated was 300 per cent, and the 

framework produced a figure of 270 per cent ROI, then that was a 90 per 

cent accuracy measure. That 300 per cent figure was then converted to 

be 100 per cent more clearly to show the percentage accuracy of the 

framework. As the courses were all different, with extremely diverse 

returns, the 90 per cent figure became the accuracy percentage reported.  

 

In a sense, I was not concerned with the actual ROI figure generated, 

only whether it was sufficiently close enough in accuracy to the original 

figure as a percentage. Whilst not strictly necessary at this point, this 

process was important to trial, as when comparing forecasts later with 

much more information, differences in courses and ranges of ROI, the 

ability to have a straightforward measurement point for practitioners 

would be a key feature of the framework.  

 

Also, at this time, I was using the level of forecasting accuracy generated 

as a result of the expert group, which was averaged at 85 per cent, and 

adhering to the standard that the framework should never be more 

optimistic than the ‘Gold Standard’ data. This had been the issue with 

Utility Theory and had led to decreased credibility with ‘line managers’, as 

reported in the Literature Review. Therefore I was determined to learn 

from their experience, and not exceed the traditionally sourced data, 

which became the benchmark ROI score. This restriction placed a clear 

and rigorous standard and ensured a more realistic and pragmatic view 

of the courses and programmes evaluated using the framework. 

 

Within the range of courses in the section entitled Course 4, one of the 

forecasts returned accuracy forecast of only 59 per cent, and three 

returned accuracy forecasts between 76 per cent and 82 per cent. A 

number of remedial actions were taken to improve the accuracy. In the 

lowest accuracy case, this had been due to an input error and, for the 

others, some fine-tuning took place in the adjustment of the internal 

software. Whilst the initial results had met initial expectations, re-running 
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the process improved the overall result, and helped to build confidence in 

the approach. 

 

Having operated a broadly successful first trial, attention now moved to 

using the framework in real time, and against a third party operating the 

‘Gold Standard’ Phillips approach (or the Success Case Method, if deemed 

to be more appropriate by the third party evaluator – that decision was 

theirs and theirs alone). 

 
 
4.4.3 Stage Two — Results from Actual Forecasts 

 
In order to assist with the numbering contained within the charts, it may 

be useful to outline some of the numbers and letter used to avoid 

unnecessary confusion. Broadly, organisations are represented by 

numbers and courses by letters.  

 

For example, in the methods section, each company has a description 

within a brief pen portrait that can be summarised as follows: 

 
Company 
Number 

Description 

 
1 

 
International Pharmaceuticals Company 

 
2 

 
UK Housing Association 

 
3 

 
UK Retail Group 

 
4 

 
European Finance Group 

 
5 

 
Not for Profit Regulator and Professional Association 

 
6 

 
International Technology Company 
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Each organisation decided on three courses (or programmes) that it 

wanted to have evaluated. 

 
      
Organisation Course Description of Work 
      

 
1,5,6 

 
A 

 
Valuation of a whole budget 

2 B Valuation of 30 fundamental job skills programmes 

3 C 

 
Valuation of a number (four) of Leadership & 
Management programmes piloted within a division 
having previously been run in other divisions  

5 D 
 
Valuation of an eight module soft skills/behavioural 
personal development programme 

2,4 E 
 
Valuation of mandatory rolling cycle of programmes 
(six) using blended learning 

2,6 F 
 
Valuation of series (eight) of technical programmes 
each one day long 

3,4 G 
 
Valuation of mandatory health and safety programmes 
(four) 

1,4 H 
 
Valuation of induction programmes  

1,6 I 
 
Valuation of an accredited Leadership programme 

3 J 
 
Valuation of programmes to third party stakeholders 

5 K 
 
Valuation of a rolling programme of CPD  

1 L 
 
Valuation of large organisational initiative (e.g. 
Customer Service KPI change) 

 

  



191 

The same information portrayed slightly differently: 

 

      
Organisation Course Description of Work 
      

1 
A, L, 

H 

 
Valuation of a whole budget - Valuation of large 
organisational initiative (e.g. Customer service KPI 
change) - Valuation of induction programmes  
 

2 
B, E, 

F 

 
Valuation of 30 fundamental job skills programmes – 
these were identical programmes, repeated a number 
of times with different groups across the budget cycle 
- Valuation of mandatory rolling cycle of programmes 
using blended learning - Valuation of series of 
technical programmes each one day long  
 

3 
C, G, 

J 

 
Valuation of a number of Leadership & Management 
programmes piloted within a division having 
previously been run in other divisions - Valuation of 
mandatory health and safety programmes - Valuation 
of programmes to third party stakeholders 
 

4 
D, F, 

H 

 
Valuation of an eight module soft skills/behavioural 
personal development programme - Valuation of 
series of technical programmes each one day long - 
Valuation of mandatory health and safety programmes 
- Valuation of induction programmes 
 

5 
E, A, 

K 

 
Valuation of mandatory rolling cycle of programmes 
using blended learning - Valuation of a whole budget - 
Valuation of a rolling programme of CPD  
 

6 
A, E, 

I 

 
Valuation of a whole budget - Valuation of mandatory 
rolling cycle of programmes using blended learning - 
Valuation of an accredited Leadership programme 
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Having decided what each company needed, an internal evaluation 

project plan was created, and the third party evaluator was briefed. They 

then conducted their own process independently of the framework. No 

sight of each other’s data was shared, until the final results from the third 

party evaluator were delivered.  

 

The first process to be decided was to ascertain the level of forecast 

accuracy that each L&D client would expect to satisfy their own definition 

of credibility, and to build their trust in the framework and the overall 

approach. Initially, I had collected the opinions of the expert group, 

during the framework creation stage, and these accuracy expectations for 

each individual were as follows: 

 

 
 
The range of results (from 60 per cent accuracy to 93 per cent - without 

exceeding the benchmark data, or the 100 per cent figure), was 

surprising, and reflected the relative levels of scepticism of the group. 

Bearing in mind that many of this group were fellow expert evaluators, 

the level of expectation was lower than I had expected. However, it is fair 

to report that the framework was still in a conceptual state at the time of 

discussion and that some colleagues may become more confident in the 

framework as its development progressed. 
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During the actual case study research and having briefed the L&D clients 

thoroughly, they decided their own levels, which were substantially more 

challenging than the expert group. They were individually as follows: 

 
 
As one person said “put your money where your mouth is” and then 

created the expectation of a 95 per cent accuracy rate as something they 

could begin to believe in. This was challenging and left very little room for 

error if not to exceed the ‘Gold Standard’ Phillips benchmark data.  

 

In the event, the framework calculations were calculated and were 

collected and stored. The third party conducted their summative process, 

and the results were compared. Again, the process outlined above of 

side-lining the actual ROI numbers, and simply creating percentage 

accuracy comparisons, was carried out. 

 

The following chart shows the actual, average accuracy score from the 

new framework (red), per course, relative to the accuracy expectation 

(blue), of each of the L&D clients. One of the most peculiar sensations of 

this whole DProf journey, the money spent, the hours of effort, and the 

sweating of brow, came to fruition in this single, simple chart. 
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Whilst the results were extremely pleasing, the next, and possibly most 

important, challenge in potential adoption of the framework by the L&D 

function, would be whether the framework is cost effective. In other 

words, would the level of loss of precision in the use of the framework be 

justified in reduced cost and less L&D resource consumption and/or load 

in the organisation. 

 
 
4.4.4 Initial comparison of transaction costs  

The decision was taken to compare each of the approaches in cost terms, 

by comparing the numbers of days taken by the two approaches.  A total 

cost comparison made little sense because of the nature of differences in 

‘daily rate fees’, and the relative numbers of people involved in the 

process. Also, in order to determine the ‘load’ on the organisation, time 

became the key measure. There are four main parties in the process: the 

evaluator; delegates, their managers; as well as the L&D client. It is 

important to state at this point, that the framework involves no delegate 

or manager load as the process only involves the evaluator and the L&D 

function. This is important in order to reduce the effort, and problems of 

data collection, as well as the continued problems with ‘surveyitis’, 

reported by organisations that encounter resistance in constantly 

surveying and polling employees. 
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In both of the following charts, the red line represents the Summative 

‘gold standard’ process compared with the use of the framework. 
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Again, the comparison is stark. The time, effort, cost and load on the 

organisation is substantially reduced in using this framework.  

 
In terms of numbers, the whole evaluation process took 38 days for the 

framework, and 170 days for the third party process all the courses 

evaluated. At an average cost of £1000 per day, this saving becomes 

considerable. Given the level of accuracy achieved, it is proposed that 

this framework could offer the L&D function a solution where there is 

actually little trade off in accuracy in calculating ROI, for a substantial 

saving in cost. 

 
 
4.5 Phase Four — Overview and Results 

Having completed Phase Three and analysed the data collected, it 

became appropriate to carry out a short opinion survey of those who had 

used the new approach. 

 

This consisted of a short online survey.  The charts need little or no 

commentary. 
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4.5.1 Stage Four — Reflections 

The response from the case study group created a number of useful 

observations and comments, that can be used as part of the continued 

development of this process, as well as to stiffen the robustness of the 

approach. They include: 

 
• Link more of the academic background into the approach to give it 

greater legitimacy 

• Create a more pragmatic tool-kit for its deployment with greater 

transparency of the inner working within the concept 

• Consider a different weighting mechanism in considering the 

variables 

• Consider a more stringent ‘test’ with a shorter forecasting period 

• Build the ability to forecast longer into the future 

• Build a better reporting suite 

• Try comparing the approach with other evaluation methods 

 
Most of the case group recipients stressed the point that the simplicity 

and obviousness of the approach was both its strength and weakness 

(somewhat like the Kirkpatrick idea.) 

 

As a whole, the group thought the approach could replace Kirkpatrick, 

but only if it ‘caught fire’ somehow. A few suggested that the line 

management population should be trained in its use so that they could 

use it to hold L&D to account. 

 
 
4.6 Summary of Research Activity 

The research findings outlined in the document span Four Phases of 

research. They consisted of: an opinion survey of a purposive sample of 

practitioners, a more targeted purposive sample of practitioner involved 

in evaluation, and a case study with a number of stapes, and a final 

opinion survey of those taking part in the Case Study. This chapter has 

laid out with some commentary the key findings; more discussion of the 

research follows in the next chapter.   
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Chapter 5:  Research Project Discussion / 
Interpretation 

5.1 Introduction 

This chapter discusses and interprets the findings and meanings from the 

research, relative to the literature review, in order to situate the 

relevance and applicability of the findings within the wider literature. 

From this, overall conclusions will be generated from which a number of 

recommendations for both practice and further research are made. 

 

The evaluation literature contains a broad range of themes, schools and 

thought and it overlaps, in many cases, with the technical aspects of 

‘learning,’ ‘performance’, and ‘behaviour’, as well as associated areas of 

practice, including social research and marketing, with areas of 

commonality and shared frameworks and perspectives, from which 

mutual learning has been drawn. This chapter is structured as follows: 

 
• A reflection on the key themes from the literature review 

• An interpretation of findings from each of the research phases 

• Some suggestion for future research 

 
5.2 The Literature Review — Reflection 

The literature review found a range of insights, both through structured 

reading, as well as the association of reading from wider and less formal 

areas. The review initially considered the body of work most closely 

associated to the evaluation of L&D which was grouped to stimulate 

insight and to give a fresh perspective. The review then branched into 

areas of research necessary for the construction of a new framework. 

 

Some of the key insights include: 

 
• A considerable body of the literature review reinforced the 

primacy of the Kirkpatrick method, despite substantial evidence 

and research demonstrating issues and problems. These ranged 

from a critique of its conceptual standpoint, to detailed criticism 
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of each of the internal levels, as well as the tools and methods 

within each section of the framework. From Holton (1996), to 

Griffin (2011), including Cascio and Boudreau (2011), as well as 

Kearns (2005), Spitzer (1984), Phillips (1996) and Kraiger 

(1993), the most respected evaluation authorities of their day 

were dismissive of the concept and its application. Holton (1996), 

was particularly critical of the framework and those L&D functions 

still adhering to it. However, one of the interesting reflections was 

the degree to which evaluation frameworks sought to build their 

own legitimacy by building fixes and solutions for the various 

flaws in the Kirkpatrick framework and have, themselves, become 

successful, particularly Phillips (1991).  

 

• The prevailing attitude within the practitioner base, to evaluation 

suggested a lack of focus, approach, and justification of value, 

despite the fact that a single framework was so well established 

in the practitioner base. The level of time and effort required to 

make the Kirkpatrick framework deliver legitimate results was 

less beneficial than concentrating on other areas of L&D that were 

possibly more interesting and less time intensive. The inability to 

‘do Kirkpatrick’, rather than ‘do evaluation’, is the issue in hand 

that must be solved. 

 

• There is a tangible disconnect between the needs of practice and 

theory and, despite a wide field, very few ideas, other than 

Kirkpatrick and Philips, had gained acceptance. The various 

schools of thought often focused on a theoretical perspective of 

evaluation not linked to practice, constantly generating ‘solutions’ 

that were rarely adopted by the majority of the L&D practitioners, 

and it become increasingly difficult to disagree with Griffin 

(2011), that the function had decreasing degrees of credibility, as 

there was no cohesive thinking or approach that held together 

both academic and practice-based evaluation. 
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• The level of innovation, outside the narrow confines of the 

evaluation literature, was in stark contrast to those shaped by the 

Kirkpatrick paradigm, and offered new perspectives, approaches, 

and concepts, upon which a new evaluation framework could be 

based or constructed. 

 

• The opportunity presented by the ideas shown in the associated 

school of learning embedding that needed to be explored in more 

depth to create mutual opportunities for practice. 

 
It is recognised that any literature review will be affected by the reflexive 

approach operated by the practitioner, and that others may draw 

different or fresh inferences from the same body of literature. However, 

the conclusions drawn from the review drove a practical approach to the 

research, by establishing a number of questions that could create a focus 

for the research, as well as surface findings relevant to the creation of a 

case study, to investigate the practical application of a new framework.  

The areas of research were split into two primary, and five secondary, 

questions. 

 
5.2.1 Primary Questions 

• How can a new evaluation framework, built upon Decision Theory 

principles, add value and allow L&D to prove value in a cost 

effective way? 

• How can the competing drivers for the need for change and the 

need for credibility in evaluation be resolved in a function under 

pressure? 

 
A range of sub-questions were refined as follows: 

• What new or existing attitudes exist in the practitioner base that 

continues to drive or restrict attempts to evaluate? 

• Does the outcome required by stakeholder create some of the 

confusion at the heart of the process? 

• What part does credibility and resource effectiveness have to play 

in any solution? 
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• Does the longevity of the Kirkpatrick framework represent 

excellence, apathy or a lack of choice? 

• Should the process of ‘what is possible in technology’ create the 

process of evaluation that organisations buy into?  
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5.3 Phase One — Attitude Survey 

Following the literature review, without a clear idea of any solution to the 

problem, a pragmatic view was taken to conduct a brief and focused 

review of attitudes within a purposive sample of practitioners in the field. 

This helped guide a new framework, by identifying the enablers and 

barriers to a new approach, as well as to highlight the interaction of 

theory and practice at that time. It also served to enrich some of the 

practitioner attitudes, regarding reasons for the lack of good evaluation. 

 

The structure of the research was as follows: 
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The most significant themes here were answered by the total population, 

and it became apparent that the concept, rhetoric, and practice of 

evaluation are different across the sample of the L&D community. People 

appeared to break down into groups of: 

 
• Those who knew what they were doing, saw the value and had 

expertise 

• Those who carried out some basic evaluation as a means of ‘doing 

something’ – this group was sub-divided into those who were 

satisfied with that level of activity, and those who believed they 

should have done ‘more’ (assuming they knew what ‘more’ was) 

• Those who did little or no evaluation – this group were subdivided 

into those who were happy with that approach (no external 

pressure to do more), and those who wanted or would have liked 

to have done ‘more’ as above. One of the issues across the groups 

was the desire to focus more on areas of perceived interests and 

strengths (the new advances in learning and learning design), 

rather than an area of weaknesses, i.e. data, analysis and 

reporting. 

 
Irrespective of which group the person belonged to, the majority stressed 

that evaluation was important – even though many of them could not do 

it, did not want/need to do it, or did not know how. The fact that so many 

recognised its importance, yet did not carry out effective evaluation, 

began to suggest that the problem was a result of the current solution, 

rather than the subject itself. 

 

The initial findings showed a substantial number of organisations that 

carried out little or no evaluation. The CIPD (2015) report also found 

there were still 14 per cent of organisations surveyed at that time that 

carried out no evaluation at all. The findings are more extreme in this 

Phase One research, as a 58 per cent negative response may reflect the 

sample used or the process adopted, in creating a forced choice. The 

other challenge in the data was that, within the ‘No’ group, appeared a 
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range of informal evaluation techniques that showed some evidence of 

evaluation; however, it served to reinforce the contention made by Griffin 

(2011), that the lack of robust practice could undermine both the 

legitimacy of the function, and the credibility in the reporting of results.  

 

To some extent, there was no real surprise in this result. What was more 

remarkable was the finding about attitudes to the whole subject area. 

The prevailing attitude within the group tended to be ‘negative’ or ‘very 

negative’. This was surprising, given the nature of the group, which 

contained only those who had self-selected as being interested in the 

subject, yet were mostly negative about it. This may reflect the view of 

Hashim (2001), regarding the motives for evaluation, or a more 

pragmatic view, based on the commentary in the ‘Other’ questions, 

where a range of opinions broadly fell into two areas. Those who had no 

requirement to produce formal evaluation and those who simply did not 

have the time to do any. These two drivers were irrespective of the 

functional desire to carry out evaluation. 

 

Similar attitudes were also reported by Holton (1996), and Phillips 

(1995), where both had found that the failure of the function to evaluate 

had drivers in both external demand and the ‘time vs. value’ argument. 

Their solutions to those problems were different. Holton moved in the 

direction of improving L&D process, through Learning Transfer, and 

Phillips in the creation of a more robust and financial legitimate ROI 

framework, to generate greater legitimacy. To find the attitudes still so 

prevalent implies that those solutions have not solved the underlying 

problems; indeed, it could be argued that the Philips’ approach, by 

making evaluation more time consuming, has served to reinforce some of 

the attitudes. A very small percentage of comments in the research 

pointed to the attitude that, if the C-suite leaders and (particularly) if the 

Finance Director, do not believe that L&D can be measured, this removes 

the need altogether. This view may represent an interesting angle of 

research activity for others. 
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The awareness of the Kirkpatrick framework was almost total, both in 

terms of the levels of understanding of the concept, and its inner levels, 

and also reflected the increased awareness of the Phillips (1996) 

framework and the jargonised use of ‘Level 5’. That awareness, and 

subsequent use of the Kirkpatrick framework for the majority of courses 

or programmes, represents a challenge to the various proponents, who 

advocate different approaches, given the needs of the stakeholders, 

either undergoing or commissioning, the training. Kirkpatrick and Philips 

particularly represent the needs of the organisation, as the primary 

stakeholder for training and opportunities, to utilise the work of 

Geertshuis et al. (2002), to reflect learner-driven evaluation, and of 

Kraiger et al. (1993), to build a learner-focused culture with a 

‘partnership’ in outcomes for both learner and organisation, however, 

such needs are not reflected in these findings.  

 

Many in the field of evaluation research have relied on technology to 

produce results from summative evaluation. For example, the use of 

SPSS, and other analytical tools, as well as coding software solutions for 

content analysis and other qualitative methods, have been at the heart of 

frameworks by Fitz-enz (1994), Kraiger (1993), and Brinkerhoff (2003). 

However, the prevailing technology in use in L&D (where technology 

exists at all), is the Learning Management System, a technology created 

to streamline process and reduce the ‘cost per head’ of training within the 

function. Scoutardis and Dyke (2007), found that inferior evaluation is 

often generated where the LMS is the engine for evaluation.  The findings 

showed a high dependency in the use of the LMS both to manage the 

process and generate the outputs of evaluation; sometimes supported by 

third party evaluation reporting or analytics resources. This is a 

concerning trend for a number of reasons as, according to Tasca et al. 

(2010), the majority of LMS’s use the Kirkpatrick method to deliver the 

results, and the use of LMS’s produce a low yield of results. Also, a rapid 

review of the websites of LMS suppliers still shows their primary 

motivation is to use evaluation data to demonstrate their own success in 

process cost reduction.  
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At the other end of the spectrum, were the numbers of respondents using 

‘no’ technology at all to enable or facilitate the evaluation process. Using 

a paper-based system would be a challenge, and there would be a 

significant load on a function, where manual systems could only by used. 

Few references to this lack of technology exist in the literature and 

insights in this area of process may be most likely to be derived from the 

marketing databases of the LMS providers. It was also a finding that the 

lack of formal technology existed in those organisations where ‘informal’ 

evaluation activity took place. Simple reporting of ‘stories ‘ and ‘buzz’ 

would be best served by manual systems, or perhaps to utilise 

influencing systems or formal communication processes for management 

reporting. 

 

Finally, the findings showed the use of the external training company 

data for evaluation. This represents a real problem, both in terms of the 

legitimacy of any evaluation claims, as well as the potential ethical 

challenges for the external trainers. Given the Guerci and Vinante (2011), 

review of vested interests, and the need to reduce the level of influence 

of the external training provider, this represents either a flaw in concept, 

process, or competence for any internal L&D function, to allow anyone to 

‘mark their own work’. The rise of external regulation will also militate 

against this practice, as an examination of the requirements of many 

professional regulators (e.g. CQC, NHS) require evaluation to be 

separated from the service provider. 

 

The findings regarding lack of time in the attitudes’ section were 

reinforced in the reasons for the lack of formal evaluation. However, the 

subtlety of the finding was enhanced by a sub-theme within the 

perception of ‘lack of value’ in the result. If something is difficult to 

produce, and has little demand or legitimacy, then the opportunity cost 

for the process outweighs the effort involved. Phillips (1992), evidences 

the positive results for the ROI framework, where the legitimacy and 

credibility generated by the process, is shown to be worth the effort of 

those properly trained and effective in deploying the process. 
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Griffin (2011) worries that the approach to evaluation undermines both 

the credibility of the function as well, as the legitimacy of the reporting of 

results, at both the micro and macro levels. It could be argued that these 

findings may support that view and that the L&D function (supported by 

the CIPD), need to raise and improve both attitudes to, and skills of, 

evaluation. 

 
 
5.3.1 Reflection on this Phase 

The creation of an attitude survey reflected a pragmatic place to start the 

research process, and to begin to bring out some of the key themes. 

Whilst being informed by some key questions, they had to be flexed and 

adapted to reflect the learning I was experiencing as part of the wider 

process. A substantial gap in this phase was not to have examined some 

of the ideas around Learning Transfer at this stage. This may have led 

the research into a deeper examination of the overlap and interplay 

between the two concepts, and produced a different result. It is possible 

that some value or insight could be created for future researchers in 

examining this area, as the opportunity to produce a more active, 

interdependent process could produce a different practitioner tool-kit. 

 

In hindsight, a more thorough inductive process, with more penetrating 

and insightful questions, may have discovered a wider range of themes, 

rather than such a heavy emphasis on a small number of themes. This 

adoption of a different range of questions may have led to a more 

focused second Phase of research, and may represent a lost opportunity 

to have gained insights from a larger sample size.   

 

Whilst initially being disappointed with the findings from the Phase, and 

of the attitudes within the practitioner base, it did motivate me to decide 

that a solution could have a genuine impact, and led to more focused 

research, as well as wider reading. Phase Two was therefore constructed 

to examine the practice of those who were actively engaged in evaluation 

in the hope that practice had moved on in the gap between the two 

Phases of research. 
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5.4 Phase Two — Specialist Practitioner Research 

This Phase of research followed a pause in the overall research process, 

because of a number of personal challenges, and therefore became 

intertwined with the innovation process used to create the new 

framework that would be researched as part of the Case Study in Phases 

Three and Four. This Phase of research brought some real insights for the 

evaluation literature, even though much of it did not directly translate 

into the new framework. Rather, the framework was created from some 

of the gaps in practice not contained in the findings. 

 

The questions can be grouped info three main areas: 

 
• L&D Evaluation practice 

• Stakeholder Needs and Outputs 

• L&D Process Improvement  

 
 
5.4.1 L&D Evaluation Practice 

It is encouraging to note that the findings showed substantially different 

outcomes from those of the more generic group, especially with regards 

to overall attitudes to the subject. The commentary included a range of 

pragmatic opinions, including one that illuminates the assertions by 

Holton (1992), and Fitz-enz (1994), that evaluators “need to be able to 

account for the money entrusted to them and show some definition of 

value”. It may also be the case that those with greater expertise have 

greater confidence in applying evaluation processes, and can then 

understand the benefits of their data, relative to the time and resources 

needed. 

 

The range of development evaluated by many of these practitioners was 

encouraging, as was the increased use of evaluation approaches. Whilst 

there was still a heavy dependency on the Kirkpatrick framework, other 

frameworks were also reported, including the Brinkerhoff Success Case 
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Method, and specific techniques to help measure pilot programmes, often 

using control groups. Whilst control groups are popular with Kirkpatrick, 

there is much discussion of their usefulness elsewhere in the evaluation 

literature. Schmalenbach (2005), identifies that the scalability and speed 

of control groups can interfere with pragmatic evaluation, and create too 

long a ‘lag’ between implementation and the effectiveness of the learning 

process. Rae (1983), contends that control groups fail to control 

subjectivity in qualitative analysis and should not be used for evaluating 

programme ‘roll-outs’. Scriven (1996), rejected control groups in favour 

of the use of external evaluators; however, there may be too few 

independent evaluators to make this a pragmatic solution. Finding control 

groups in use for pilots may reflect more informed understanding of 

social science processes through more academic qualifications, rather 

than practical evaluation development. 

 

Another finding was the rise in the use of the Net Promoter Score (‘NPS’) 

as a strong sub-theme in evaluation metrics. Whilst not a method, more 

a simple score, finding this relatively modern concept being used in 

evaluation to link to ‘satisfaction’ could well be a sign that simplicity and 

organisational familiarity can lead to fairly rapid acceptance of a new 

concept. Whether NPS will gain traction is questioned by Hansen (2011) 

in Meta research, showing the increasing range of opinion opposing the 

use of NPS as too simplistic a solution to a complex problem.   

 

The group was also using the Phillips’ ROI method, linking it particularly 

to specific programmes ,such as a review of an organisational KPI, or 

rolling programmes of Leadership Development, or Executive Coaching. It 

appears that the experience of Wills et al. (1996), in using the approach 

for a significant programme, where extensive spend is deployed is 

reflected in wider practice. The level of awareness in this group, 

regarding the use of approaches against need and spend, illustrated how 

targeted evaluation generated credible results and generated value, to 

build positive evaluation mindsets. 
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The motives for evaluation that had been a particular concern of Hashim 

(2010), appear to be less of an issue within this group, and this may 

explain some of the more targeted actions. Motives included the need to 

build continuous learning and knowledge acquisition, as well as to prove 

ROI. This is encouraging, as this reflects the contention that evaluation is 

part of a Decision Theory approach, rather than a disconnected review 

process. However, there is still a significant sub-theme to prove ‘ROI’ and 

this is troubling. Botchkarev and Andru (2011), contend that L&D use the 

term as a ‘shorthand’ and that functions often create the expectation 

they can generate a financial ROI figure without understanding what it is 

or how to create it. Also Kerns and Po (2012), maintain that using a ROI 

approach can destroy tangible value from ‘soft skills’ programmes, and 

Goldsmith and Sarno (2009), have a range of reasons why ROI is a poor 

measure overall.  

 

However, within a more expert group of practitioners such as this, the 

use of the term could be assumed to be more correctly applied, although 

the point was made that ROI does not always have to refer to a financial 

measure, and can refer to Return on Expectations, or the aggregated 

perception of value. However, whilst the findings show some movement 

away from Kirkpatrick, it is still disappointing to see little, or no 

significant, use of newer measures or concepts, such as Utility analysis. 

Even the Kraiger et al. (1993), framework used as part of the Ford 

Academy appears not to have spread as widely as hoped or to have 

reached this group. The reliance on Kirkpatrick was often restricted to the 

‘Level 1’ activity of measuring ‘Reaction’. This is a concern as the 

literature showed wide distrust of this stage, including from Darby 

(2006), who worried about peer pressure affecting results; to Noe 

(1986), who dispute the correlation between satisfaction and learning 

and dislike that Kirkpatrick assumes this as part of Level 1. 

 

Reports from Learning Skills Technology conferences and exhibitions as 

well as the CIPD (2013,2014), highlight the interest shown by L&D in the 

propagation of new methods of learning, and a range of technology and 

process ideas appeared within the findings. The number of self-directed 
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and curated learning experiences was interesting, as well as the rise of 

the newly popularised 70:20:10 concept of learning; potentially another 

new challenge for evaluators. However, it appeared that the innovation in 

evaluation has failed to keep pace in this area with the usual approaches 

being deployed to attempt to understand impact and value. Some effort 

had been directed towards using summative processes in Social Media - 

but with little success. This is a lost opportunity, given the work of Furio 

(2013), in developing iPhone apps to evaluate a programme, as well as 

the work of Landers and Callan (2012), in evaluating the impact of 

learning within a ‘Virtual World’ environment.  

 

The lack of pace from the translation of academic knowledge into the 

practitioner base appears to be especially slow. This was an inadvertent 

finding, as many evaluation solutions exist for the areas of innovation 

shown above, but there appeared to be insufficient visibility for the 

practitioner base. One of the challenges propagating the status quo was 

the nature of professional development for evaluators. Findings in the 

research showed that the majority of development of evaluation 

practitioners appeared to be from the specific methods and processes 

associated with a particular methodology, most regularly the Kirkpatrick 

and Phillips’ methods, which propagate their own tools and vested 

interests. Whilst the degree of self-driven learning was encouraging, 

perhaps greater signposting of useful content could help the practitioner 

base, and this is unlikely to be forthcoming from the professional body, 

with its own reliance on the Kirkpatrick framework. 

 
 
5.4.2 Stakeholder Needs and Outputs 

The findings from this section aimed to illuminate two factors. First, the 

degree to which stakeholder needs were a part of this evaluation process 

and therefore informing decisions, as well the value and utility of 

outcome reporting, and the impact on L&D functional credibility.  

 

The findings about reporting were encouraging. They showed that data 

were being used to inform a wider discussion about improvement. This 
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could have referred to a supplier, or the quality of learning delivery 

overall, and this data informed internal meetings and served to illustrate 

the informal use of Decision Theory in the more sophisticated L&D 

functions. In many ways the Dessinger-Mosely (2006), framework was 

being loosely applied with a clear aspiration to compare results with 

intentions, and to show both the value of the outcome and the 

effectiveness of the evaluation itself. However, it is unlikely that the 

functions were consciously operating this framework as the findings 

showed measurements in use were less rigorous than that particular 

framework would require. 

 

Within the reporting was evidence of the creation of data to be used to 

populate an HR dashboard. The commentary around this area reflected 

the need for HR to receive more process-driven metrics, or cost control 

data, rather than value creation outputs. This seems an approach 

reinforcing the Ulrich (2002), service delivery concept, and a far cry from 

the aims and ideals of the Human Capital school of thought, where Plant 

et al. (1992), linked the purpose of HR to the realisation of the value of  

‘people assets’, which are shown to ‘drive’ organisational performance 

and value. Given the quality of decisions shown in the findings made by 

L&D, as well as the data they are capable of surfacing, perhaps being 

located within the HR department could be argued is a problem for both 

the credibility and perception of value in the L&D function. 

 

The findings show that data were being used for a range of reasons. They 

also showed that the ideas of Fitz-enz (1988), in using data to prove 

value; of Flamholtz (1985), to use data to prove improvement and 

justification, as well as Cascio (1991), in using data to justify budget and 

legitimacy were being applied. This illustrated that Decision Theory was 

being informally operated, and that decisions were linked to both inputs 

and outputs across the whole L&D process. Whilst the findings show 

there was work to be done in the creation of reporting tool-kits, and 

quantification of value, these findings may counter some of the ideas of 

Griffin (2011), who worried that the lack of a robust approach to 
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reporting would detract from the perceived value of the function, and be 

at odds with some of the conclusions from Phase One. 

 

One of the challenges for L&D is the way the function itself is managed 

and evaluated. This ‘meta-evaluation’ is a key part of the ideas of both 

and Dessinger-Moseley (2006), and Passmore (2012). The findings 

showed this to be both a problem and an opportunity. The most 

significant financial measure was the use of the budget to manage the 

function. This implied that the function was simply expected to deliver 

activity within a specific cost framework. However, where the budget was 

located could be a problem for both the organisations and L&D, as there 

was a mix of ownership and management of the budget between L&D, HR 

and the ‘line’. It could be the case that using more common practices 

valued in the line management population (rather than the virtually 

unique evaluation frameworks), could build legitimacy for any outcomes 

proposed by L&D, other than simple budget adherence, for example, the 

use of KPIs was already in existence, and linked more strongly this area 

of shared understanding and opportunity.  

 

One of the most troubling sub-themes in the findings is the extent to 

which L&D function was not evaluated at all. This reflects some of the 

concerns from Griffin (2011), about vulnerability to external forces and 

legitimacy, but this strikes me as being significant given that the majority 

of those respondents who carried out evaluation, but were not being held 

to account for their results. In every case, those L&D departments were 

situated within an HR function, and some reinforcement of the argument 

about the role of HR posed earlier may be supported by this finding. 

 

 
5.4.3 L&D Process Improvement  

 
The findings showed that the processes of commissioning appear to be 

more diverse that those shown in CIPD reports (2015), and this is 

significant as the CIPD contend that as nearly 50 per cent of training 

needs lead to bespoke outcomes, then this stage is increasingly 
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important for evaluation in ensuring the correct outcomes and  that 

decisions are generated at this point. Anderson (2007), points out that 

learning should have pre-agreed learning objectives to meet both the 

needs of the sponsor and organisation. The reliance on pre-course 

objectives and lack of tangible actions, learning points and targets for the 

training outcomes, is a problem here as Basareb (2007), and Griffin 

(2011), contend that programme objectives are not specific enough to 

drive the actions required from the programme. Anscombe (1959), also 

contends in her work around intention that specific ‘first steps’ need to be 

established, rather than vague or broad aims or goals, to ensure that a 

learner has a greater chance to carry out post-course actions. Whilst the 

findings show that L&D factored evaluation into both the design and 

delivery of the programme, the most used Kirkpatrick framework offers 

little guidance in terms of content in these areas, other than the use of 

competency frameworks and ‘reaction’ to understand post course 

impacts. 

 

The findings showed that the interest in factors such as confidence and 

engagement as a course output, and that was encouraging. Although 

some commentary existed about the need to move away from ‘fluffy’ 

concepts such as these, it is a frequent contention in evaluation practice 

that is the role of the evaluator to create measures for these areas, as 

they are important. Whilst Chiaburu and Lindsay (2008), contend that 

effective, individual learning ‘triggers’ need to exist to drive engagement, 

the work of Monroe (1985), and the diagnostics of Hasan et al. (2014), 

begin to highlight the links between ‘Perceived Value’ and Engagement 

and, given the rise of this measure on many HR scorecards, driven by the 

work of Gallup and others, it would seem remiss not to concentrate some 

effort in measuring this area, as the demand for a solution clearly exists. 

 

One of the challenges, shown in the findings, reflects a concern in many 

areas of summative research, even in the wider social sciences; that of 

question response. The findings showed a continued problem in this area, 

with a significant reduction in post-course response. This is a concern for 

Casey (2006), who also linked the increase in subjectivity of responses, 
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as well as legitimacy of data from reduced responses in summative 

methods, particularly the Brinkerhoff (2003), Success Case Method, that 

relies on a purely summative and subjective process. Despite the range 

of methods shown in the findings to improve the process of response 

rates, it is the contention of the Learning Transfer field of literature that it 

has effective solutions in this area. However, a different approach would 

be to innovate totally, and move to the concepts espoused by Spitzer et 

al. (2005), and Basareb (2007), in moving to a purely predictive 

framework. 

 

The Learning Transfer field improves the post-course implementation of 

learning through effective ‘transfer of learning’. The findings showed that 

efforts existed to achieve this through a range of process actions, 

including post-course coaching, where the commentary enthusiastically 

advocated the use of coaching to reinforce training, particularly in regard 

to executive level or senior level management and leadership 

programmes. Another process action in the findings was the use of 

blended materials, to reinforce key aspects of the learning post course. 

This is a key process tactic advocated by the Transfer school, and brings 

the concept of ‘sticky’ learning to life, as recommended by Holton et al. 

(2000). One disappointing method, within the findings, was the use of 

post-course evaluation forms to create embedding. Given the low 

response rate of questionnaire returns, used independently of other 

embedding methods, it is difficult to see how this could add value. An 

encouraging trend was the use of some newer technologies to embed 

learning, for example, using gamification, competitions and online groups 

to foster post-course conversations and impact. 

 

One of the challenges for Learning Transfer, and the ability to derive 

evaluation data, is the nature of the organisational culture that the 

learner returns to post-course. The Roullier et al. (2006), study showed 

that culture must be positively affected in order not to defray the benefits 

of the training. To this end, managers need to be appropriately trained to 

understand how to support and challenge delegates, both pre and post-

course. The findings showed limited training in this area, particularly in 
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the area of quantification of post course impact, and this is an area for 

practitioner attention; both to ensure enhanced Transfer as well as 

Evaluation.   

 

The findings in the lack of success in creating a learner-based culture, 

were disappointing for both effective transfer and evaluation. The 

findings suggested that learners left training (etc.) with little, or no, 

responsibility to implement actions, or to capture that value, despite the 

fact that their engagement and confidence were improved. This would 

lead to less effective learning embedding, and negate the value and cost 

of the development. Bramley and Kitson (1994), stress the need for the 

learner to have some control over the outcomes from the learning, rather 

than simply turning up and being expected to ‘supply the motivation’, 

and this may be difficult to achieve, given the organisational focused 

evaluation processes still being operated by the majority of evaluators. 

The work of Geertshuis et al. (2002), suggested that the role of the 

learner, in the creation of evaluation outcomes, would be of significant 

benefit to the change of culture required to make evaluation overall more 

effective. Anscombe (1959), and Basareb (2007), also stress the need for 

strong ‘intention’ from the delegate, to ensure commitment to learning 

transfer and the need to focus training delivery on the creation of 

‘practical knowledge’ and skills and reduce ‘scrap learning’ as a key part 

of this process. 

 
 
5.4.4 Reflection on this Phase 

This Phase sought to utilise the views and practice of evaluation 

practitioners within L&D functions. One of the obvious weaknesses in the 

research was to fail to include the views of some important stakeholders; 

although the level of complexity in achieving this would have been 

challenging. However, the view of appropriate line managers, the most 

senior HR practitioners, and other external evaluators, would have 

enriched this section, from the understanding of wider perspectives. 

Although the focus was this sample, and the sample in itself was strong 

and legitimate, the findings, in isolating such a group of practitioners, 
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depended totally on their self awareness and perception of value, and 

needed the counter balance of whether their opinions were accurate or, 

even, correct. Research into the perceptions of value of the function 

within the stakeholder base, would add value for the function, and 

illustrate the requirements for evaluation. 

 

Another reflection for this section resolved around timing. During this 

period, the creation of the new framework was underway, and some of 

the questions may suggest personal bias in attempting to prove a 

negative, in order to justify the decisions made in the framework. Whilst 

I was aware of this bias and its subsequent results, it is the role of the 

reflexive practitioner to debate with themselves whether certain 

questions had been appropriate, in the light of a more objective research 

stance.  Whilst Gray (2009), maintains that a researcher is not a 

disinterested observer, and that competence and world view may skew 

outcomes, the need for pragmatism does appear to challenge a 

researcher to remember the ethics and methods needed to retain 

sufficient objectivity in the process. 

 
 
5.5 Phase Three and Four — Case Study 

The Case Study approach was adopted as this phase was predicated on 

the effectiveness of a new approach to evaluation, based on the ideas of 

Spitzer et al. (2005), that evaluation could be predictive in approach 

rather than summative. The new framework removed all aspects of 

summative evaluation from the process, other then whether specific 

actions had been achieved, that would lead to outcomes that generated 

targeted impact.  

 

The creation of the framework built on the ideas of a range of literature 

sources including: The use of the concepts of the Law of Large Numbers, 

Bernoulli (1713), in tandem with the work of Cascio and Boudreau 

(2011), utilising Utility Theory to create a metric ‘engine’, to understand 

the measurements, and drive the forecasts. In addition to these sources 

the Ansccombe (1959), ideas around ‘intention’ were selected to create 
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the motive for action, that could drive a probability score, to inform the 

L&D function of the efficacy of the training delivery, and the likelihood of 

Transfer. In addition to these sources were Hubbard (2014), Walonick 

(1993), and Seigal (2013) representing the forecasting schools of 

thought. 

 

The overall research depended on the theory of Hubbard (2007. 2014), 

on creating a ‘t-sample’, with its own definition of a benchmark (or 

target) number, against which any claims could be assessed. This 

removed the need for traditional methods, including Bayesian analysis or 

regression. The process of the research initially utilised a retrospective 

sample, as recommended by Armstrong (2001), from which initial 

forecasts could be generated on data, where a third party’s independent 

result had already demonstrated a benchmark number.  

 

The findings from this ‘testing phase’ were expected to be within 

tolerances that had been created from the work of an expert group of 

evaluators. The process and workings of this group are outlined in 

Chapter 3. The process of forecasting was built upon the concept that a 

summative figure would determine the ‘actual’ ROI number, say 333 per 

cent. That number became 100 per cent in the forecasting process, 

against which the forecast would be made. In this no commentary about 

relative levels of ROI, from different courses or organisations, needed to 

be considered, simply the forecasted accuracy. 

 

The findings for the expert evaluator group were that a result of 85 per 

cent, of a target ROI score, would be acceptable, if the reduction in cost 

and organisational load were sufficiently reduced to justify the lack of 

accuracy. Also, the forecast should never exceed the benchmark score, to 

avoid accusations of ‘wild forecasting’, or a lack of credibility, as 

recommended by Seigal (2013). The ability to assess cost reduction was 

not considered in this initial stage, as the focus was more on proving the 

accuracy of the forecasting process.  
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A range of scores for the courses forecasted ranged between 86 per cent 

and 94 per cent against the benchmark of a range of courses, from 

different organisations which had been previously evaluated using 

summative data. The lower scores for mandatory training were explained 

by some poor data input. The coaching prediction was particularly 

pleasing at a personal level, as it showed that the process could have 

equal validity for learning interventions other than training. Those initial 

findings, from the retrospective sample, were deemed satisfactory, and 

within the tolerances that had been developed from the work of a group 

of expert evaluators; however, to resolve issues some adjustment of the 

internal software algorithm well as the accuracy of data input needed 

were resolved before the actual case study forecasts were carried out, 

particularly because of the high expectations of the Case Study group. 

 

Despite the work of the advocates of this ‘formative only’ approach, for 

example, Spitzer (2004), and Basareb (2007), there was no literature 

available at the time of this research to be able to create a comparator to 

these results, hence the creation of a process of performance against 

expectations. 

 

The actual Case Study forecasted the performance of a wide range of 

courses and programmes, across a diverse group of contributors, each of 

whom generated different ROI outcomes from their activities. The 

forecasting took place in advance of the learning, using the mechanisms 

developed from both the literature and practice, and the results set aside 

until the work of the summative evaluation was complete. The Case 

Study group defined their expectations of a percentage validity score, 

and this became the internal ‘t-score’ and benchmark, reflecting their 

individual aspirations and need to be persuaded. Each of the learning 

interventions was then assessed by an independent third party evaluator 

to create an accepted ‘Gold Standard’ benchmark. 

 

The changes in process and accuracy of input were reflected in the 

accuracy of outputs. Overall accuracy ranged from 87 per cent to 95 per 

cent. There was a distinct linkage in levels of accuracy and the levels of 
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current evaluation process that existed within the organisation. For 

example, where an accuracy of 95 per cent was returned, that 

organisation had substantial evidence of professional evaluation taking 

place, and a range of learning embedding processes. This reduced the 

internal variances and complexity, and allowed the forecasting be to be 

very accurate, as well as showing the links between good ‘transfer’ and 

‘evaluation’.  

 

The Case Study findings showed levels of accuracy acceptable to the 

group that had determined the target, by operating the forecasting 

process against the ‘Gold Standard’ summative process by an 

independent Third Party evaluator. This is significant within the data, as 

no results exist for this type of practitioner research within the literature, 

and represents an approach that could be utilised by practice. However, 

in order to ensure that it would be possible for the L&D function to use 

this method, the proof of its accuracy was also supported by significant 

cost advantages in using this process. 

 

The cost savings showed a huge benefit in using this approach. In many 

cases the overall cost was around a quarter of the full cost of a 

professional evaluator, as well as the same levels of reduction in 

organisational load. Encouragingly, greater competence in using this 

forecasting approach would certainly further drive down costs, as extra 

steps were taken in this process because of the nature of the research, 

and would not normally be required for a commercial application. 

 

The subsequent opinion survey, generated from the views of the 

sponsors, reflected satisfaction with the result and the cost savings, as 

well as an encouraging endorsement of the result. Whilst Gray (2009), 

suggests that legitimate research should be able to replicate this result, 

this may pose challenges, because of the use of proprietary software to 

generate the results.  

 
 
5.5.1 Reflections on this Phase  
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One of the challenges in creating a new framework is the level of ‘proof’ 

needed in order to make a claim of applicability into the wider literature; 

therefore, Gray (2009), suggests that the areas of Validity and Reliability 

should be revisited to assist with this process. Validity is helped in this 

report through the strong links between the literature review and the 

theoretical ideas and outputs. Both in the valuation and the forecasting 

literature, the works of Anscombe (1959), Spitzer (1984), Cascio (2001), 

Seigal (2012), Hubbard (2014), and Gray (2009), are shown as 

fundamental building blocks in thinking. Associated fields of thought have 

also served to create fresh perspectives, and have added value in the 

creation of knowledge and outputs from the Case Study. In addition, 

‘thick descriptions’ have served to outline the context, as well as the 

outputs from the research. Reliability has been considered by the use of 

an independent third party evaluator, in order to create an ‘internal 

benchmark’, and the use of computer-assisted programmes for coding 

and analysis. The issue of external reliability is challenging because of the 

nature and requirements of those that took part in the Case Study, 

leading to problems in assembling the precise balance of context and 

data points, however, there is no reason not to apply the framework to 

different retrospective and fresh data sets, and to follow the same third 

party process, in order to attempt to replicate any result. 

 

Having established a pragmatic approach at the outset of the research, 

an early decision was taken to make this stage of the research as 

pragmatic and rapid as possible. This was driven by a range of needs 

including: the stakeholders who wanted limited load on their 

organisation, as well as my personal need to find out the result, and 

contain the financial impacts of the research, that were being borne by 

me in paying for a third party evaluator. In addition to this, the ‘ticking of 

the clock’, to submit something of value for the Doctoral process, became 

a driver, to create a containable process that could deliver a defined 

outcome suitable for the needs of the research. 

 

Whilst this pragmatism drove the approach as well as the statistical 

justification, with hindsight, more statistical justification could have been 
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created to satisfy a more ‘theoretical audience’. In the practitioner base, 

‘whether’ something works is more important than ‘why’ it does, and with 

hindsight, more thought would have been given to the justification of the 

latter. However, within the practitioner base, the new framework is 

already in use in a number of organisations, as well as new iterations and 

variants of the concept. Future researchers are welcomed and 

encouraged to use the data generated from these forecasting approaches 

as required. 

 
 
5.6 Conclusions 

In the methods section, I discussed my move away from attempting to 

create a paradigm into a practical framework, that could become a 

paradigm if it met the needs of the practitioner base. In the chapter, I 

posed a number of questions, and it would make sense to discuss those 

questions, in the light of the learning from both the literature review and 

the subsequent research; both to check whether the answers have added 

value, and to ensure that the correct questions were asked in the first 

place. They were: 

Questions Comments 
How can a new evaluation 
framework built upon 
Decision Theory principles 
add value and allow L&D to 
prove value in a cost 
effective way? 

 

By creating a competing view of evaluation 
based on the value of the information it 
generates. Some of this is clouded by the 
competing academic views of evaluation 
whilst recognising the lack of effectiveness 
within the existing paradigm. The culture of 
evaluation needs to change as outlined in 
this report to adding value rather than a 
cost reduction focus. And finally, the 
practice needs to move from (not) ‘doing 
Kirkpatrick’ to ‘doing evaluation’ 
 

How can the competing 
drivers for the need for 
change and the need for 
credibility in evaluation be 
resolved in a function under 
pressure? 
 

In my view and the view of the small 
sample of contributors the Decision Theory-
driven approach using forecasting worked 
for them. However, they recognised the 
challenge in persuading a profession where 
the leading view is to uphold an idea from 
1954 through their professional 
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development more highly than other ideas 
(including their own!) 

 
A range of sub-questions was refined as follows: 

 
 
Sub Questions 
 

 
Comments 

What attitudes exist in the 
practitioner base that drive or 
restrict attempts to evaluate 

A range from time poverty to overwork 
to Griffin’s (2011), worry about internal 
credibility 
 

Does the outcome required by 
stakeholder create some of the 
confusion at the heart of the 
process 

Absolutely yes. But usually only in the 
minds of the academic base. The 
practitioner base have to handle the 
various internal pressures without well 
researched alternatives to the prevailing 
paradigm 
 

What part does credibility and 
resource effectiveness have to 
play in any solution 

A vital part – and this is the heart of the 
problem. In order to let go of the 
prevailing paradigm, too big a leap of 
faith may be required by the practitioner 
base 
 

Does the longevity of the 
paradigm represent excellence, 
apathy or a lack of choice 

This research suggests that it represents 
the absence of a credible alternative. 
But those other factors exist and there 
is insufficient pressure on the evaluation 
thought base to produce new solutions 
 

Should the process of ‘what is 
possible in technology’ create 
the process of evaluation that 
organisations buy into? 

It should not – but the reliance on LMS 
suppliers may inadvertently be the 
fulcrum for change – perhaps this is the 
market to adapt first. 
 

Does the Financial or the 
Operational community believe 
that the evaluation of training is 
credible and/or worth the effort  

This research failed to answer this 
question. Although it must be said that 
too little pressure comes from outside 
the L&D function to evaluate and that 
when the function does come up with 
new ideas (Utility theory) it is the 
organisation that often pushes back the 
findings 
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5.7 Suggestions for Practice 
 

Learning practitioners, on either the supply or demand sides, usually 

have a very open approach to learning, that seems to be less obvious 

when investigating the subject of evaluation. One of the problems 

appears to be that there is no established Journal of Evaluation dedicated 

to the L&D arena – one exists for Social Impact Projects, but the L&D 

community needs in this area have become subsumed in HR, a function 

with arguably even less of a view or competence in their ability to 

understand their own value.  

 

In addition to this, there needs to be greater development of analytical 

and judgemental skills within the L&D function. Whilst the CIPD now has 

this as a small part of the syllabus for new practitioners, we may simply 

have to wait some time for the results of this to feed through; although I 

suspect that a wider culture change needs to permeate L&D, with a move 

back towards reclaiming the tool-kits and approaches of OD, vacated 

since the launch of the Ulrich framework. 

 

One of the biggest challenges may be the need to change the culture of 

L&D, so that evaluation is seen as a worthwhile activity, that adds value 

and insight into the process of HR. In order for this to be achieved, the 

CIPD should immediately reconsider its support for the prevailing 

paradigm and decide to propagate new models and ideas of evaluation 

within the function, in effect, initiate a form of positive discrimination for 

other evaluation ideas and concepts. This positive reinforcement would 

give comfort to a functional area, where different approaches have an 

external seal of approval and legitimacy, against a professional standard. 

At the moment, I suspect, somewhat pessimistically, that the body, 

perhaps naturally cautious and risk averse (hence the practitioners it 

produces), would ally itself with one of the more established 

organisations in the field, and hence reinforce the prevailing paradigm 

still further. 

 



228 

One of the simplest ways for people in practice to be affected by ideas is 

for them to read and experiment with many of the concepts, in this 

document and, in the publication of many of the key thinkers in the field 

and to this end I intend to publish a guide for practitioners around this 

subject in the future. The frameworks from the literature may have to be 

made more palatable for a non-academic audience but, perhaps through 

publishing or engaging with some form of eLearning or a software 

solution, there could grow a group of challenging, enlightened individuals, 

who can make the change to the paradigm from within the function. 

 

On the supply side of the training industry, including training companies 

and in-house suppliers (who have much to gain from using this 

approach), perhaps these organisations should be the target audience for 

a change in perception and approach, rather than the internal teams. 

After all, they have a vested interest in proving and showing value, and 

have the most to gain from demonstrating their credibility. Collaborating 

with suppliers may well be the best route to test the framework more 

extensively in the future. Malcolm Gladwell, in the Tipping Point, 

suggested that a new idea needed an originator, but most importantly a 

‘maven’ to socialise the ideas, and perhaps, the structures of social 

media, and the third party suppliers could be those mavens, and could 

help engagement with the concepts. 

 

The area of Learning Transfer still has much traction and needs to be 

better understood by the L&D function. It seems easier for L&D to access 

the concepts and its processes, and having fewer metrics could be the 

accessibility point the evaluation world needs to change the culture. As 

well as this area, a number of ideas around Big Data and metrics 

surfaced in the Literature Review, and the rise of computing power to 

help drive fuzzy logic solutions could help evaluators build even more 

interesting software. Finally, remembering the associated field of value 

creation in Marketing is useful, and understanding both online and offline 

metrics currently being investigated by Marketers could add real value. 
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One final point is that having encountered the methods and processes 

involved with coaching, facilitation, meetings management, events and 

conference organisation, they all tend to replicate the same approaches 

and (particularly with coaching), are using similar ideas and constructs to 

help them identify value – perhaps more cross-silo working would help 

the L&D professional touch base with the worlds of operational, 

marketing, sales, management, and research. 

 
5.8 Suggestions for Future Research 

There are a number of areas that would be interesting ideas for research: 

 
• Further examination and legitimisation of the concepts of formative 

and stochastic evaluation as built upon in this document 

• Link training transfer, with tangible evaluation metrics, to show the 

outcomes from better transfer, these areas of research are mutually 

beneficial and have interchangeable application in practice 

• Links from Engagement and Productivity into perceived value, to show 

the causal links between ‘soft’ training and tangible results 

• Investigate the effects of machine learning and fuzzy analytics to 

transform measurement, and use that learning in the L&D function 

• Identify a better metric than ROI – surely the reliance on archaic 

measures and processes could be challenged 

• Investigate the extent to which Decision Theory can generate even 

more tools and frameworks, or those which could be drawn into 

evaluation from complementary fields of theory 

• Investigate the rise and rise of Virtual Reality and determine how this 

will either revolutionise, or replace, the L&D function. 

 

All in all, I am more optimistic, as a member of the L&D practitioner 

base, when I ended this process then when I began, as I believe there 

are significant gains to be made, both in better learning, and more 

effective evaluation. It is for the next generation to turn that optimism 

into tangible and practical approaches and products. 

 

WORD COUNT: 61,991  
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Chapter 6:  Learning Reflection  

At the end of any project, good practice dictates there should be a period 

of reflection and a discussion about the learning journey I had 

experienced, that can be both useful for me and a point of development 

for me to bear in mind in practice and further research in the future.  

 

I had three objectives when starting the DProf process; 

 

• I wanted to create a new framework for evaluation, that would 

quickly add value and ‘make a difference’, perhaps even replacing 

the prevailing paradigm  

• I wanted to enjoy the process of learning, whilst having the 

structure and rigour of having to create an output  

• I wanted the recognition of a qualification that reflected the size of 

the journey I had taken and the achievement of the evaluation 

output 

 

In hindsight, it is clear that these are conflicting objectives. The first 

assumes a speedy process, and the second a more reflective and 

deliberate set of processes. The other conflicting factors were the need to 

build a commercial practice in a difficult trading environment; to devote 

significant time to the process of study and reflection, as well as the need 

and desire for personal stimulation, debate, and active learning, being in 

conflict with the process of distance learning. 

 

In truth the objectives, real life, and the pace of the research itself 

conspired to break the research journey into discrete segments that 

included all - work, study, and the resolution of some personal 

challenges: 

 
• Segment One was based around the original opinion survey 

process and some reading around the core subject area 

• Segment Two was a period where I lost both my parents and the 

trading climate was in crisis – virtually no studying took place here 
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• Segment Three followed a period of re-engagement with the 

studying process and I ran the deep-dive research process 

• Segment Four followed a period of serious illness and the 

divestment of my training business and establishment of a new 

entrepreneurial activity. This period coincided with the Case Study 

element of the research 

 
Throughout most of the life of the process, I constantly engaged in 

reading and, every now and then, came across a definitive idea or text 

that really shaped my thinking. One of the issues with this ‘shaping’ was 

often the resulting diffusion and ‘blind alleys’ I followed, before I could 

re-engage with my actual subject. Whilst challenged by a colleague that 

learning ‘really shouldn’t be so chaotic’, that approach works best for me 

in order to find unusual links and themes in the underexplored areas of 

knowledge. I believed, from the beginning, that the answer I was looking 

for, to create a new paradigm, was in a non-aligned field of knowledge, 

so wider reading seemed a sensible idea. Perhaps this initial belief was 

more important than I realised, by enabling me to find greater 

enlightenment and inspiration in the field of thought outside of the 

narrow focus of evaluation. As a result the literature review was a 

painful, ill-disciplined process, until I suddenly found enlightenment from 

the chaos in the research subject. 

 
The key works in Segment One, as well as the core evaluation thinkers 

that were known to me, were the ideas of George Kelly and Personal 

Construct Theory. This led to me spending many hours re-acquainting 

myself with Repertory Grid – something I had toyed with in the 1980s’. 

Sadly, whilst I enjoyed the diversion, this added little direct value to my 

actual primary objective. In addition, engagement with the works of the 

Human Capital field of study e.g. Fitz-enz (1988 etc.), added some value, 

but mainly introduced me to my core measurement text by Douglas 

Hubbard (2014). From this work came my interest in calibrated 

estimation and t-scores, as well as introducing me to Rasch and his ideas 

around assessment, although those ideas were totally distracting and of 

little value.  
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Segment Two was something of a formal learning desert, other than 

some texts around the wider subject of learning. However, I continued to 

absorb learning widely but, because of the context of the time, this was 

primarily through podcasts. Therefore, I was inspired and influenced by 

Tim Ferris, Seth Godin, Stephen Dubner, Jeremy Frandsen, et al., as 

some of the more interesting, and new measurement analytics and ideas 

began to spill out of internet technologists, entrepreneurs and marketers. 

 

The key works in Segment Three in the evaluation field were the works 

by Cascio and Boudreau, and the development of Utility Theory. Non-core 

reading was stimulated by David Rock, and his work around 

Neuroleadership. A genuinely fascinating subject, following this train of 

thought, allowed me to engage with some new ideas around learning 

theory and management practice. In the end, though, whilst building 

more knowledge in the area of Working Memory, little was transferred 

into the final field of research. However, the coaching session I had with 

him, as part of this process, felt like an intellectual pummelling, and 

worth every moment. 

 

Segment Four was the full re-engagement of the process, stimulated in 

part by my academic supervisor, as well as the sparking of new ideas - 

again through the works of Tim Ferris. I became highly influenced by 

thinkers, including Richard Griffin and GE Anscombe, in beginning to 

think differently about the whole concept of evaluation. As someone who 

values innovation and creativity, and has those processes at the heart of 

my professional practice, it is not surprising to find that this flowering of 

interest, creation, and written production became my favourite segment.  

 

The work of Anscombe forced me to contemplate, to battle through the 

text and develop a steely resolve not to be beaten by the style, but 

ultimately to engage with her ideas at a deeper and more thoughtful 

level. I have found it difficult to articulate some of the ideas in the work 

without making them sound trite and simplistic, but my engagement with 

a form of ‘practical philosophy’, and her theory adaptation has been one 
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of the real joys of the whole learning experience. Few books have made 

such an impact on me as this one! 

 

During the research phase I met another evaluation expert who was 

completing Masters research into learning embedding and Utility Theory, 

and this proved to be an interesting seam of activity. My natural curiosity 

was to dip into this field and, whilst it opened my eyes into another 

approach within the L&D sphere of practice, it did not appear to offer 

anything really new at that time, until I was able to link back into the 

work of Cascio, and see the possibility of an innovative use for a 

previously ‘unloved’ concept within organisations. 

 

I have described the process of framework formulation in the Methods’ 

section, but really the process was a significant part of my learning 

journey, and led me to reflect on the need for learning to be an active 

process. In my epistemology section, I had identified closely with the 

ideas of pragmatism and, during the life of the project, this served me 

well. However, I do think I made trade-offs across the life of the research 

that did not serve the needs of the research as well as it could or should 

have done.  The pragmatic approach works well when combining with 

other researchers, or having plenty of support in the learning process, 

however, the absence of support (other than my academic supervisor 

and support that I had arranged), was a real issue, and made the process 

too pragmatic and risked become a process of ‘cranking the handle’, 

towards the end of the learning journey in order to deliver the output. In 

a way, it felt as though I was involved in a pseudo PhD process whilst on 

a DProf track, and this seems to be a missed opportunity for my own 

learning. 

 

One of the concepts I did enjoy reinvestigating was the area of ‘deep 

learning’, where total immersion can take place, and the time and space 

is created for focus and concentration. The ideas of Stephen Pressfield 

helped here and, during the course of writing up, they certainly helped 

keep me on track and aware of the learning and perspective I was 

gaining.  
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One of the key decisions I took early on was to adopt the services of a 

‘critical friend’, whose role was to challenge the research data and the 

conclusions drawn from it. Her role was also to ensure that any 

commercial interests did not skew the data collection, or any other 

conclusions. The person I identified had a PhD completed in a 

complementary subject area, and was a supervisor for the Open 

University, and acted as a brake on the many enthusiasms, ideas and 

diffusions, which I have had as a natural part of my learning style.  She 

did her best to help me manage the internal actor – observer – 

researcher continuum but, most of the time, I operated on my own, and 

often found the whole learning processes deeply frustrating and a missed 

opportunity to share more of the learning, and have more challenge 

through the process. 

 

One of the challenges of ‘distance learning’ is the loneliness of the 

journey and the seeking for answers – one area of enlightenment for me 

has become the realisation that learning is really the formulation and 

seeking of questions to aid understanding. One of my huge areas of 

frustration was the design and creation of the Literature Review – after 

all, hundreds and thousands are written every year – so why isn’t there a 

template?  Having completed the chapter in this document, I realise that 

was the wrong place to start and the worst question of all to ask and this 

realisation is, for me, the stepping up from Masters to Doctorate level. 

 

My academic supervisor, provided by the university, has been a source of 

inspiration, using practical coaching techniques, to point, shove and nag 

me into producing outputs. I thoroughly enjoyed the interaction, fun, and 

challenge from our sessions, and deeply regretted the lack of interaction 

with other academics in the university. I realise that workshops were 

provided, from time to time, but the issue for entrepreneurs working full 

time in one of the most challenging business environments in recent 

times, is the lack of available resources and availability to travel, to take 

part in traditional workshop-based learning. Where I did attend, the 
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sessions were useful and enjoyable – I still am regularly distracted by the 

ideas associated with hermeneutics that came from a specific session. 

 

In using hindsight to aid reflection, perhaps having more structure in the 

process, would have helped me more. More checking in, and output 

production, at an earlier stage, would definitely have helped, as only 

when I was engaged did I really learn – an obvious point, but something 

that is key when thinking as an evaluator.  Of course, I should have 

created that but, perhaps, also the university could build this into its 

process. 

 

The sobering thought during the course of the research was the 

realisation of the inability to actually change or affect the paradigm.  In 

addition to the work of Kuhn on paradigms, the Lindy Effect establishes 

the idea that something that has a past ‘will have an equivalent future’. 

Mandelbrot (1984) further developed the term from the Goldman (1964) 

concept, based in the media, to explain the geometry of nature linked to 

future life expectancy. Taleb (2102) explained that this added to the 

‘antifragile’, and explained why certain ideas, concepts, companies etc. 

have an inbuilt longevity, where no natural entropy exists. He links the 

concept to ‘survivorship bias’, which relates to attributing overall results 

for the one or two examples of things that are seen, for example, ‘music 

was better in the past’, because the few good things are remembered 

selectively and the vast mass of ‘other music’ is ignored…. 

 

This means that all I can do is what others have done before me – to 

create my approach, test it and see what the market makes of it. 

Paradigms create themselves rather than become created, so my goal 

remains the same, but the strategy for achieving it must change. 

 

As an evaluator, it would be a simple process now to calculate the ROI of 

the DProf but, perhaps, I should simply reflect on the second objective, 

and consider this as a means of helping me achieve that.  The process of 

learning cannot be undervalued, and I have gained skills and 

perspectives, as well as ideas for innovation in business practice, that will 
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last for a while to come. The practice of ‘thinking’ is a key realisation and 

by continuing to build processes and perspective into practice, some of 

the key learning from this research process can begin to permeate and 

illuminate my professional practice.  

 

My objectives now are to build on this learning process, and do more – 

perhaps learning and masochism are part of the same process, but it 

does seem a shame to have endured the process, and not be able and 

wiling to contribute more in the future, perhaps to even to begin the next 

Doctorate. 
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Appendix 1 — Guerci and Vinante (2011) — 
Framework 

Framework of Stakeholder Needs and Drivers for training evaluation, and 

the resulting importance for each. 

 
 
Factor 
 

 
Relative Importance 

The quality and level of knowledge 
and skills acquired by participants 
 

More important for trainers than for 
participants.   

The number of bureaucratic 
procedures imposed on participating 
companies 
 

More important for training 
providers than for trainers.   

The impact of the training program 
on company results 

More important for companies than 
for trainers, but is important even 
for participants 
 

The transparency of the mechanism 
controlling access to financed 
training services 

More important for training 
providers and companies than for 
participants 
 

The improvement in the training 
providers’ image among companies 

More important for training 
providers and trainers than for 
participants.   
 

The possibility to define training 
financing procedures with the public 
authorities 

More important for training 
providers than for trainers and 
participants. 
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Appendix 2 — Richard Griffin (2011) Evaluation 
Framework 
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Appendix 3 — Phase One — Survey Questions 

Do you formally evaluate learning in your organisation?  
 

• Yes - No 

 
If yes - to what extent? 
 
Do you use the same approach for all programmes?  
 

• Yes - Mostly Yes - Mostly No - No 

 
What technology do you use when evaluating? 
 
To what extent does your LMS drive the evaluation you do? 
 
If no - why not? 
 
How do you know a programme has been effective? 
 
How would your describe your attitude to evaluation? 
 

• Very Positive – Positive – Neither Positive or Negative – Negative 

– Very Negative 

 
Other Comments 
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Appendix 3a — Phase Two — Contributor Briefing 
Document 

 

Interviewee Briefing Sheet 

 

Thank you for agreeing to take part in this research process which is part 

of my Doctoral programme at the University of Middlesex. 

 

The purpose of this document is to brief you of the aims, process and 

ethical considerations of the research. 

 

By agreeing to schedule and attend the meeting, or complete the 

research questioanirre,  you have tacitly read, understood and agreed to 

the methods and mode of operation of the process that have been 

discussed in advance of this note. 

 

Please feel free to contact me in advance of our meeting should you have 

any issues, questions or queries. 

 

 

What is the aim of the meeting? 

 

The research I am conducting is attempting to create a new framework 

for the evaluation of L&D programmes. As someone with expertise and 

experience in either carrying out evaluation, your views are vital in 

informing the research by collecting your views and opinions as well as 

the current practice you operate. 

 

This research process aims to collect your views, opinions and 

experiences through the medium of informal interviewing or questioanirre 

completion. 

 

 

What is the Process? 
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As agreed, our meeting should take us no longer than 90 minutes and 

will cover the following areas: 

 

Your views on  

 

• the evaluation of training overall? 

 

• The blockers which exist to successful evaluation of training? 

 

• The effectiveness of the evaluation of recent courses? 

 

• Which areas should/should not be evaluated? 

 

• the usefulness of the outcomes in changing on-going behaviour (or 

the achievement of other objectives)? 

 

• How could evaluation be improved? 

 

• Whether evaluation worth the money? 

 

• The decisions evaluation helps you make? 

 

Other points you would like to make….?? 

 

 

 

FAQ’s 

 

How will my answers be treated in terms of confidentiality? 

 

• You can determine the level of confidentiality depending on your 

personal comfort and organisational processes, particularly with 

regard to specific names, projects, company names etc. At this 
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stage, the proposal is to offer complete confidentiality to all 

contributors both in terms of personal or organisation name. 

• Any names of material which could identify a specific individual will 

be removed as part of our own checking process 

• A transcription of the meeting can be provided to ensure you agree 

that we have captured a fair and accurate representation of your 

comments 

• All notes and transcripts will be destroyed after 12 months of the 

meeting taking place 

• The notes and outputs will only be used for the purposes of the 

Doctoral research 

• You can have full sight of the completed Doctoral project 

 

 

How will my answers help you? 

 

The answers will help: 

 

• Create with the development of a new framework 

• Build on metrics that actually add value to L&D 

• Understand the ‘real world’ challenges of current practice  
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Appendix 4 — Phase Two — Survey Questions 

What is your attitude to evaluation? 
 

• Positive – Negative - Ambivalent 

 
What types of training do you evaluate? 
 

• All – Core skills – Professional Qualifications & CPD – Personal 

Development – Organisational initiatives – Mandatory – e-

learning - Coaching 

 
Why do you evaluate? 
 
Which evaluation method/s do you use? 
 
What is the data from your evaluation process used for? 
 
What decisions are made based on the data within your reports? 
 
In your view, how are the reports/data regarded by stakeholders? 
 
What process do you operate when a request for training reaches the 
function? 
 
Do you create an outcome target for a programme? 
 
Do you identify learning points for each programme? 
 
Do you identify post course actions for the delegates for each 
programme? 
 
I believe that evaluation should be a key factor in the design of a 
programme 
 

• Strongly Agree – Agree – Neither Agree or Disagree – Disagree – 

Strongly Disagree 

 
I believe that evaluation should be a key factor in the delivery of a 
programme 
 

• Strongly Agree – Agree – Neither Agree or Disagree – Disagree – 

Strongly Disagree 
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To what level are you interested in confidence and/or engagement as a 
course output? 
 

• Strongly Interested – Interested – Neither Interested nor 

Disinterested – Disinterested – Strongly Disinterested 

 
What approaches are used to embed to learning? 
 
What new technologies (e.g. social media etc.) are used to help embed 
learning? 
 
Indicate areas in which managers have had development? 
 
What percentage of responses do you receive post course? 
 
What methods have you used to stimulate responses (most and least 
effective)? 
 
What methods have you used to foster a culture where the delegates 
voluntarily evaluate their own learning? 
 
How is the L&D function evaluated? 
 
How is the budget for development structured? 
 
What new approaches to learning are being implemented within the 
organisation? 
 
How are the results of those new approaches being evaluated? 
 
How did you learn to evaluate? 
 
Outputs screened by request – What returns do you achieve from the 
following types of learning? 
 

• All – Core skills – Professional Qualifications & CPD – Personal 

Development – Organisational initiatives – Mandatory – Elearning - 

Coaching 

 
 
  



245 

Appendix 5 — Phase Three — Expert Workshop 
Overview 

Evaluation Forecasting Method Discussion 

 
Date:    Tuesday Jan 6th 2015 – Venue: Kings Place, London 

Host:    RT: Facilitator – Trevor B 

Participants: Jackie, Guy, Nigel, Steve S, Steve P, Valerie, Prof WJ, Dr B,     

 Kate, Tim, Michael, Dr C. 

 
Time Session Activity Key Questions to Answer 

   

8.30 – 
9.15 

Welcome, Introductions, 
Ground rules, Ethics 

How to be sufficiently challenging 
How to avoid being too supportive or 
helpful 

9.15 – 
10.30 

RT Presentation – 
Academic research to 
date. Introduction of new 
framework.  
Q&A 

Queries or points of clarification 

10.30 – 
13.00 

Group activities (3 groups 
of 4) 

Does the framework make sense 
Alternative approaches within the 
broad concept 
What evidence supports the 
framework 
Blockers and Drivers to adoption 
Case Study ideas 
Forecasting guidance and knowledge 
share 
Voting Positive/Negative 

13.30 – 
15.30 

Feedback to RT (captured 
by facilitator) 

 

15.45 – 
16.30 

Group work and Feedback What impact does this feedback 
generate – guidance for responses 
to the feedback 

16.30 – 
17.20 

Forecasting validity 
guidance (4 groups of 3) 

Level of accuracy guidance – 
thoughts and expertise share 
Case Study question creation 

17.20 – 
17.30 

Final Thoughts 
Next stage of process 
Close 
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Appendix 6 — Phase Four — Survey Questions 

Before the experiment, I believed the new method would work?  
 
What do you think are the benefits of this new approach?  
 
What do you think are the risks of this new approach?  
 
Do you believe that the cost savings are an acceptable trade off for the 
reduced precision of the framework?  
 
I now trust this approach? 
 
We will carry on with this new approach? 
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