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Abstract. With the amount of information that exists online, it is im-
possible for a student to find relevant information or stay focused on the
domain under study. Research showed that search engines have deficien-
cies that might prevent students from finding relevant information. To
this end, this research proposes a technical solution that takes the per-
sonal search history of a student into consideration and provides a holis-
tic view of the domain under study. Based on algorithmic approaches
to assert semantic similarity, the proposed framework makes use of a
user interface to dynamically assist students through aggregated results
and wordcloud visualizations. The effectiveness of our approach is finally
evaluated through the use of commonly used datasets and compared in
line with existing research.

Keywords: Search Engine Keywords · Similarity Analysis · Text En-
richment

1 Introduction

Confidence in search engines has increased, some Internet users nowadays tend
to give high veracity to a website because of its inclusion or high ranking in
a search engine result [1]. With the amount of information that exists on-line
it is more difficult for users to find accurate information [2] and therefore it is
impossible for an Internet user to find information without the use of a search
engine [3]. Unfortunately, search engines have deficiencies. Search engines tend
to be biased and favour certain web sites over others [4]. Discrepancies between
search engine results make it difficult for Internet users to decide which search
engines to trust. It is already challenging for Internet users to judge the relevance
of on-line content [5] and ignore fake news [6] let alone having such inconsistency
and doubts about validity.

By design, search engines are targeting a generic audience and search
results might not be suitable for a specific group of people [7] like students. We
are focusing on providing a better search experience to students while they are
doing research, and try to overcome some of the deficiencies imposed by search
engines. To achieve this we are proposing a solution that aims to help students



focus more on the domain they are studying by exposing them to various re-
sources related to the domain. The solution takes into consideration previously
searched queries related to the current domain being studied using a combina-
tion of similarity analysis techniques. A bag-of-words is created that is used to
query third-party APIs to find relevant papers and construct a wordcloud. The
proposed solution includes a graphical user interface that will allow students to
have a holistic view of the domain being studied.

This paper proposes a framework that takes into consideration the stu-
dents’ personal search history to provide an integrated and comprehensive view
of the search domain. Following a brief review in Section 2 on related work, the
paper presents in detail the proposed framework design and implementation in
Section 3. Section 4 presents and discusses the results obtained from the imple-
mentation when the framework was compared with existing solutions. Lastly, a
conclusion is drawn in Section 5.

2 Current Solutions

Various solutions are trying to assist students in their study. Some suggest to
move away from a search engine and focus on an educational search engine tar-
geting a particular domain [7]. Such approach is problematic since students tend
to rely on search engines before libraries to search a new term or when they
are unfamiliar with a new topic [8], and therefore it might be challenging to
convince them to move away from search engines. Some focused their studies on
users URL visited or browsing clicks to understand browsing habits [7, 9–11].
We are taking a similar approach but we are focusing mainly on the keywords
visited by the student since these are the entry point of a web search session. A
web search session starts with a student issuing a query, the query is processed
and the result may surface a website. Students will validate the result and visit
the website (see Fig.1)[12]. Entities are bidirectional, students can start with a
query and can continue formulating different queries until the required result is
obtained [9]. Queries are often appended to URLs [13] and some studies already

Fig. 1. A web search session as explained in [12]

showed that such data can be used to learn about users browsing behaviour [14]
or to understand how students search with the purpose of learning. Usta et al.



(2014) focused on secondary school students search behaviour in a learning envi-
ronment and compared such behaviour with general web search engines trends.
Vidinli and Ozcan (2016) proposed a general modular framework for query sug-
gestion algorithm development to overcome the issue that search engines are
targeting a very diverse population. Their research focused mainly on secondary
school students since such students have difficulty in formulating queries. The
only issue with such a framework is that they are targeting secondary school
students only.

Smith et al. (2017) did an exploratory study on query auto-completion
usage during a search session with assigned tasks. To monitor user activity they
used a modified version of CrowdLogger3, a Google Chrome extension that col-
lects searched keywords. Keywords where re-submitted using Google QAC API
and all Search Engine Results Pages (SERP) were scraped and cleaned from
images and other elements before displaying them to the user. Such an approach
can be used to collect data and evaluate a system that its main aim is to learn
more about browsing habits. We opted to take a seamless approach, instead of
forcing students to install external plugins, we are reading keywords directly
from the browser local history database. In Bast and Weber (2006) the authors
mined query logs and used query frequency to predict query completion and
rank suggestions [15].

Fig. 2. Proposed framework showing additional components

3 https://crowdlogger.cs.umass.edu/



3 Proposed Knowledge Search Framework

Keywords search terms play an important role to understand user’s psychology
[16] and thus we are using keywords searched by the student to understand
which domains relate to the student. Past students keywords are taken into
consideration since these requests determine the context of the research [17, 18].
To improve student experience we are extending the search session as described
in Kim et al. (2012) by adding an additional framework (see Fig. 2). Internet
browsers, like Google Chrome, are storing history data on the local computer in
SQLite databases [16] for reference. Such databases contain data about URLs
visited by the student and keywords searched online.

3.1 Background Worker

We implemented a background worker to extract information from the local
history files and predict suitable content. To achieve this the SQLite history file
is copied into an accessible location (since this cannot be read while being used
by the browser) and SQL statements are executed to extract keywords currently
being searched by the student (refer to Listing 1.1 for an SQL example to retrieve
data).

Listing 1.1. Query to get all keywords searched by the user from Google Chrome

1 select ∗ from u r l s
2 inner join keyword search terms
3 on u r l s . id = keyword search terms . u r l i d
4 where u r l s . l a s t v i s i t t i m e > ?
5 order by u r l s . l a s t v i s i t t i m e asc limit ? ;

Text Enrichment using Third-Party API Keywords are not enough to
determine what students are searching for. Search queries tend to be short am-
biguous and under specified [19]. Having short text is less effective due to its
brevity and less sparsity of words and when dealing with such data, enriching
the semantics using external entities is essential [20]. Various studies used third
party like Wikipedia to enrich text or find similarity between keywords [10, 20–
23].

We implemented text enrichment in the background worker so that
more insight is known about the domain related to the keywords submitted by
the student. For each keyword searched by the student that is stored in the local
history, a Google search URL is created (see Listing 1.2) and sent to Google.

Listing 1.2. Google request URL format

1 u r l = f ” https : //www. goog l e . com . mt/ search ?” \
2 f ”q={keyword}&oq={keyword}& c l i e n t=ubuntu”

The HTML response contains search results in the form of HTML an-
chor tags consisting of a URL to an external source and a short description



(anchor text). The background worker will parse the response and identify an-
chor tags. Since results may contain trending and e-commerce anchor tags other
than sponsored links [21], Python libraries based on Levenshtein distance4 were
used to determine if the anchor tag is relevant to the keyword being searched.
This was done by comparing the anchor tag description to the keyword itself.

Levenshtein distance is the number of deletions, insertions or substitu-
tions required to transform a source string s into a target string t [24]. Computed
as:

Step 1: Let n be the length of s and m be the length of t.
Step 2: If min(n,m) = 0 then lev = max(n,m). No more steps.
Step 3: Create a matrix d containing 0..m rows and 0..n columns.
Step 4: Set the first row to 0..n and first column to 0..m.
Step 5: Process each s[i] value from 1 to n
Step 6: Process each t[i] value from 1 to m
Step 7: If s[i] = t[i] then cost = 0
Step 8: If s[i] 6= t[i] then cost = 1
Step 9: Set d[i, j] as follows:

d[i, j] = min

d[i− 1, j] + 1
d[i, j − 1] + 1
d[i− 1, j − 1] + cost

(1)

Step 10: Repeat from step 5 until d[n,m] value is found.
Step 11: lev = d[n,m]

The smaller the Levenshtein distance between the keyword and the
anchor text description, the more similar the two strings are [24]. Once anchor
texts having a high degree of similarity are identified, a web request is done for
each anchor tag link and a bag-of-words based on their HTML content is created.
Each HTML response obtained from anchor tags link was cleaned as described by
Hu et al. (2013), that is, removing HTML tags from the response, identify tokens,
removing stop words and eliminating punctuation [25]. The normalization steps
[26] done in this research are similar to the steps suggested by Gowtham et
al. (2014), the only difference is that we used the Python Natural Language
Toolkit, since this includes functions to convert text to tokens, has a list of stop
words, can perform part of speech tagging and can convert a word to its lemma
[27]. The toolkit contains an implementation of the WordNet lexical database
[28] that we used to check the validity of the words since it models the lexical
knowledge of an English native speaker and defines Nouns and Verbs in a well-
defined hierarchy [29][30][28]. The majority of queries submitted by users over
the internet are a structured collection of noun-phrases, in fact, 70% of the query
terms are made up mainly of nouns and proper nouns [31] while other words like
helping verbs and pronouns are considered as stop-words [21]. As stated by Barr
et al. (2008) part-of-speech tagging on query keywords can be significant when

4 https://github.com/seatgeek/fuzzywuzzy



extracting features in machine learning. We considered this fact and in addition
to text normalization, tokens that are not nouns and verbs were removed from
the bag-of-words. Once text enrichment is done, a local database is created that
stores all keywords searched by the user and their respective bag-of-words. We
took this approach so that text enrichment is only done once for a given keyword.

3.2 User Interface

When dealing with large amount of data, the focus point should not just be the
collection of data but the analysis and the ability to find meaningful results from
it [32]. In order to assist students a user interface was created that will allow the
students to view the results and the predictions computed by the background
worker (see Figure 3). The user interface is divided as follows:

Fig. 3. Evaluation User Interface to Display Predicted Data

1. Current Search: Provides a list of the last keywords searched by the student.
2. Similar Searches: Previously searched keywords refer to Section 3.3.
3. System Logs: Contains system logs.
4. Domain Wordcloud : Representation of the most commonly used ngrams in

the domain being searched.
5. Academic References: Paper recommendation.

The framework visually exposes students to new terminologies, by including a
wordcloud containing bigrams extracted from the bag-of-words associated with
each similar keyword identified. Bigrams were first searched in Wikipedia to
ensure their validity and submitted to the Arxiv database [33] to retrieve papers
related to the domain being searched by the student.



3.3 Similarity Analysis

Feature Extraction for Similarity Analysis In order to find similar keyword
searches similarity analysis was used. Hansen and Jaumard (1997) stated that in
order to group data, a dataset O = {O1, O2, ..., On} of N entities is needed [34].
The dataset is made up of the keywords searched by the user and their respective
bag-of-words. To classify samples O, one should identify p characteristics of each
sample and end up with a matrix X of N × p. Since these characteristics define
and will determine the dissimilarities between entities. Fernando et al. (2014)
identified various features that helped them in characterization and categoriza-
tion of Weblogs and other short texts. Most of the features rely on the words
(tokens) within the text [35]. For effective transformation and for representa-
tion, word frequencies must be normalized in terms of their frequency within
a document and within the entire collection [29]. To achieve this Bafna et al.
(2016) used TF-IDF with K-means and hierarchical algorithms to classify news,
emails and research papers on different topics [36]. TF-IDF was used since this
is a technique used to reduce the importance of common terms in a collection
so that it ensures that the matching of documents is more influenced by dis-
criminative words having low frequency [29]. The aim is to normalize the words,
taking in consideration their frequency within a document and within the entire
collection [29]. As described by Erra et al. (2015) TF-IDF measure for a term t
will be:

– A higher value when t appears many times within few documents.
– A low value if t appears many times in many documents or fewer times in

one document.
– A low value if t appears in all documents.

Let D = {d1, d2, ..., dn} be a collection of documents or block of texts. TF-IDF
for word t can be computed as follows:

tfidf(t, d,D) = tf(t, d)× idf(t,D) (2)

Where tf(t, d) is the number of instances of t in a document d. And idf(t,D)
which is the inverse document frequency can be described as [37]:

idf(t,D) = log10

(
|D|

|{d|t ∈ d}|

)
(3)

Where the total amount of documents D is divided by the number of documents
containing term t.

In this research each bag-of-word for a given keyword was treated as a
document and converted into a TF-IDF matrix.

In order to find similar keywords, we used three similarity measures.
Cosine similarity, Euclidean distance and Jaccard similarity. The first two mea-
sures take as an input the TF-IDF vector to compute the similarity, while the
latter takes the actual bag-of-words. Every time a student searches a new key-
word, the background worker will detect the keyword and creates a bag-of-words



and a TF-IDF vector. Cosine similarity, Euclidean distance and Jaccard simi-
larity are computed comparing the searched keyword bag-of-words with existing
keywords. Similar keywords are selected as follows:

– Let C = {x : x keyword having high Cosine similarity}
– Let J = {x : x keyword having high Jaccard similarity}
– Let E = {x : x keyword having high Euclidean distance}
– Display only entries from C ∩ J , C ∩ E and E ∩ J .

Cosine Similarity Cosine similarity can be used with TF-IDF to measure
the similarity between two vectors since such measure is suitable because it
focuses on the orientation of the document rather than the magnitude [38].
Cosine similarity ranges from -1 (exactly opposite), to 1 (exactly the same) [38].

similarity = cos(θ) =
A ·B

‖A‖ × ‖B‖
=

∑n
i=1AiBi√∑n

i=1Ai
2
√∑n

i=1Bi
2

(4)

Euclidean Distance If Xi = (xi,1, ..., xi,D) and Xj = (xj,1, ..., xj,D) are D-
dimensional vectors representing two bag-of-words for two keywords that need
to be compared. Since distance range can vary, normalization of the result was
done using 1

1+η . The Euclidean distance η between both vectors is computed as

[39]

η =

√√√√ D∑
d=1

(xi,d − xj,d)2 (5)

Jaccard Similarity Jaccard similarity can determine the similarity between
two data sets and is computed by dividing the number of features that are com-
mon between two datasets by the number of features that are not common [40].
Let A and B be two bag-of-words for two keywords that need to be compared.
Jaccard similarity can be computed as.

Jaccard(A,B) =
|A ∩B|
|A ∪B|

(6)

Weighted Score Based Aggregation A weighted score based aggregation
was used as suggested by Vidinli and Ozcan (2016) to aggregate the three algo-
rithms used and compute the final similarity score. A score is assigned for each
keyword searched by the student from the local database. The top 10 keywords
having the highest scores are displayed in the user interface and presented to
the student as top similar keywords. Each similarity score V was assigned a
coefficient k and the final score was computed as.

Score = kcos × Vcos + kjak × Vjak + keuc × Veuc (7)



4 Evaluation

In order to evaluate the proposed solution and assess the semantic relationship
validity, a quantitative methodology was adopted whereby the effectiveness of
our approach was mathematically measured and statistically analysed based on
datasets used by Mturk-7715[41], Rel-1226[42] and WordSimilarity-3537[17],
since these are some of the most commonly used datasets for similarity analysis
[43]. Datasets are composed of two terms and their similarity score based on
human judgment. A grid search [44] approach similar to the one described by
Buitinck et al. (2013) was conducted on each dataset to determine the best sim-
ilarity coefficient and to validate the results obtained. A nested loop was created
that allowed to iterate through 11 coefficient values (from 0 to 2 with 0.2 in-
crements) for each similarity analysis totalling a 113 combinations. Within each
combination, a similarity score was computed by our system for each word pair in
the dataset. Pearson product-moment correlation coefficient [45] and Spearman
rank-order correlation coefficient [46] were used to compare the similarity score
obtained by our system with respect to the datasets human judgment score. For
every grid search iteration, the highest Pearson and Spearman rank was noted
together with the iteration coefficients and tabulated in Table 1.

Table 1. Grid search results for all datasets

WordSimilarity-353 grid search results

Cosine Jaccard Euclidean
Coefficient Coefficient Coefficient Pearson Spearman

1.4 0 0 0.4568 0.5664
1.8 0 1.2 0.4370 0.5687

Mturk-771 grid search results

Cosine Jaccard Euclidean
Coefficient Coefficient Coefficient Pearson Spearman

0.8 0 0 0.4419 0.5283

Rel-122 grid search results

Cosine Jaccard Euclidean
Coefficient Coefficient Coefficient Pearson Spearman

2 0 0 0.4389 0.4699
0.6 0 0.2 0.3389 0.4796

Results in Table 1 show that Jaccard similarity did not contribute in
improving the accuracy of the analysis, whilst the Euclidean distance contributed
in improving the Spearman Correlation for some datasets. In order to evaluate
our approach, we compared our similarity results to existing research mainly
focusing on the work done by Li et al. (2017). In their research these authors
used Wikipedia features to find the similarity between terms and they compared
their results with existing benchmarks.

5 http://www2.mta.ac.il/ gideon/mturk771.html
6 http://www.cs.ucf.edu/ seansz/rel-122/
7 http://www.cs.technion.ac.il/ gabr/resources/data/wordsim353/



Table 2. Comparison of Pearson and Spearman as Li et al. (2017)

Pearson Spearman
Dataset Benchmark Our System Benchmark Our System

Mturk-771 0.56 0.44 0.62 0.53
Rel-122 0.64 0.44 0.65 0.47
WordSimilarity-353 0.56 0.46 0.76 0.57

As shown in Table 2, albeit the obtained results values are lower than
the benchmarks identified in Li et al. (2017), this does not imply that the pro-
posed solution is inadequate in its ability to assist students. One should note
that the evaluation results are measuring the ability of our system to compute
the similarity between two resultant keywords or for a given word search, and
only strictly score on the ability to retrieve a preset keyword from the tuples
within the dataset. Conversely however, in the context of aiding student learn-
ing and searching, our framework is able to take into consideration a range of
relevant keywords for each search and to this end our similarity analysis is con-
figured to return top 10 similar keywords. Thus, robustness of returned results
is inherently provided through our framework since the top 10 similar keywords
returned for each query incorporate both similarities based on human judgement
(in line with the dataset) as well as contextually relevant keywords which are
extracted through similar analysis which in most instances are not covered by
the limited combination of tuples present within these datasets.

5 Conclusion

Retaining focus whilst undertaking research and finding relevant information
is proving evermore difficult for students due to current limitations with query
formulation and search engines deficiencies. Thus, this paper takes advantage of
the browsing history database to extract keywords and try to understand what
students are searching for. We proposed a solution that captures the keywords
searched by the student in real-time and provides a holistic view of the domain
under study. For a given keyword, using various similarity analysis, we are iden-
tifying similar previously searched keywords, creating a domain wordcloud and
retrieve academic papers related to the domain under study. Results and predic-
tions are aggregated and presented to the student within a user interface that
can be used alongside the Internet browser.

The evaluation performed showed that Cosine similarity and Euclidean
distance contributed in increasing the accuracy of the proposed solution while
Jaccard similarity did not contribute. Moreover, the proposed solution provides
a more comprehensive output with respect to current systems since the frame-
work displays the top 10 relevant keywords for each search through the use
of a supporting wordcloud. This methodology ensures that students can review
both similar data tuples commonly found within datasets as well as contextually
relevant keywords pertinent to their research domain.
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