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Abstract

This supplement aims to correct a misprint and clarify the point about the
accuracy of Berry—Esseen—type inequalities for self-normalised sums and Stu-
dent’s statistic established in [1].
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Let X, X7, X, ... be a sequence of independent and identically distributed ran-
dom variables. Denote ¢, =3>" ; X; ", X2 (here and in the sequel we use the
notation from [1]).

Theorems 9 and 10 in [1] establish uniform and non—uniform Berry-Esseen—type
inequalities for self-normalised sums ¢, and Student’s statistic.

The lower and upper bounds for IP (¢, < x) — ®(x) in [1] are given with explicit
constants, and the only moment assumption is the finiteness of the 3rd moment.
The upper bound is of order n~2. The lower bound is of order n=%/7; it is of order
n~Y2 if the 4th moment is finite. In particular,
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where C, be the constant from the uniform Berry—Esseen inequality (the term
8IE| X |3/(ev/2mn ) in [1], p. 424, may be replaced by 8|IEX|?/(ev/2mn)).

The author has received a feedback that the bounds of Theorems 9 and 10 are
not easy to understand. One distinguished scientist wrote that (1) was the only
inequality with explicit constants he was able to find in [1].

The aim of this letter is to clarify that point and correct a misprint. We show
that Theorems 9 and 10 provide bounds with explicit constants. Moreover, the
bounds are sharp in the following sense: for a class of probability distributions,
the estimates are asymptotically as sharp as those of the uniform and non—uniform
Berry—Esseen inequalities.



There is a misprint in the definition of R(t,a,b) on page 423: “c” in the de-
nominator must be erased. Examples below illustrate the sharpness of the Berry—
Esseen—type inequalities for self-normalised sums.

Ezample 1. Let IP(X = —1) =IP(X = 1) = 1/2. Then Theorem 9 with ¢ =0
and N =1 yields

Ay = sup|IP(t, < z) = &(x)] < C./vn . (2)

The right-hand side of (2) coincides with that of the Berry—Esseen theorem.
Put ¢, , = 0, and notice that
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where C the constant from the non—uniform Berry-Esseen inequality. Theorem
10 yields
P(t, < z) — ®(z)] < Con Y21 42371, (3)

The right-hand side of estimate (3) coincides with that of the non—uniform Berry—
Esseen inequality.

Ezample 2. Let P(X=—-N)=PX =N) =1/2N?), P(X=0)=1—- N2
Denote R, n = % [ i/g -+ C}F/3N/\/ﬁ}3 and 7, v = %‘ It is easy to check that
EX =0, E|X|"=N"?2(mcNN), p,=my=0,

B = e7CN) Tmax{R,(3,1,1); Ru(3,2,2)} < Run,
Tn < 2rp N, ]P(Z?:l(XiQ —1)/n> \/2_5) < /(2N
Theorem 9 gives
O(z(l—¢€)) — Ryn — 2r, N — e~/ (2N < P(t, <x) <®(x)+Ryn+7un- (4)
Assume that N = N(n) — oo, N?/n — 0. With ¢ = 2n"'N%1In (n/N?), (4) implies
A, < C.Nn~ Y%+ O(n’lN2 In (n/N2)) )

In other words, estimate (4) is asymptotically as sharp as that of the Berry—Esseen
theorem.
In order to apply Theorem 10, note that ~,7 < ;" and R} (z,3) < R/}, where

n,T)

Ve = 92°N? /250, RY, = C.Nn ™2 (14 32N/(5vm) ).



Besides, u3 =0 if © > 6N/y/n. Theorem 10 yields
B(e(l—e)(1 =) = B, (14+2°(1 = 71,)%/(1 - 5)3)71 — e/

<IP(t, <z) < ®(x)+ R:{w (1 +23(1 — fyf;x)?’)il 4 o~ /(36N) (5)
as 6N/y/n <z < /n/(3N). With ¢ = 2n"'N?In (nN~2) (2 + 2?), inequality (5)
implies

~C (14 32N/(5vn))” = van™ N In(n/N?) < (1 + 2)[P(t, < x) — B(x)]y/n/N

< C+(1 + 3xN/(5v/n) )3 (14 2?) (1 +23(1 - 'y,tx))_l +v,n TN?,

where v, — 0 uniformly in = € [6N/y/n;y/n/(3N)]. Let {u,} be a sequence of
positive numbers such that u, — 0 and wu,\/n/N — co. Then

(1+a)|P(t, < 2) = D(a)[V/n/N < Cs + o(1) (6)

uniformly in z € [0; u,\/n/N].

In the expanding interval [0; u,/n/N], estimate (6) is asymptotically as sharp as
that of the non—uniform Berry-Esseen bound. We notice in [2] that a non—uniform
Berry—Esseen—type inequality for self-normalised sums may not, in general, hold on
the whole line.
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