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ABSTRACT:

Models of the writing process are used to design software tools for
writers who work with computers. This thesis is concerned with
the construction of a model of fiction writing. The first stage in
this construction is to review existing models of writing. Models of
writing used in software design and writing research include
behavioural, cognitive and linguistic varieties. The arguments of
this thesis are, firstly, that current models do not provide an
adequate basis for designing software tools for fiction writers.
Secondly, research into writing is often based on questionable
assumptions concerning language and linguistics, the interpret-
ation of empirical research, and the development of cognitive
models. It is argued that Saussure's linguistics provides an
alternative basis for developing a model of fiction writing, and
that Barthes' method of textual analysis provides insight into the
ways in which readers and writers create meanings. The result of
reviewing current models of writing is a basic model of writing,
consisting of a cycle of three activities - thinking, writing, and
reading. The next stage is to develop this basic model into a model
of fiction writing by using narratology, textual analysis, and
cognitive psychology to identify the kinds of thinking processes
that create fictional texts. Remembering and imagining events and
scenes are identified as basic processes in fiction writing; in
cognitive terms, events are verbal representations, while scenes
are visual representations. Syntax is identified as another distinct
object of thought, to which the processes of remembering and
imagining also apply. Genette's notion of focus in his analysis of
text types is used to describe the role of characters in the writer's
imagination: focusing the imagination is a process in which a
writer imagines she is someone else, and it is shown how this
process applies to cvents, scenes, and syntax. It is argued that a
writer's story memory influences his remembering and imagining;
Todorov's work on symbolism is used to argue that interpretation
plays the role in fiction wriling of binding together these two
processes. The role of naming in reading and its relation to
problem solving is compared with its role in writing, and names or
signifiers are added to the objects of thought in fiction writing. [t
is argued that problem solving in fiction writing is sometimes
concerned with creating problems or mysteries for the reader, and
it is shown how this process applies 1o events, scenes, signifiers
and syntax. All these findings are presented in the form of a
cognitive modcl of fiction writing. The question of testing is
discussed, and the use of the model in designing software tools is
illustrated by the description of a hypertextual aid for fiction
writers.
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Last Christmas, my sister gave me an orrery - orreries are models
built to demonstrate the movements of bodies in the solar system.
Mine was a plastic kit that had to be assembled with the aid of a
knife and glue, and consisted of a miniature earth, sun and moon.
The instructions point out that the model is not to scale: "the earth
and the moon have been made too large compared with the sun,
and their distances have been made smaller, but this is the only
way to keep the model to a convenient size". Once assembled, this
model can be set in motion with the aid of a clockwork motor, and
demonstrates the orbit of the earth around the sun, and of the
moon around the earth. It can be used to show why we have
seasons, why we have day and night, and various other features.

With the aid of computers, the art of model building takes
on a new dimension. Computer-based modelling aids have been
used in schools to teach a variety of topics in mathematics and
mechanics, as Sharples points out: "A good way to understand the
laws, constraints, and possibilities of a complex rule-governed
system is to build models of the system, subject to the same rules,
and then perform experiments on them" (Sharples 1985, p.52). In
this case, the purpose of a modelling aid is to enhance a child's
understanding of mathematics by enabling her to build her own
model of a complex system, or to alter the variables in a pre-
determined system and see what effect this has. Computer-based
modelling aids have been used to teach topics in linguistics; in this
case, a modelling aid enhances a child's understanding of grammar
and the English language by enabling him to manipulate models of
syntactic structure (Sharples 1985, pp.54-55).

Compared with orreries, models of syntax, and models in
mathematics, the development of models of writing is a more
recent phenomenon. Models of writing are used in teaching, but
the main motivation for their development is the growth of
interactive computing and the design of computer software for
writers. As Noel Williams points out, software tools for writers arc
always based on a model of writing, whether explicit or implicit
(Williams 1991a, p.31). A model of writing is a rather different
entity to the above examples of models. If we consider writing as
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a dynamic process, then a model of writing should have more in
common with an orrery than with a model of syntactic structure -
a representation of process rather than structure, motion rather
than stasis, diachrony rather than synchrony. However, we do not
have any ready made plastic Kits out of which we can assemble a
writer with pen or keyboard, wind him up, and observe the
process of writing; neither do we have the equivalent of mathe-
matical modelling tools. So, a model of the process of writing is a
conceptual model rather than a physical model - an implicit or
explicit hypothesis about how writers write, or what writing
involves, perhaps conceived as a number of stages such as "Plan,
Draft and Revise", a set of operations that a writer performs in
sequence to produce a finished text. According to Williams, this is
the most common model found in teaching and computer software
(Williams 1991a, p.31). Flower and Hayes describe a model as a
metaphor:

"A model is a metaphor for a process: it's a way of
describing something, such as the composing process, which
refuses to sit still for a portrait. People build models in order
to understand how a dynamic system works, and to describe
the functional relationships among its parts. In addition, if a
model is really to help us to understand more, it should
spcak to some of the critical questions in the field of writing
and rhetoric. It should help us to see things in a way we

didn't sce them belore."”
(Hayes & Flower 1980b, p.390)

This thesis is concerned with the construction of a model of
fiction writing. The purpose of the model is to design a hyper-
textual planning or thinking aid for fiction writers. The motivation
for designing this software is discussed in chapter one, where we
summarise the assumptions in our approach to modelling, and
compare them with those that characterise much of the current
rescarch into writing. To construct a model of fiction writing, our
first stage is to review existing models of writing. In chapter two,
we introduce the variety of models in current use, and discuss the
assumptions of cognitive science concerning the testing of models.
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After discussing writing behaviour, cognitive models of
writing, and models of planning in chapters three to five, we
emerge with a basic model of writing - a general model of writing
behaviour. This model is basically an interpretation of what has
been called a "consensus model of writing" - the Hayes and Flower
(1980a) model of writing. In this interpretation, we represent
writing as a cycle of activities - thinking, writing, and reading -
and distinguish between motivational, metacognitive, and
cognitive processes in a writer's thinking. One problem with
models of cognitive processes is a general failure to consider
conscious thought, as Gritfin (1984) points out. In representing
writing in this fashion, and making these distinctions in a writer's
thinking, our aim is to remedy this general failure by trying to
identify the Kinds of conscious processes that create fictional texts.

The basic model is only a general model, and makes no
reference to the kind of text a writer is creating; the text is an
absent feature in the models discussed so far. To develop this
basic model into a model of fiction writing, our next stage is to
consider linguistic approaches to modelling writing. However, we
find that these approaches are dominated by the influence of
Chomsky's (1965) transformational grammar. Their main concern
is structure: linguists and cognitive scientists have developed
grammars to represent not only syntactic but also semantic
structures. Thus a linguistic model of writing tends to describe
writing in terms of synchrony rather than diachrony, in terms of a
hierarchy of semantic and syntactic structures rather than
structuring activities. In this case, a hierarchical model of
structures, in which semantic structures are transformed into
syntactic structures, is assumed to be a model of writing.

This kind of model confirms the critique of Winograd and
Flores concerning the influence of the rationalistic tradition in
computer science: "In a complete rationalistic analysis of meaning,
we would be able to explicate the meaning of cach utterance by
showing how it is built up systematically from smaller elements,
each with its own determinate meaning”" (Winograd & Flores 1980,
p.04). Linguistic approaches to modelling writing generally

X



assume a rationalistic view of language, in which words are the
names of things, and ideas are entities that have a separate
existence from language; they also assume a rationalistic view of
narration and description which is not always relevant to the
context of fiction writing.

Our alternative approach in developing the basic model into
a model of fiction writing is to follow a semiological view of
language. In this approach, we adopt Saussure's notion of the
linguistic sign, the assumption that we cannot separate ideas from
language, and the view of language as a system of sequential and
associative relations, in which syntax is an aspect of the former. In
addition, we look at research in the area of narratology - the work
of Jakobson, Genette, Todorov and Barthes in particular - to gain a
perspective on how different types of texts might influence the
process of writing. We use narratology and textual analysis to
make inferences about thinking processes, and look to research in
cognitive psychology for any confirmation or refutation of these

inferences.

We pursue this approach in chapter seven to look at
narration and description in the context of fiction writing, and we
identify the remembering and imagining of events and scenes as
basic processes in fiction writing. In cognitive terms, events are
verbal representations, while scenes are visual representations.
Syntax is another distinct object of thought, to which the processes
of remembering and imagining also apply. In his discussion of
perspective or "point-of-view", Genette (1980) uses the term
"focus" to classify narrative texts. Using his analysis and the
accounts of fiction writers on their characters, we identify the
process of focusing the imagination in {iction writing. Focusing the
imagination is a process in which a writer imagines she is
somcone else, and we show how this process applies to events,
scenes, and syntax. In chapter eight, we look at the influence of a
writcr's story memory on their remembering and imagining, and
we argue that interpretation plays a role in generating new
stories. In fiction writing, interpretation fills a gap between
remembering events (from a writer's story memory or from her
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personal experience) and imagining the events of her fictional
work, and we show how story schemata are used in this process.

In chapter nine, we look at Barthes' (1990) account of
textual signifiers, pursuing the suggestion that avenues of
meaning for readers can also be avenues of meaning for writers.
Barthes describes reading as a process of hypothesis testing, in
which naming is equivalent to problem solving. We explore the
role of naming in reading and writing. Following Saussure, we
argue that names are signifiers, rather than elements in an
inventory of things, and we argue that naming in writing is not
the continuous process given by rationalistic accounts of language,
but refers to the specific process of imagining names or signifiers.
We add signifiers to the objects of thought in fiction writing, and
show how the processes we have already identified (remembering
or reflecting, imagining, and focusing the imagination) apply to
this object. We explore the role of problem solving in reading and
writing, comparing rationalistic accounts of problem solving with
Barthes' account of the hermenecutic code - a code of enigmas or
mysteries - and we show how mysteries in fictional texts can be
classified according to event, scene, signifier, and syntax. We
argue that in the context of fiction writing, problem solving
includes the creation of enigmas for the reader.

As the purpose of the model is to design a hypertextual aid
for fiction writers, we look at hypertext in more detail before
presenting the results of our investigations in the form of a
cognitive model of fiction writing. The model is based on the basic
model of writing discussed in chapter five. We identily the
principal elements of cognitive planning in fiction writing as
remembering and reflecting, imagining, focusing the imagination,
and problem solving. Each of these processes can be applied to
events, scenes, syntax, and names or signifiers. We show how the
model can be used in design by using it to construct a
hypertextual aid for student writers of fiction, and we describe
the conceptual design of a prototype. In the conclusion, we outline
some of the implications of our findings for future rescarch,
design, and teaching.
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CHAPTER ONE:
AIMS AND ASSUMPTIONS



1.1 INTRODUCTION

In this chapter we describe the objectives of our research, discuss
the motivation for it, and explain our methods of pursuing these
objectives. We introduce the assumptions behind much of the
current research into writing, and compare them with the
alternative set of assumptions that informs our approach. We
begin by considering research as a type of narrative.

1.2 BEGINNINGS

A story, according to Propp's Morphology of the Folktale, begins
with a Jack (Propp 1968), which is a feature that this type of
narrative shares with research. In an attempt to characterise the

latter activity, Roland Barthes asks:

"What is a piece of 'research'? To find out, we would need to
have some idea of what a 'result' is. What is it that one
finds? What is it that one wants to find? What is missing? "

(Barthes 1979b, p.197)

So, just as the lack motivates a quest in the folktale, we can say
that research is a type of narrative, in which a quest is motivated
by the question, "What's missing?" In Genette's view, "research is
nothing but a series of questions, and the point is not to ask the
wrong question" (Genette 1988, pp.75-70). In that case, we need
to add to Barthes' questions, "Are we asking the right questions?".

Traditionally, empirical research begins with a statement
that defines some kind of problem. A method of resolving the
problem is then proposed, perhaps in the form of a hypothesis,
and the method is tested by practical experiment. A description of
the experiment, or series of experiments, leads to a discussion of
the results, and possibly the confirmation, refutation, or qualifi-
cation of the hypothesis. Some kind of conclusion is rc*ached; and a
programme of future work outlined. But what kind of assumptions
do we start with, and how do those assumptions influence the
definition of a problem, the construction of a hypothesis, the
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design of practical experiments, and the interpretation of results?
Or as Barthes asks, "In what axiomatic field will the fact be
isolated, the meaning brought out, the statistical discovery be
placed?" (Barthes 1979b, p.198).

The objective of the research activity that has resulted in
this thesis is the design of writing software. To be more specific,
the objective is to design a hypertextual aid for student writers of
fiction. Why? What is the motivation for this particular objective?
What are the initial assumptions?

1.3 OBJECTIVES

The aim of this research is motivated by four sets of consider-
ations. The first set of assumptions come from accounts of student
writing. For the majority of students on writing courses, the
environment in which most writing takes place is the writing
laboratory or resource centre. Investigations into the effects of
computers on composing suggest that the use of word processors
does not encourage planning (Haas 1989). Research has also found
that expert and novice writers when composing with a computer
have difficulties achieving a global view of the text (Eklundh
1991). From a developmental perspective, psychologists have
argued that students often have difficulties with "high-level
structures"” in writing, and tend to get immersed in the "low-level”
concerns of grammar and sentence construction (Collins & Gentner
1980, Bereiter 1980). Flower and Hayes argue that planning is the
most effective method of reducing constraints in writing, and that
experts adopt this method more often than novices (Flower &
Hayes 1980a).

The collation of these findings results in the argument that
while there is a need for planning or structuring in writing, the
use of computers to compose does not encourage such activity. We
can conclude, therefore, that there is a need for on-line planning
tools for students on writing courses who perform most of their
writing in a writing laboratory or resource centre. We do not
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assume that the process of writing essays or argumentative texts
is the same as writing fiction. However, we do assume that the
conditions that Flower and Hayes call the task environment
(Hayes & Flower 1980a) - the conditions in which writing occurs
and cognition is situated - are similar for students on writing
courses, whatever the task, in that most writing takes place in the
writing laboratory. The differences between planning in fiction
writing and planning in writing argumentative texts will therefore
be one of the topics of our investigation.

The second reason for this objective comes from a review of
the various types of writing software available in the market,
which indicates a lack of tools aimed specifically at fiction writers
(Dorner 1992, Williams 1991a, 1992b, Kellogg 1989). Many word
processors now include a spelling checker, a grammar checker,
and a thesaurus, while a range of reference material exists on CD
and CD-ROM, including multimedia encyclopaedias and the
complete works of Shakespeare, for example. There is also a range
of software tools intended to support planning in writing, such as
idea generators and idea processors (Kellogg 1989). However, this
range of tools is generally intended to assist the planning of
argumentative texts. Moreover, as we shall sece, most writing
software assumes a model of writing that describes how writers
compose in a medium of pen and paper, so that the software tools
based on such models may not be adaptable to the ways in which
writers compose with computers (Williams 1991a). There is some
software support for plot development (Sawyer & Weingarten
1991), but does plot development constitute planning in fiction
writing? The conclusion of these observations, therefore, is that
there is a Jack of writing software aimed specifically at fiction
writers, while we still need to investigate the question of what
constitutes planning in fiction writing,.

The third reason for this objective concerns hypertext. A
hypertext or hyperdocument is an electronic document that
consists of nodes, or chunks of information (text or pictures);
nodes arc connected to other nodes by links that enable a reader
or user 0 pursue various paths through the document. Hypertext
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has been used for various purposes (Conklin 1987), including the
design of an "open learning system" {or writers (Williams 1991b).
Conklin claims that it "opens some very exciting possibilities,
particularly for new uses of the computer as a communication and
thinking tool" (Conklin 1987, p.17). One of its uses is the design of
"problem exploration tools" - "tools to support early unstructured
thinking on a problem when many disconnected ideas come to
mind" (Conklin 1987, p.20). Hypertext has been used to design
some of the planning tools mentioned above, such as idea
processors - tools for planning and developing arguments in which
"ideas" are represented by nodes, and the relationships between
ideas are represented by various Kinds of links (Kellogg 1989,
p.75). Hypertext has also been used to create "interactive fiction",
a hypertextual fiction that presents the reader with a different
text on each reading (Bolter & Joyce 1989). It seems, therefore,
that hypertext would be a suitable device to design a thinking,

planning or structuring tool for writing fiction.

The fourth set of assumptions are concerned with the
decision to design a tool, rather than a piece of instructional
software or "courseware". The first consideration here is the
question of learning in the context of writing. Different domains
need different strategies of teaching and learning - "learning is
not unitary", as Hammond points out (Hammond 1993, p.53).
Psychologists studying learning have made a distinction between
declarative and procedural knowledge (Anderson 1981, 1983;
Kahney 1986, pp.123-124). Hammond relers to this distinction in
his discussion of the use of hypertext in education. Declarative
knowledge is "essentially knowledge of facts", while procedural
knowledge is the knowledge of how to do things (Hammond 1993,
p.62). In the former case, Hammond argues that "on the whole,
learning of conceptual material occurs as a by-product of
understanding it" (Hammond 1993, p.57). In the latter case, he
argues that "since learning occurs as a by-product of performing
the actions, rote practice (perhaps appropriately varied and
contextualised) is often effective” (Hammond 1993, p.57).



The process of writing is an activity rather than a body of
declarative knowledge, and teaching it would seem to require a
different set of strategies compared with the teaching of history,
for example. However, declarative knowledge is often tested by
writing, and writing is one strategy for acquiring it. A writer calls
on declarative knowledge to write an essay on a historical topic, or
a fiction using historical data. At the same time, the process of
writing requires various kinds of procedural knowledge, such as
using computer software to underline text, copy files, print, and so
forth. In short, writing argumentative texts is an activity that
requires both types of knowledge, while declarative knowledge is
less of a prerequisite in writing fiction, traditionally an activity in
which the imagination rather than reason is the dominant faculty.
However, whatever the type of text, the process of writing is like
other activities, in the sense that skills in writing are acquired by
practice.

What Hammond calls "rote practice" may be effective in
enabling what psychologists call the automation of skills, such as
learning how to spell in the context of writing development
(Bereiter 1980, pp.80-82). For certain types of mechanical or
motor task, such as riding a bicycle, driving a car, or handling a
mouse, an automation of skills is an advantage because it allows
for "parallel processing"”; that is, it allows humans 10 engage in
more than one task at the same time (Sutcliffe 1988, p.41). For
example, a proficiency in keyboard skills allows a writer to think
about what she is writing, rather than where certain letters are
placed on the keyboard. However, in the case of more complex
activities, automation can be counter productive; an automatic
response may be triggered in situations where it is inappropriate,
a phenomenon known as "set" (llayes & Flower 1980a, p.9), and
may result in human error (Sutcliffe 1988, p.41).

From a developmental perspective, Bereiter argues that
"mature writing involves a large number of skills at different
processing levels" (Bereiter 1980, p.81). An "adequate mature
functioning”, he continues, "can be possible only when many of the
skills are highly automated, and when they are well enough
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coordinated to permit efficient time-sharing" (Bereiter 1980,
p.81). In the case of the novice writer, who has yet to master
grammatical and stylistic conventions, "low-order" skills have to
become automated before "high-order" skills can develop
(Bereiter 1980, p.82). However, Bereiter assumes a model of
writing in which many processes occur simultaneously - this is an
assumption about writing which needs further investigation. A
second assumption here is that a mastery of grammar is a "low-
order” skill that has to become automated for writing expertise to
develop - an assumption that reflects Chomsky's notion that
implicit Knowledge of a grammar, or "competence", is a require-
ment for language comprehension, or "performance" (Chomsky
1965). Beyond spelling, and a procedural knowledge of techno-
logical tools, an automation of skills is not necessarily an
advantage in writing, because of the possibility of "set". The place
of syntax in the process of writing is therefore another topic that

needs investigation.

Traditional grammar is concerned with a lexical taxonomy,
or "parts of speech”, and the structure of the sentence (Phythian
1980). In the context of teaching writing, traditional grammar is
inadequate for two reasons. The first is that traditional grammar
does not investigate the role of sentences as elements in a larger
discourse (Cooper & Matsuhashi 1983). A knowledge of sentence
structure represents a declarative rather than procedural
knowledge, and from the latter perspective, it is grammarians and
linguists, rather than writers, who produce the isolated sentence.
In the writing of prose, writers produce sentences that are
adapted "to the framing of the text" (Nash 1980, p.89), and
connected by a range of cohesive devices (Halliday & Hasan 1970).

The second reason for its inadequacy follows from the first,
which is that traditional grammar does not address the problem
that Collins and Gentner describe as "downsliding” - "the phenom-
cnon of getting pulled into lower and more local levels of task
processing”, in which writers, particularly children, "lose sight of
the high-level relationships they originally wanted to express”
(Collins & Gentner 1980, p.67). They argue that "if:a teacher
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emphasizes accuracy in spelling and grammar, it will reinforce the
natural tendency toward downsliding" (Collins & Gentner 1980,
p.67). So although traditional grammar has a place in teaching, it
needs to be placed in a framework of procedural rather than
declarative knowledge for it to be relevant to the process of
writing.

For students on writing courses, practice consists mostly in
performing the assignments given out on the course. But practice
can also be a feature of instructional software. For example, the
hypertext described by Williams is an "open learning system" {or
writers which offers the learner three views - writing concepts,
writing exercises or practice, and illustrations or examples
(Williams 1991b, p.71). The learner selects a topic from the menu,
such as audience analysis or types of audience, and can read about
the topic in the concepts view, study the examples, or do the
exercises. However, like the problem with traditional grammar,
one problem with the exercises offered by instructional software
is their relationship to a student's regular writing tasks.

For example, in a paper delivered to the Sixth UK Conference
on Computers and Writing, Thea van der Geest described a six-
year project to design a writing environment for students (van
der Geest 1993). The environment combines word processing
software with writing instruction in an attempt to encourage
students to plan. However, evaluation of the project identified a
basic problem in trying to integrate instruction on the one hand,
and on the other, the word processing software that students use
to perform their regular writing assignments; van der Geest
argues for the separation of tools and courseware.

Winterbauer reports a similar problem in his evaluation of a
"pre-writing” aid; the aid uses a question and answer dialogue,
and is intended to encourage students to develop ideas before
they start writing (Winterbauer 1992). According to Winterbauer,
"the core of the problem secemed to be that students were
unwilling to devole 'extra time' to using an innovation that did not
seem to have a direct relationship with the rest of the course
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requirement" (Winterbauer 1992, p.176). In both cases then,
instruction or exercises had an interference effect on a student's
regular writing tasks, giving rise to the question: why bother with
tools or exercises that appear to be irrelevant to the task at hand?

These observations lead to the second consideration in
designing a tool - the view that actions and effective learning are
both "situated". On the first, Hommond explains:

"Recent years have seen something of a change of emphasis
in the modelling of plans and their execution: there has been
a swing from the somewhat formal view that people largely
plan their goals and actions in advance (and that these can
in principle be modelled) to the view that much action is
'situated’, and is determined by a mix of high-level goals
and of the specifics of the immediate situation.”

(Hammond 1993, p.58)

Situating learning makes use of the observation that learners
make sense of concepts by engaging in the activity that
circumscribes those concepts (Brown, Collins & Duguid 1989a,
1989b). So, for example, students will understand concepts in
writing by writing. According to Hammond:

"Information is learned for a number of purposes... The
situation in which the information will be used is an
important determinant of how it should best be learned:
other things being equal, the greater the similarity between
the conditions of learning and the conditions of use, the
better the demonstrable learning.”

(Hammond 1993, pp.60-61)

Hammond argues that "if computer based learning material is to
support some specific task, then as far as feasible the materials
should reflect the intended task and its situation” (Ilammond
1993, p.61). In the case of hypertext, he argues that the inability
to match the goals of a task to the structure of information and
activities offered by the system is the cause of navigational
difficulties (Hammond 1993, p.54).



The third consideration is an ergonomic one. Traditional
computer based learning, or "programmed instruction”, "presents
information to the learner in a fixed sequence interspersed with
tests, with branching back to earlier, or remedial, information if
the tests indicate inadequate learning”" (Hammond 1993, p.50).
Hypertext, on the other hand, is particularly suited to learning
situations where flexibility is required, and, as we saw in the case
of Williams' "open learning system", allows the learner to explore,
rather than follow a pre-determined sequence of instruction:

"The use of hypertext tools in education and training is
growing. In some cases, hypertext serves as the sole
mechanism for delivering information to the student: I shall
term this basic hypertext. Basic hypertext systems present
information to the learner in the form of a linked network of
displays (whether frame-based or window-based), allowing
exploration through browsing."

(Hammond 1993, p.53)

McAleese argues that hypertext not only allows exploration by
browsing, but also allows learning by exploration:

"One of the aims of hypertext is to enhance existing learning
strategies. Learning by exploration is one of the most
powerful strategies for certain types of information and
certain learning goals. Exploring in this way is occasioned by
known concepts triggering off new ideas or by the learner
attempting to make a link between two previously known
ideas. In hypertext this has its parallel with a node
triggering another node and a learner or designer making a
link or association between existing nodes. A discovery
approach is a situation where what is to be learned is
determined independently by the learner. Guided discovery
places the locus of control in the hands of the teacher or
teaching materials."

(McAleese 1993, p.19)

Research does indeed show that browsing is the favoured reading
strategy when hypertext is used for study purposes (McAleese
1993, Whalley 1993, Wright 1993). However, Whalley argues that
browsing is not necessarily conducive to learning (Whalley 1993).
Morcover, he argues that "because of its fragmented nature”,
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hypertext "is not a suitable medium to form the core of teaching
materials" (Whalley 1993, p.17). In Hammond's view, "hypertext
presentation systems, on their own, are a poor vehicle for many
learning situations” (Hammond 1993, p.51). As a means of linking
together a multitude of documents to form an electronic reference
library (Yankelovich 1991), hypertext may facilitate information
retrieval - but, as Hammond points out, "learning is not the same
as retrieving information" (Hammond 1993, p.66). The ergonomic
constraints in reading on-line text have been identified as one
reason why writers find it difficult to achieve a global view of
their text (Haas & Hayes 1980). Ergonomic constraints could also
be a factor, therefore, in the choice of browsing as a strategy {or
reading hypertext.

Hypertext, however, does not have to be seen in terms of a
"New Alexandria" (Landow & Delany 1991, pp.42-44; Crane &
Mylonas 1991, p.2006); it could equally be viewed as a means of
designing "minimal manuals" (Ramsay & Oatley 1991). Minimal
manuals are based on the notion of activity based and goal
centred learning, and research has found them effective for
learning various computer skills (Draper & Oatley 1992; Hammond
1993, p.52). The reason for their success is a debatable subject -
some argue this is due to a minimalist approach to instruction,
while others argue that activity based learning is the explanation
(Draper & Oatley 1992). Hammond emphasises the second.
Referring to psychological research into memory, he notes two
phenomena with consequences for the design of educational
materials. The first, known as the enactment effect, is that the
remembering of descriptions of actions is more effective when
those actions arc performed, and the second, known as the
generation effect, is "that people tend to be better at remembering
material that they have generated for themselves than equivalent
material provided by somcone clse" (Ilammond 1993, p.60). The
implication for design is that "learning is ecnhanced by doing":

"Learning-by-doing, whether through the performance of
task-relevant actions or through the generation of materials,
tends to lead to good retention of information. Learning-by-
doing, together with minimising the baggage of verbal
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instructions and descriptions, has been a central theme of
the highly effective minimalist approach to the training of
computer skills pioneered by Carroll and his associates..."

(Hammond 1993, p.60)

Thus the ergonomic consideration of reading on-line text takes us
back to the first consideration - that of learning in the context of

writing.

We assume a situation where students are already involved
in writing fiction - students, for example, on writing courses which
feature creative writing as a minor or major component. In this
context, we assume that the bulk of the teaching is carried out
through lectures, seminars, and tutorials, and that this teaching
includes instruction in the use of computers and word processing
software. Given the above comments on the psychology of
learning, and given that writing is an activity rather than a body
of declarative knowledge; given the empirical research already
undertaken into the use of hypertext in education, the use of
instructional software for student writers, and the ergonomics of
on-line reading - given all these considerations, we conclude that
learning in the context of writing will be more enhanced by a
range of tools rather than by instructional software; tools, that is,
that provide on-line assistance to students when they are writing.
Our aim, then, is to design a hypertext that will assist a student'’s
thinking about their writing, and is designed for the environ-
mental conditions in which most of their writing takes place.

In summary, our aim is to design a hypertextual aid for
student writers of fiction. This objective is motivated by four sets
of considerations. Firstly, reports of student writing have
identified a need for on-line assistance in planning. Secondly,
there is a Jack of soltware that supports the planning of fiction
writing. Thirdly, hypertext has been used to desigh different
kinds of planning or thinking aids, including tools to support the
planning of argumentative texts. Fourthly, an analysis of reports
on computer based learning materials suggests that learning in
the context of writing will be more enhanced by a range of tools
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rather than by instructional software. The next question is how
should we proceed?

1.4 METHODS AND ASSUMPTIONS

What is the procedure for designing a tool for student writers?
The initial obstacle to achieving our objective seems to be that we
lack sufficient information to define what a planning, structuring,
or thinking tool for fiction writers might contain. A further
question is whether we should distinguish between tools for
professional writers and tools for students. In the context of
writing development, Sharples argues that "if we want children to
become adult writers, we should equip them with adult writing
tools" (Sharples 1985, p.10). Following Sharples, we could argue
that if we want students to become professional writers, we
should equip them with professional writing tools; that is, tools
designed for professional writers. However, psychologists argue
that there are many differences between the ways in which
students write and the ways in which professionals write
(Bereiter 1980, Flower & Hayes 1980a, Steinberg 1980). Surely
then, a tool designed for professionals is not going to be
appropriate for students? Moreover, professionals have already
achieved their status without using such tools, and many have
done so without using computers at all - indeed, some
professionals not only persist with methods of writing to which
they have become accustomed, but also reject the idea that a
computer can be useful to writers (Williams 1992a, pp.4-7). Is
there not a paradox, therefore, in advocating that we should equip
students with professional writing tools, when many professionals
do not sec the need for such tools?

However, the alternative would seem to be that we design a
tool that reflects the ways in which students write. In that case, is
there not also a paradox in that, while the notion of teaching
generally assumes some change or transformation on the part of
the student (through the acquisition of knowledge and under-
standing), the notion of a software tool for student writers should
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assume that tools should merely reflect the ways in which
students write? Why should writing be an exception to the
general assumption? The answer lies in the notion of writing
behaviour - that is, that writers have acquired or adopted certain
patterns of-behaviour in their procedures for composing, and that
software tools for writers should reflect that behaviour.

In the design of writing software, writing behaviour serves,
therefore, as a model of writing - that is, as a model that can be
used as the basis for design. Noel Williams points out that while
writing software is always based on a model of writing, such
models are often implicit, and may be incoherent, unorganised or
arbitrary (Williams 1991a, p.31). He argues that we need to model
writing in order to design more effective software:

"Different writers act in different ways. Writers think in
different ways, organise their time in different ways,
behave in different ways. Few people can sit down with pen
and paper, or a computer keyboard, and write a document
from beginning to end without pause, review or reworking.
Yet we all have different approaches to these complex
processes.

If we are to teach people how to write, or how to
improve their writing; if we are to use computers 0 support
real writers in real situations, in the practices they normally
use, we need to understand those processes, behaviours,
ways of thinking and ways of organising. In other words,
we need to be able to model the writing process, and to
model it in a way which makes sense of what people
actually do, want to do and ought to do."

(Williams 1991a, p.29)

Returning to the question of "What's missing?”, the initial obstacle
to our objective is now twolold. As well as a lack of sufficient
information to define what a planning, structuring, or thinking
tool for fiction writers might contain, we also lack a model of
writing. As we shall see however, the two lacks are closcely
related, and in making provision for the one, we shall also provide
for the other.
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Matsuhashi claims that "the search for a model of the
writing process is part and parcel of a search for a methodology to
verify that model" (Matsuhashi 1982, p.271). However, to claim
that a model can be verified is to assume that a model is some
kind of proposition to which we can attribute a truth value; thus
some models may be true, while others may be false. Sharples and
Pemberton, on the other hand, argue that a model of writing can
be refined, rather than verified, and that this process is perform-
ed by using the model to design a computational writing tool, and
by testing the tool:

"A writing tool designed on the basis of an explicit model of
writing is an embodiment of the assumptions, possibilities
and limitations of that model. By testing the tool with a
variety of writers the model can be evaluated and refined...
As well as offering new facilities for writers, a cognitive-
based writing environment can also act as a powerful
research tool with which to explore and develop further

models of the writing process.”
(Sharples & Pemberton 1992, p.335)

So, according to Sharples and Pemberton the relation between
model and tool is a complementary one, in which an explicit model
of writing serves as the basis for designing a tool, the
implementation and testing of a prototype serve to refine the
model, and the refined model in turn serves as the basis for
making enhancements to the tool. Elsewhere, Sharples and
colleagues refer to a design cycle of implementation and
cvaluation (Sharples, Goodlet & Pemberton 1989, pp.34-35), while
Winograd and Flores argue that "the development of any
computer-based system will have to. proceed in a cycle from
design to experience and back again” (Winograd & I'lores 1980,
p.171). This cycle is often referred to as iterative design, and is
discussed in more detail in chapter eleven. | |

The first stage ol our quest for a model of wrumg is 10
consider the models that are used in curr(_nt wnlmg research.

These models give us an insight into various aspc.cts of the writing
process, such as writing strategies and writing behaviour
(Torrance & Thomas 1993), writing operations such as "planning"
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and "reviewing" (Hayes & Flower 1980a), and the external
representations that writers create and manipulate (Sharples &
Pemberton 1992). After discussing writing behaviour, cognitive
models of writing, and the operation of planning in chapters three
to five, we emerge with a basic model of writing. However, the
basic model does not supply sufficient information to design a
planning, structuring, or thinking tool for fiction writers.
Moreover, these discussions show that much of the current
research into writing is based on a set of questionable
assumptions, which can be summarised as follows.

The first concerns the claim that "we can find out more
about how people write by observing writers in action than by
analysing finished texts" (Sharples & Pemberton 1992, p.320).
Empirical research into writing, however, not only observes what
writers do, but often uses the technique of protocol analysis in
these observations. This requires writers to articulate their
thoughts in an attempt to obtain reports about the writer's
activity directly from the writer, while they are in the process of
writing. These "think aloud" protocols are then assumed to have
some kind of objective validity. Yet to perform an activity that
often requires a process of verbal rehearsal (Cohen, Eysenck &
LeVoi 19806, p.67), while simultaneously providing a commentary
on that activity (a process that also requires verbal rchearsal)
makes a demand on working memory that is difficult, if not
iImpossible, to satisty.

Such demands must turn a writer's usual activity into one
that is only performed under these peculiar experimental cond-
itions, so that the picture of writing which emerges is a distorted
one. Yet the assumption about empirical research is that such
intrusive methods can tell us more about writing than the non-
intrusive method of textual analysis. It appears that, while
cmpirical research is viewed as somchow objective or scientific,
textual analysis is scen as subjective and the results a question of
interpretation. llowever, this is to deny the ubiquity of interpret-
ation, as Winograd and Flores (1986), following Heidegger, point
out. The results of empirical rescarch are also interpreted, and the
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second assumption in writing research is that the Hayes and
Flower (1980a) model of writing represents some kind of norm,
according to which empirical research into writing should be
conducted. The model is used in writing research to define
problems, construct hypotheses, design experiments, and interpret
results; according to Smith and Lansman, the Hayes and Flower
model has become "the standard model accepted by composition
theorists as well as cognitive psychologists who study writing”
(Smith & Lansman 1989, p.17).

Thirdly, much of the current research into writing is based
on linguistic assumptions inherited from Chomsky, such as the
separation of semantics and syntax, the distinction between
cognitive and linguistic planning, and the notion of "translating",
an operation defined by Hayes and Flower (1980a), and funda-
mental to their model of writing. Fourthly, the assumption of
cognitive science is that cognition is basically a process of
manipulating mental representations, and that a theory about
cognitive processes should be tested in the form of an intelligent
knowledge-based system, in which representations form the input
and output to various processes; thus Chomsky's (1957) linguistic
theories, which have formed the basis for designing machine
systems of language understanding (Bornat 1979), are held to be
cognitive theories (Mandler 1985). Because of this concern with
representations, models of cognitive processes generally fail to
consider conscious thought, as Griffin (1984) points out, and much
cognitive research into writing assumes that a writer's thinking
processes are generally inaccessible.

The second stage of our quest is concerned with developing
the basic model into a model of fiction writing. To do this, we start
with an alternative set of assumptions. The basic model lacks
detail concerning types of writing; to fill in this detail and to [ind
out how textual structures are created, we turn (o linguistics for
assistance. [lowever, instead of [ollowing Chomsky's rationalistic
view of language as a system of rules and grammars, we {ollow
Saussure's vicw of language as a system of sequential and
associative relations. Saussure viewed linguistics as a branch of
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what he called semiology or the science of signs, a science that
was yet to be developed; semiology was in turn seen as a branch
of social psychology. Barthes claims that all research in the area of
structural analysis of narrative has a common scientific origin in
semiology, "the science of signification" (Barthes 1981, p.135). In
chapter six however, we criticise Culler's (1975) discussion of
structuralist approaches to literature for the failure to distinguish
between a rationalistic linguistics and a semiological one. When
applied to literary theory, the former seeks to establish the rules
and grammars for constructing semantic structures, while the
latter seeks to explain the ways in which meanings are created by
readers.

The difference between these two approaches is reflected in
Barthes' distinction between structural analysis and textual
analysis. According to Barthes, structural analysis seeks to
establish a structure, grammar, or model of narrative. Once this
model has been discovered, "faced with all the narratives in the
world... each particular narrative will be analysed in terms of
divergencies" (Barthes 1981, p.135). Textual analysis, on the other
hand, "does not try to describe the structure of a work; it is not a
matter of recording a structure, but rather of producing a mobile
structuration of the text" (Barthes 1981, p.135). Thus the purpose
of textual analysis is to show how texts signify, and "to locate and
classify... the forms and codes according to which meanings are

possible" (Barthes 1981, p.135).

The alternative assumptions which inform the second stage
of our quest are as follows. The first concerns linguistics and
notions of language. Culler advocates the use of linguistics as a tool
for "semiological investigation” (Culler 1975, p.257). While we
follow Culler's suggestion, we argue that to carry out such an
investigation we nced to follow Saussure's semiological view of
language, rather than Chomsky's rationalistic one. Secondly, in
contrast with Hayes and Flower's decision to model individual
writers (Ilayes & Flower 1980b, pp.390-391), the discussions of
writing bchaviour in chapter three suggest that our aim should be
to model writing rather than writers. Thirdly, given the absence of
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the text in current models of writing, we conclude that in order to
model fiction writing, we need to look at fictional texts. The fourth
assumption is that Saussure's linguistics and Barthes' method of
textual analysis can provide us with insight into textual signifiers.

Moving beyond this insight however, the fifth assumption
concerns Genette's suggestion that "what would theory be worth if
it were not also good for inventing practice ?" (Genette 1988,
p.157). We assume that if we can locate what Barthes (1981,
p.135) calls "the avenues of meaning” in fictional texts, then we
can model the ways in which writers create meanings; that is, we
assume that avenues of meaning are avenues not only for readers
but also for writers. In chapter five, we use the term textual
structuring to describe a writer's mental activities in creating
meanings. The sixth assumption is that such activities are not
inaccessible, and that the possible ways in which writers perform
textual structuring can be identified.

Finally, we return to the paradox concerning tools for
students and tools for professional writers. We assume that the
purpose of providing software tools for students is to Improve
their writing, and that one way of improving their writing 1s 1o
learn from professionals. We assume that this can be achicved by
looking not only at how they write but also at the texts that they
produce. If we can establish a model of fiction writing by
analysing the texts created by professional fiction writers, then
we can usc the model to identify where students need assistance
and design the software accordingly - the two lacks, of model and

tool, are therefore complementary.

Returning to the notion that research is a type of narrative
in which a quest is motivated by a lack, we can now identily this
dual purposc of designing model and tool as one way in which the
quests of fiction and the quests of rescarch part company. Genette
describes Proust's A Ia recherche du temps perdu as a novel, not
about the novelist, but about the future novelist, and adds that
"what is novelistic is the quest, the search [recherche], which ends
at the discovery (the revelation), not at the use to which that
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discovery will be put" (Genette 1980, p.227). While the novelistic
quest might end with a discovery, this quest is concerned with a
model that is constructed rather than discovered, and ends with
an explanation of the consequences for design.

1.5 CONCLUSION

In this chapter we described the objectives of our research,
discussed the motivation for it, and explained our methods of
pursuing these objectives. We introduced the assumptions behind
much of the current research into writing, and compared them
with the alternative set of assumptions that informs our approach.
In the next chapter we classify models of writing according 1o
their derivation and purpose. We also discuss the assumptions of
cognitive science concerning the testing of models; this involves a
discussion of the relations between cognitive psychology,
computer science, and artificial intelligence.
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CHAPTER TWO::
MODELLING WRITING
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2.1 INTRODUCTION

In this chapter we introduce models of writing, and classify a
range of models by considering their derivation and purpose. The
different types of models may undergo different types of tests.
However, cognitive scientists argue that models of cognitive
processes should be tested by designing and testing a compu-
tational system that simulates the appropriate process. We discuss
the assumptions of cognitive science and consider the implications
of this kind of test for modelling writing. We conclude that it may
not be feasible to test a model of writing by designing computer
programs that simulate human writers.

2.2 MODELS OF WRITING

What is a model of writing, and how do we begin to construct one?
There are two methods of answering these questions. The first is
to describe the ingredients that a model ought to contain, and to
suggest procedures for obtaining them; we might then go on to
review existing models and sece how they measure up to our
requirements. We can describe this method as moving from
prescription to description. Alternatively, we might review
existing models, examine their inadequacies, and suggest
improvements. We can describe this method as moving in a

counter direction, from description to prescription.

Each method is not without its problems. The problem with
the first is that prescribing a list of ingredients will not be
uncontroversial - we return to this point at the end of chapter
four. The problem with the second is that, in describing and
reviewing cxisting models, we alrcady entertain some notion of
what constitutes writing, and this notion constitutes an implicit
model of writing that needs to be made explicit. In teaching and
writing technology a model of writing is frequently implicit, but as
Nocl Williams points out, a model is always present: l

"You may ask: why bother with a model of wfiling? Why not
just design the software or do the teaching? The answer is
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that writing software and writing teaching always use a
model of writing, but that model may be an unclear or
variable one. It will probably be a model implicit in the
method of teaching or the software design, rather than an
explicit one that has been stated and researched as the best
foundation for those students or those users. Such a model
may well be incoherent or unorganised, simply an arbitrary
or accidental model that makes some Kind of sense to the
people concerned, derived from a multiplicity of experi-
ences. Nevertheless, a model of writing will be there.”
(Williams 1991a, p.31)

How do we identify an implicit modecl of writing? Williams
claims that the most common implicit model found in software
and teaching is "Plan, Draft and Revise", a sct of operations that a
writer performs in a linear sequence to produce a finished text
(Williams 1991a, p.31). On the other hand, Flower and Hayes
describe a common assumption that writers simply write when
possessed by the muse; they claim that students often subscribe
to this implicit model of writing (Flower & Hayes 1980a, p.32).
However, both "Plan, Draft and Revise" and "Draft and Revise" are
two "strategies of writing" acknowledged by research into the
process of writing (Sharples & Pemberton 1992, p.324). To
identify an implicit model of writing then, we must have some
notion of a minimal model as a writing strategy, such as "Plan,
Draft and Revise", or simply, "Write".

Bearing this in mind, we can now return to the question of
what might constitute a model of writing. Our approach to this
question is the second method outlined above. We defer
discussion of a list of ingredients until we have reviewed existing
models of writing. The question we ask of these models is whether
they provide a suitable basis for designing software to assist
fiction writing. Besides the minimal models frequently implied in
teaching and writing software, explicit models of writing generally
fall into two categories: psychological or linguistic. Psychological
models of writing can be behavioural, cognitive or developmental,
Behavioural models are discussed in the next chapl(.r; and
cognitive models in chapter four. We refer to devclo;)mcnlal
models in chapter five, and linguistic models in chapter six.
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Behavioural models of writing aim to model the usual ways
in which writers approach the task of writing. In this context, the
aim of behavioural psychology is to identify different kinds of
writing behaviour and to develop a taxonomy for classifying
writers. The methods employed for this purpose are statistical and
experimental; questionnaires may be used to collect information
(Hartley & Branthwaite 1989, Torrance, Thomas & Robinson
1993), or writers may be observed directly at work (Matsuhashi
1982, Torrance & Thomas 1993). In either case, the subjects tend
to be writers within higher education (students and lecturers).

Whereas the aim of behavioural psychologists is to model
behaviour, the aim of cognitive psychologists is "to understand
human mental processes” (Sutcliffe 1988, p.57). Sutcliffe describes
cognition as "the mental activity we describe in everyday terms as
reasoning, problem solving, thinking and learning” (Sutcliffe 1988,
p.11). Thus a cognitive model of writing aims to model writing
primarily as a mental process (Hayes & Flower 1980a). A
cognitive model may be used as the basis for software design
(Smith & Lansman 1989). Cognitive psychologists studying writing
often use the technique of protocol analysis (Hayes & Flower
1980a). This involves the direct observation of a writer at work,
but working in a situation where she has been asked to comment
simultancously on her activity. The comments are recorded, and
the recordings are later analysed and interpreted by referring to
the text that the writer was producing at the time.

While a behavioural model is purely descriptive, a cognitive
model may be constructed by using a writer's descriptions as the
basis for informed speculation or generalisations about the writing
process. The resulting model might have a prescriptive purposc
(for example, in software design). However, implicit models of
writing such as "Plan, Draft and Revise", which also has a
prescriptive purpose in teaching and writing software, are often
based on assumptions concerning writing behaviour, as Williams
points out (Williams 19914, p.31). For example, the model of "Plan,
Draft and Revisc” is based on observations of writing behaviour in
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a medium of pen and paper, but software designers have used the
model as an indicator of behaviour in an electronic medium - the
assumption is that the medium of writing will not have a
significant effect on writing behaviour (Williams 19914, p.43). As
we shall see in the next chapter however, writing technology can
alter the ways in which writers approach the task of writing.

Developmental models of writing are derived from studying
the development of writing in children (Bereiter 1980, Martlew
1983, Kroll & Wells 1983, Bereiter & Scardamalia 1987). The
purpose of these models is to identify what might be called a
normal sequence of events in the development of writing; thus a
developmental model aims to model writing primarily as a
chronological process. Consequently, it can be applied in the
classroom to develop a curriculum for the teaching of writing, and
to identify children with learning difficulties or special needs who
may need extra tuition. A developmental model of writing might
also serve as the basis for designing educational software targeted

at a specific age-group (Sharples 1985).

A linguistic model of writing aims to model writing as a
process that is primarily concerned with the manipulation of
written language (Nystrand 1982, Cooper & Matsuhashi 1983,
Cooper & Greenbaum 1986). Linguistic models of writing are
derived in the first instance by applying linguistics to analyse
written texts and to identify textual structures (Frederiksen 1986,
Witte & Cherry 1986). As, traditionally, linguists have identified
the sentence as the largest structure open to linguistic analysis
(Crystal 1971, Halliday & Hasan 1976), the identification of textual
structures larger than the sentence is a polemical affair, as are the
ways in which the individual sentences of a text can be mapped
onto more global structures (van Dijk 1980). Having identified
layers of textual structures, the next stage is to formulate the

: ways in which these structures are manipulated in the process of
t writing; experiments are then designed in which this hypothetical
: formulation is tested (Frederiksen 1986, Witte. & Cherry 1980).
There are a number of ways in which linguistics can be applied o
the modelling of writing; these are discussed in chapter six.
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The purpose of a linguistic model is to develop our
understanding of writing as a linguistic process. Consequently, a
linguistic model might have implications for the teaching of
writing. Another reason for designing this kind of model is the
possibility of implementing it on a machine. A linguistic model of
writing or comprehending could serve as the basis for designing a
computational system of story understanding or story writing, for
example.

Having constructed a model of writing by following one of
the above methods, how do we test it? Different kinds of models
need different kinds of tests, and the kind of test that a model
may undergo tends to reflect its derivation and purpose. In the
case of behavioural or developmental models, a model of writing
is based on observation, experience and empirical evidence. The
model might serve to summarise or collate the findings of many
researchers in the field or, as Williams (1991a, p.31) comments, it
may be an accidental model that is "derived from a multiplicity of
experiences". Therefore, these models may need to be modified in
the light of new discoveries in the fields of writing behaviour or
writing development; new observations may result, for example,
from experiments on the effects of writing technology. As we
argue in the next chapter however, studies of the effects of
writing technology frequently adopt a model of writing in order to
design experiments and to interpret results. In that case, the
model serves as a kind of norm and is used to measure the effects.

In the case of linguistic models, a model of writing is more
of a hypothetical model based on the results of textual analysis, a
hypothesis which suggests that the structures derived from an
analysis of written texts are structures that writers manipulate in
the process of writing. As we argue in chapter six, the claim that
such hypotheses can be confirmed by practical experiment (for
cxample, Frederiksen 1980) is a questionable one, and a linguistic
model may also be open to refutation by alternative applications
of linguistics to the analysis of written texts.
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In the case of cognitive models, we face a problem in that
models which claim to be cognitive, or which tend to be called
cognitive in the literature, can be quite different in their
derivation, so that in this case we also face different kinds of tests.
For example, Hayes and Flower (1980a) use the technique of
protocol analysis to study a number of writers in order to
construct their model of writing. A test of the model also uses
protocol analysis. The designers point out that "although the
model was derived through informal analysis of many protocols, it
has been tested formally with only one protocol”, and they plan to
conduct more extensive testing using the same method (Hayes &
Flower 1980a, pp.27-28).

On the other hand, Sharples and Pemberton (1992) note that
writing involves the manipulation of external representations; a
taxonomy of these representations and their organisation forms
the basis of their model of writing. Testing the model is not a
subject of discussion, so that a refutation of the model would
presumably rest on a disagreement with their method of
classification, on the observation that there are other types of
representations not accounted for in the model, or on the claim
that external representations are not fundamental to writing.
Elsewhere however, Sharples and colleagues test their external
representation model by carrying out a protocol analysis and task
analysis of two writers at work (Sharples, Goodlet & Pemberton

1989, p.28).

As we discuss below, some cognitive psychologists argue
that linguistics is a cognitive science (Mandler 1985), so that a
linguistic model of writing can also claim to be a cognitive model
of writing (Frederiksen 1986). In this case, testing consists of
mapping the texts produced by an experimental Igroup of writers
on the onc hand onto the models of textual structures designed by
researchers on the other. This method of testing may form the
precamble 10 a more rigorous test of a linguistic model, in which
the model is used to design a computational system that can
simulate these transformations of textual structures. From the
perspective of a cognitive science, some would fargue that the only
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scientific test of a cognitive model is this kind of computational
test. Before we discuss models of writing in more detail, we need
to discuss this argument about the testing of cognitive models.

2.3 COMPUTERS, COGNITION, AND COMPUTER MODELLING

In the last chapter we outlined a set of questionable assumptions
in writing research. One of those assumptions is found in the field
of cognitive science, which is that cognition is basically a process
of manipulating mental representations, and that a theory about
cognitive processes should be computationally tested in the form
of an intelligent knowledge-based system, in which represent-
ations form the input and output to various processes. This
relation between computers, cognitive psychology, and models of
cognition is an issue that we need to discuss in more detail.

The assumption about cognition is an example of what
Winograd and Flores (1986) call the rationalistic tradition in
computer science. According to Winograd and Flores (1986, p.14),
the rationalistic tradition has greatly influenced not only "current
thinking about computers and their impact on society" but also
"the development of linguistics and cognitive psychology":

"In examining how pcople have thought about and
talked about computers, we become aware of the pervasive
effect of a powerful tradition that emphasizes 'information’,
'representation’, and 'decision making'. ..

We have labelled this tradition the 'rationalistic
tradition' because of its emphasis on particular styles of
consciously rationalized thought and action. In calling it
'rationalistic’ we are not equating it with 'rational'. We are
not interested in a defense of irrationality or a mystic
appeal to non-rational intuition. The rationalistic tradition is
distinguished by its narrow focus on certain aspects of
rationality, which ... often leads to attitudes and activitics
that arc not rational when viewed in a broader perspective.
Our commitment is to developing a new ground for
rationality - onc that is as rigorous as the rationalistic
tradition in its aspirations but that does not share the

- presuppositions behind it." (Winograd & Flores 1980, p.8).
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Winograd and Flores begin their disclosure of this tradition by
considering the question, "What do people do when faced with a
problem whose solution they care about?". In their view, a
rationalistic orientation to this question can be represented as "a
series of steps" (Winograd & Flores 19860, pp.14-15). The first step
is to "characterize the situation in terms of identifiable objects
with well-defined properties". The second is to "find general rules
that apply to situations in terms of those objects and properties"”.
The third is to "apply the rules logically to the situation of
concern, drawing conclusions about what should be done".
Winograd and Flores point out that "there are obvious questions
about how we set situations into correspondence with systematic
'representations’ of objects and properties"; however, in much of
the rationalistic tradition, these questions are "deferred in favor of
emphasizing the formulation of systematic rules that can be used
to draw logical conclusions" (Winograd & Flores 1980, p.15). They
argue that much of Western philosophy "can be seen as a drive to
come up with more systematic and precise formulations of just
what constitutes valid reasoning" (Winograd & Flores 1980, p.15).
The use of symbolic logic to formalise thought is a feature of
artificial intelligence or Al (Kowalski 1979). However, Winograd
and Flores argue that the designation of certain computer systems
as "intelligent" is based on a rationalistic notion of intelligence:

"The rationalistic orientation not only underlies both pure
and applied science but is also regarded, perhaps because of
the prestige and success that modern science enjoys, as the
very paradigm of what it means to think and be intelligent.
In studies of thought, emphasis is placed on the form of the
rules and on the nature of the processes by which they are
logically applied. Areas of mathematics, such as symbolic
logic and automata theory, are taken as the basis for
formalizing what goes on when a person perceives, thinks,
and acts.”

(Winograd & Ilores 19806, p.106)

Winograd and Flores claim that "the rationalistic orientation
pervades not only artificial intelligence and the rest of computer
scicnce, but also much of linguistics, management theory, and
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cognitive science - three areas with which artificial intelligence
has been closely associated" (Winograd & Flores 1986, p.16). A
rationalistic orientation is particularly apparent in the relatively
new discipline of cognitive science, which in their view represents
an attempt "to unify theories of human thought and language
from within the rationalistic tradition" (Winograd & Flores 1986,
D.23):

"The research programme of cognitive science encompasses
work that has been done under different disciplinary labels,
but is all closely related through its roots in the rationalistic
tradition. Cognitive science needs to be distinguished from
'‘cognitive psychology’, which is the branch of traditional
(experimental) psychology dealing with cognition. Although
cognitive psychology constitutes a substantial part of what is
seen as cognitive science, it follows specific methodological
principles that limit its scope. In particular, it is based on an
experimental approach in which progress is made by
performing experiments that can directly judge between
competing scientific hypotheses about the nature of

cognitive mechanisms."
(Winograd & Flores 1980, pp.24-25)

Cognitive psychology deals with psychological processes such as
perception, attention, learning and memory (Greene & Hicks

1984). According to Greene and Hicks:

"Cognition is often defined as higher level mental processes
going on inside our heads, such as conscious thoughts and
feelings, making plans, having opinions and deciding what to
say. But basic cognitive processes usually refer to the
mechanisms underlying such activities as perceiving and
recognizing objects, attending to sounds, learning simple
responses and memorizing lists of items. These basic
mechanisms are considered to be universal to all members

of the human species, if not to the whole animal kingdom."
(Greene & Hicks 1984, p.xi)

What, then, is the relation between cognitive psychology and
cognitive science? Winograd and Flores describe the boundaries of
cognitive science as "vague", but in their view, "much of
linguistics, psychology, artificial intelligence, and the philosophy of
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mind fall within its scope" (Winograd & Flores 19806, p.24). For
others, however, the boundaries are not as vague as Winograd and
Flores make out. Beaugrande and Dressler describe cognitive
science as "a comparatively new field integrating the concerns of
cognitive psychology and computer science" (Beaugrande &
Dressler 1981, p.210), and the area of computer science most
often associated with cognitive science is Al Elsewhere,
Beaugrande and Dressler add linguistics to the concerns that
cognitive science attempts to integrate (Beaugrande & Dressler
1981, p.12). For George Mandler however, the "cognitive sciences”,
as opposed to cognitive science, is simply the collective noun that
likewise includes cognitive psychology, linguistics, and Al, so that
cognitive psychology is a cognitive science (Mandler 1985).

Al, however, is hailed by Mandler as "keeper of the
computational grail”, and the means of testing cognitive theories
by their implementation on a machine (Mandler 1985, pp.13-14),
and it is this point which is crucial in distinguishing between
cognitive psychology and cognitive science. The relation is not
simply one of inclusion, but of integration - cognitive science, as
opposed to "the cognitive sciences", is a term that applies to the
integration or merging of cognitive psychology with Al. Van Dijk
points out that "although the methods of inquiry in these two
branches of cognitive science are rather different” (carrying out
psychological experiments on the one hand, building and running
computer programs on the other), "they share an important
common attention for the processes of understanding " (van Dijk
1980, p.3). In a similar fashion, Beaugrande and Dressler argue
that through research in the area of cognitive science, "computers
can lead us from understanding data toward the broader domain
of understanding understanding"” (Beaugrande & Dressler 1981,
p.220). However, the merging of cognitive psychology with Al into
a cognitive science leads to a sharing of interests: that is not
confined to a common concern for understanding. For example,
van Dijk uses the case of languag,e undersmndmg_, to illustrate the
different interests of the psychologist and the Al rescarcher:

"The psychologist in that case will often be more interested

in the precise cognitivc_] processcs, memory constraints,
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decoding strategies, storage capacity, retrieval conditions
and contextual factors of understanding. The researcher in
artificial intelligence, on the contrary, will try to satisfy the
demands of a running, and hence algorithmically explicit,
program which at the same time should preferably have
some psychological plausibility. Thus, the precise forms of
representation of semantic information, and hence of
discourse, will be crucial in such programs, as well as the
knowledge which is necessary to make understanding by
the computer possible."

(van Dijk 1980, p.3)

Decoding, storage capacity, retrieval - all these are terms that are
associated with computer science and the description of machines;
but here, the same terms are used to describe the psychology of
humans. On the other hand, as Griffin points out, "words that used
to be reserved for conscious human beings are now commonly
used to describe the impressive accomplishments of computers”
(Griffin 1984, p.450).

As Mandler points out, the original term for cognitive
psychology was "human information processing" (Mandler 1985,
pp.90-91). It is this characterisation of cognitive psychology which
he seeks to defend by pointing to "the rather naive models used

within the information processing community during its early
days":

"There were boxes and arrows and the arrows dutifully
went from box to box; the model was simple and serial - the
serial box model. However, serial processes have given way
to parallel processes and boxes to distributed represent-
ations and complex processing activities. To be interested in
human information processing is to be concerned with the
flow of information/knowledge within the organism and
between it and its environment. It seems peculiar, therefore
to hear claims that some research project has shown the
information processing approach to be incorrect. Such an
approach cannot be "correct" or "incorrect”. Information
processing is a way of looking at the world, a framework for
thinking, NOT a thcory. For most of its pmctltlon(.rs it is a

synonym for cognitive psychology."
(Mandler 1985, p.19)
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Mandler also claims that the information processing approach in
the 1950s and 60s "was the first step from the stimulus-response
psychology of the preceding era to contemporary cognitive
psychology" (Mandler 1985, p.90). Thus for Mandler, the replace-
ment of the stimuli and responses of behavioural psychology by
the inputs and outputs of information processing is "a change in
terminology that probably did no more than define a break with
the past" (Mandler 1985, p.90). Subsequently, he claims, "with the
development of cognitive psychology, the concern with simple
input-output relations dimmed and the major interest began to
center on the nature of the internal inferred mechanisms - the
representations and processes" (Mandler 1985, p.90). Responding
to criticisms that cognitive theory is "tightly wedded to computer
language and computer processes", he remarks that "the compuler
metaphor was unavoidable; it was forced by the culture of the
1950s and 1960s" (Mandler 1985, pp.20-21).

However, according to Winograd and Flores, the advocates of
'information-processing psychology' claim that "cognitive systems
can be best understood by analogy to programmed computers”
(Winograd & Flores 1986, p.25). Moreover, although Mandler
claims that "we have moved away from the computer metaphor”
(Mandler 1985, p.21), his own account of the development of
cognitive psychology shows that, far from being left behind, the
metaphor has evolved with the changing concerns of computer
science, particularly developments in computer architecture
(Stallings 1990). The large mainframes of the 50s and 060s were
characterised by a type of architecture that restricts the
processing of data to sequential or serial processing. Subsequent
research has investigated possible architectures that will enable
parallel processing, while the development of the much smaller
personal computer in the 70s and 80s brought about a new cra of
interactive computing, distributed or networked systems, and the
application of computers to a diverse range of functions and users.

Certain developments in cognitive psychology - that is, the
evolution of models of basic cognitive processes - parallel these
developments in computer science. For example, Mandler claims
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that a serial view of mental processing was replaced by the notion
that mental processes "may occur in parallel and provide
interactive products during such parallel processing” (Mandler
1985, p.91). Mandler's discussion of the future directions of
cognitive psychology is a debate that is intimately associated with
future developments in computer science:

"The development of parallel processing notions occurred
hand in hand with the promotion of distributed processes...
Once one considers representation to be distributed rather
than locally organized, the idea of parallel processes
operating over these representations follows naturally.

The general adoption of a model of parallel inform-
ation processing did, however, create a new problem. Action
and thought are obviously serially organized; how does a
parallel system produce a serial output?”

(Mandler 1985, p.91)

Yet while cognitive scientists look to the computer for appropriate
models of human behaviour, recent research on animal behaviour
suggests that intentions, thoughts, feelings and consciousness are
characteristics not only of humans but also of animals - a view
that challenges the traditional belief that animals are motivated

solely by instinct (Griffin 1984).

Griffin argues that information processing psychology is no
different from behavioural psychology in that "historically, the
science of psychology has been reacting for fifty years or more
against earlier attempts to understand the workings of the human
mind by introspective sell-examination - trying to learn how we
think by thinking about our thoughts" (Griffin 1984, p.4506). The
result, he argues, is that "psychologists largely abandoned the
effort to understand human consciousness, replacing introspection
with objective experiments" (Griffin 1984, p.456). According o
Griffin however, "the rejection of any concern with consciousness
and subjective {eelings has gone so far that many psychologists
virtually deny their existence or at least their accessibility to
scientilic analysis" (Griffin 1984, p.450). Ilc argues that "analyzing
pcople as though they were computers may be useful as an initial,
limited approach”, but the result of this emphasis on information
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processing is the absence of conscious thinking from models of
cognitive processes:.

"Conspicuously absent from most of contemporary cognitive
psychology is any serious attention to conscious thoughts or
subjective feelings. . . Information-processing is doubtless a
necessary condition for mental experience, but is it
sufficient? Human minds do more than process information;
they think and feel."

(Griffin 1984, p.457)

While models of cognitive processes have developed in
tandem with computer science, the merging of cognitive
psychology with Al into a cognitive science has two consequences.
The first is that both share a common concern for representation
and process, as Mandler points out (Mandler 1985, pp.10-13). The
second is that theories about cognition are only acceptable as
theories if they can be implemented on a machine - that is, if a
computational system can be constructed such that a machine will
produce the required representation or behaviour. For example, a
theory of human vision is an acceptable cognitive theory (within
cognitive science) if it provides a basis for designing a comp-
utational system that can simulate the perception of objects; given
a photograph of a tree as an input, the system should be able to
produce the name of the object - "tree" - as the final output.
Winograd and Flores summarise these assumptions as follows:

"1. All cognitive systems are symbol systems. They achieve
their intelligence by symbolizing external and internal
situations and events, and by manipulating those symbols.

2. All cognitive systems share a basic underlying set of
symbol manipulating processes.

3. A theory of cognition can be couched as a program in an
appropriate symbolic formalism such-that the program

when run in the appropriate environment will produce the
observed behavior.”

(Winograd & IFlores 1980, p.25)

According to Winograd and Flores, the p'fograms designed and
tested by Al researchers or cognitive scientists are "then taken as
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theories of the corresponding human behavior" (Winograd &
Flores 1980, pp.25-20).

In their critique of the rationalistic tradition and its
influence on computer science, Winograd and Flores refer to
Heidegger, who rejects the notion that representations are basic to
human cognition (Winograd & Flores 1986, pp.27-37). They also
refer to work in the area of hermeneutics, to argue not only that
cognition involves interpretation as well as understanding, but
also that interpretation is a regular feature of human interaction.
On that basis, claims that Al systems somehow embody human
intelligence can not be supported. In the case of natural language
understanding for instance, Al systems assume a rationalistic
notion of semantics, in which lexical items and sentences have
some kind of absolute meaning - a meaning that is independent of
the context in which they occur. Winograd and Flores characterise
such an approach as follows:

"In a complete rationalistic analysis of meaning, we would
be able to explicate the meaning of each utterance by
showing how it is built up systematically from smaller
elements, each with its own determinate meaning. At the
bottom, the smallest elements would denote objects,
propertics, and relations of interest in the external world.
Although there is a deep fallacy in this orientation, there is
- also a power in its emphasis on regular formal structures. To
. the extent that they are adequate for a particular purpose
(such as the implementation of language-like facilities on
computers) they provide a systematic approach for
generating rules and operations dealing with symbolic
‘ ‘representations.”
- (Winograd & Flores 19806, p.64)

A rationalistic analysis of meaning is exemplified by Chomsky's
notion of a transformational grammar (Chomsky 1965), which, as
we shall sce, has had a major influence on cognitive psychologists.
Indeed, Mandler acknowledges claims that "cognitive psychology
was fathered by the emergence of transformational grammar in
linguistics" (Mandler 1985, p.10). In his view, "the development of
transformational grammars in linguistics and the notion of deep
structure... can be scen as the discovery of underlying represent-
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ations and the processes that operate on them" (Mandler 1985,
pp.12-13). This discovery of representation and process in
transformational grammar enables him to claim that Chomsky's
linguistics is a cognitive science: "If one accepts the commonality
between deep structure and underlying representations, linguists
have been cognitive since the 1950s" (Mandler 1985, p.16). As we
shall see, this is a claim that does not bear close scrutiny.

Winograd and Flores characterise the future directions for
Al research by describing a "forking of paths":

"Until the mid-1970s artificial intelligence researchers
generally believed they could work simultaneously towards
two goals: extending the capabilities of computers, and
moving towards an understanding of human intelligence...

In the last few years, this view has been questioned.
There is a tacit acceptance of the point we have made in this
book - that the techniques of current Al are not adequate
for an understanding of human thought and language. As a
result, there is a clear split between the 'knowledge
engineers', who apply the well-developed technologies of Al
to practical problems, and the 'mind-modelers’, who
speculate about the more complex structures that might
underlie human thought.”

(Winograd & Flores 1986, p.120)

Those that follow the first path include the designers of "expert
systems”, which Winograd and Flores characterise as "programs
for problem solving in some scientific or technical domain”
(Winograd & Flores 19806, p.127). A knowledge-base for a specific
domain such as medical science can be used by "non-experts” for
consultation or advice in decision making or analysis. The
application of Al techniques to robotics has also been success{ul
for limited tasks in specific domains, such as car manufacturing.
However, according to Winograd and Flores, those that follow the
second path have not been so success{ul. In the arca which they
charatterisc as "cognitive modelling", such as designing a system
that simulates human vision, traditional Al techniques have taken
a back seat to the connectionist techniques of ncural science
(Winograd & Flores 1986, pp.130-131). In the case of natural
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language processing or speech recognition, attempts to develop a
system for general use have also not met with much success.

A similar pair of paths are identified by Beaugrande and
Dressler in their discussion of future directions for a science of
texts. They claim that on the one hand, Al is "intended to improve
the interactions of humans with machines, particularly where the
abilities of the two groups complement each other" (Beaugrande &
Dressler 1981, p.219). On the other hand, Al can also be used as a
source of models for human processes: "In the new field of
cognitive science, theories about the mental activities of humans
are frequently tested by building computer models" (Beaugrande
& Dressler 1981, p.220).

However, Beaugrande and Dressler describe a divergence of
paths by looking at Al from a functional perspective (enhanced
interaction versus a source of models). On the other hand,
Winograd and Flores describe a divergence from an applicational
perspective (limited domains versus general systems). Yet if we
view Al from a modelling perspective, these diverging paths
converge, in that whatever the function or the application, Al is
primarily concerned with the modelling of knowledge. One
problem with using Al to enhance interaction is that this purpose
can come into conflict with the way that knowledge is tradition-
ally represented in Al - that is, by the predicate calculus and a
programming language such as PROLOG - so that further research
is required to create a suitable "front-end” for non-programmers
(Nicolson 1990). On the other hand, the "theories about the mental
activitics of humans”" that are tested by building models are,
traditionally, general theories about object perception or language
understanding, in which cognition is assumed to be the man-
ipulation of different Kinds of representations (the input and
output to various computational processes). As Griffin points out,
such models arc marked by the absence of conscious thought, with
the result that current psychological resecarch may tell us more
about the consciousness of animals than of humans (Griffin 1984),

1
f
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Two reasons for this have been mentioned - the influence of
the rationalistic tradition, and the reaction to introspection - and a
third is Al's prime concern for the modelling of knowledge, rather
than mental activities or conscious thought. A fourth reason is that
a cognitive theory not only has to be implemented as a comp-
utational system in order to be a viable theory, but given that
cognitive science merges cognitive psychology with Al, it has to be
implemented as an intelligent knowledge-based system. Such a
theory is bound to be based on some kind of computer archi-
tecture - otherwise, it would not be an implementable theory -
and theories that are based on computer architectures are,
traditionally, theories of basic cognitive processes. In the case of a
general system of natural language processing or computer vision,
the designer's aim is to simulate understanding or recognition, and
the modelling of knowledge is basic to this purpose.

A fifth reason is the traditional role of computers in the
research programmes of the humanities and sciences. On the one
hand, information technology is viewed by some universities as a
human science, so that psychology, ergonomics, and anthro-
pometry are integrated components of courses. On the other hand,
the computer is traditionally viewed by the humanities as a tool
for studying texts, numbers, or pictures, and is particularly
associated with stylometry (Kenny 1992, p.1). From this persp-
ective, the study of the Kinds of activities that humans perform
with texts, numbers, or pictures - and particularly, the use of
computers to develop theories about those activities - are seen as
the province of psychologists and cognitive scientists. |

However, Winograd and Flores argue that "computers, like
every technology, are a vehicle for the transformation of tradi-
tion™: ’

"We cannot choose whether to cffect a transformation: as

designers and users ol technology we are always already

engaged in that transformation, independent of our will. We

cannot choose what the transformation will be: individuals

cannot determine the course of a tradition. Our actions are
- the perturbations that trigger the changes, but the nature of
" those changes is not open to our prediction or control. . .
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However, we can work towards unconcealment, and
we can let our awareness of the potentials for transform-
ation guide our actions in creating and applying technology."
(Winograd & Flores 1980, p.179)

In a short time, computers have transformed the nature of work,
working practices, and organisational behaviour., Two decades ago,
the main purpose of computers was data processing. In a batch
processing environment, systems analysts would discuss the data
needs of their clients, design a suite of programs by using {low
charts, and pass the program specifications onto the programmer.
The programmer would design a program by using another set of
flow charts, write the program code on sheets of paper, and pass
the sheets of paper onto the punch card operator. The punched
cards were delivered to the programmer, who passed them onto
the data processing clerk, who passed them onto the computer.
The programmer would collect the output, and initiate further
passes of cards while testing and debugging the program.

The history of Al goes back to those days of non-interactive
computing. The function of the computer as a data processing
machine has therelore had a major influence on notions about the
purpose of Al and the ways in which it might be implemented, as
well as the notion of machine understanding as the manipulation
of representations. Far from being envisaged as an enhancement
to interaction, Al systems were seen as stand-alone systems, to be
implemented in the form of robots that would perform routine
tasks, or, ideally, intelligent machines that would perform more
complex tasks. As mentioned, the subsequent development of Al
continues to be influenced by those aspirations, some advocates
claiming that "Al rescarchers are trying to create a computer
which thinks" (Charniak & McDermott 1985, p.l).“ SO just as
systems analysts modelled data, Al researchers modelled the
knowledge that was thought to be fundamental to understanding.

" However, as Winograd and Flores point out, #"dc"sig'n includes
the generation of new possibilities” (Winograd & Flores 1980,
Q.i?O).Q In the last lwc'nly ycars, transformations in technology
have occurred at a rapid pace, and since playing a limited role as a
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data processor, the computer now plays an integrated role in
communications of all Kinds. In particular, the innovation of the
microcomputer generated the possibility of interactive computing.
Subsequently, designers have considered the potential use of
technology for a variety of purposes, and have developed
different Kinds of software to assist a variety of activities. To do
this, they have had to consider the needs of different kinds of
users. Interactive computing therefore gives rise to another Kind
of modelling: the modelling not only of data but also of the
activities that humans perform on it.

This Kind of modelling involves the modelling of activities
that require the manipulation of external representations. Such
representations must be translatable into machine code, a binary
symbolism of ones and zeros. Numbers, letters and still or moving
pictures can all be represented in this way, so that any activity
involving numerical, textual or graphic manipulation might be
amenable to some form of computational assistance.

On the onec hand then, Heidegger's observation that rep-
resentations are not basic to human cognition - an observation
that may be relevant in the context of basic cognitive processes -
is not appropriate in this context, because human activities such
as drawing or writing fundamentally involve the manipulation of
representations. On the other hand, the process of writing involves
not only the basic cognitive processes such as attention and
perception but also conscious thought and the manipulation of
written language. It would appear, therefore, that creating a text
is a more complicated process than merely attending to stimuli.

Hlowever, as we noted above, cognitive psychologists have
traditionally modelled cognition as information processing, in
which an input or stimulus produces an appropriate output or
response. These models have tended to follow developments in
compuler architecture, evolving [rom bottom-up scrial processing
models, L0 serial models that acknowledge the role of top-down
processing, to parallel processing models. Within the framework of
cognitive science, where the alms of cognitive psychology are
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integrated with the aims of Al, a cognitive model is only
acceptable if it can be implemented in the form of an intelligent
knowledge-based system that can produce the required output
from a specified input. In this context, the purpose of cognitive
modelling is to construct a computational system that simulates a
basic cognitive process such as perception or understanding. In
the case of Marr's (1982) computational theory of human vision
for example, the "computational problem" is to describe, for each
level of the system, a method that will obtain a speciflied output
representation from a specified input representation (Roth &

Frisby 19860, p.138).

So, although cognitive psychologists have developed more
sophisticated models of cognitive processes, a cognitive model that
would be acceptable to cognitive scientists is one that specifies an
input or stimulus, an output or response, and a method of
transforming input into output - that is, a model that follows the
traditional data processing models developed by Al researchers.
From this perspective, it [ollows that a cognitive model of writing
would be a model that represents writing as data processing.

To model writing in this fashion, we would have to specily
the initial input to the system, the final output, and a method of
producing the output from the given input. Would the input be a
written instruction to write an e¢ssay on a given topic, for example,
or 1o write a novel on a specified theme? In that case, how would
such an input be transformed into the desirable output of the
system, such as a cohesive text in the form of an essay, a novel or
a short story? If we need to give the system instructions to write
in the [irst instance, does this not suggest that the system lacks
motivation or can only simulate writers who work to a given
brief? How do we model motivation? Should the system be given
[inancial incentives to produce scveral best-sellers a year, or
should it be programmed to produce a Finnegans Wake once

cvery twenty years?

1 - Despite the difficulties of answering this range of questions,
a cognitive model of writing would only be acceptable to cognitive
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scientists if it could be used to design computer software that
simulates the process of writing. It is from this perspective that
Sharples comments:

"Although Flower and Hayes used a computational metaphor
to describe the act of writing, there have been few attempts
to verify the model by building computer programs that
mimic a human writer. . . And by attempting to design
programs that mimic human writers we can see, in failure,
inadequacies of our existing models of the writing process

and, in success, some confirmation of their worth."
(Sharples 1992, pp.2-3)

So according to Sharples, the test of a model of writing is its use in
designing computer programs that mimic human writers. There
are two problems with this formulation, however. The first is that
the only models that can be tested in this way are data processing
models. Therefore, if we demand that models be tested in this
fashion, are we not imposing constraints on the modelling of
writing that may not be appropriate to our purpose? The second
problem is that even if we accept these constraints and emerge
with a data processing model of writing, it may not be feasible to
use the model to design the software that Sharples requires. There
must be a reason why there have been few attempts to design
software that imitates human writers, so let's seek an explanation.

Traditionally, Al rescarchers have been primarily concerned
with modelling the Knowledge held to be necessary for
understanding and perceiving - "lnput processes” that involve
attending or responding to incoming information, rather than
"output processes” that involve creating or generating new kinds
of information. Such knowledge is assumed to be universal to all
humans, in the same way that a basic cognitive process is
"considered to be universal to all members of the human species,
if not to the whole animal kingdom" (Greene & IHicks 1984, p.xi).
The kind of knowledge which is held to be universal is a
knowledge about causality and temporal ordering, for example,
and is often referred to as semantic knowledge (Quillian 1968).
However, in studying the operations of human memory cognitive
psychologists have made a distinction between semantic memory
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on the one hand and episodic or autobiographical memory on the
other (Tulving 1972). Cohen and colleagues explain:

"Episodic knowledge is an autobiographical record of your
own experiences - the events, people, and objects you have
personally encountered. Semantic knowledge consists of
facts about the world in general. So you might have stored
in your episodic memory personal knowledge about, for
example, a particular clock in your living room at home, its

appearance, habits, history, etc. You also have semantic
knowledge about clocks in general, their function,
mechanism, defining characteristics, and so on."

(Cohen, Eysenck & LeVoi 1980, p.40)

[t is semantic rather than episodic knowledge that is thought to be
necessary to understanding and perceiving, and it is this Kind of
knowledge that is traditionally modelled by Al researchers.

Given that Al rescarchers have primarily been concerned
with "input processes”, we face two major problems in attempting
to design computer programs that imitate human writers. The
first is whether a model of semantic knowledge is adequate to
design a system that will create rather than comprehend. The
second takes us back to the question of testing - how do we
measure the success or failure of such a system? On the one hand,
the demand of a model of writing that it should be tested in this

way appears to be a call for rigorous testing; but on the other

hand, this apparent rigor collapses if we have no way ol knowing
whether such a system succeeds or falls.

Let's consider the example of another creative process; that
of painting. As we mentioned above, the test of a cognitive theory
of human vision, for a cognitive scientist, is whether it provides a
basis for designing a computational system that can simulate the
perception of objects. Given a photograph of a tree as an input, the
system should be able to produce the name of the object - "tree” -
as the final output. The same stimuli should provoke the same
response, and the response should be the same if we implemented
the system on another machine. How could we apply the "tree
test" to evaluate a system that simulates human artists? Given the
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instructions to paint a tree, the system should be able to produce
a representation that is recognisable as a tree. To be consistent
with the perceptual test, repeated instructions should produce the
same results, and different machines should also produce identical
results if they are given the same instructions. But if our system is
intended to simulate human artists, should it not produce a
unique work of art each time it receives a request to paint?

In some situations however, identical results from a team of
artists may be desirable. In the Hollywood film production studios
of the 1930's, for example, the artists who painted the cels of a
Walt Disney animated cartoon would have been expected to draw
Mickey Mouse in the same fashion, for obvious reasons, and their
working conditions would have resembled the mass production
and assembly line techniques of a car factory, rather than the
traditional view of an artist's garret (Balio 1970). So, the criteria
used to assess a computational system of perceiving (sameness
and repeatability) may also be used to assess a system of creating,
depending on the sort of work in production.

This observation also applies to a computational system
designed (o simulate human writers. In some areas of writing, it
may be desirable that, given the same instructions, different
writers should produce the same text, or, at least, texts that
deliberately disguise the individual author. For example, Hoard
and colleagues discuss an automated grammar and style checker
[or writers of "Simplified English" (Hoard, Wojcik & Holzhauser
1992). They explain:

"Boeing Commercial Airplanes has made a commitment to
wrile its aircraft maintenance manuals in Simplified English,
the new international standard for acrospace technical
documents. The standard places a heavy burden on the
technical writers who produce the documentation, since
Simplified English prescribes severe restrictions on grammar
and style, forcing the writers (o memorise an enormous
body of detailed information about word usage.”

(Hoard, Wojcik & Holzhauser 1992, p.278) :
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According to Hoard and colleagues, "Simplified English" places
severe restrictions on vocabulary; only 1500 words of general
English are permitted, "fewer than 200 of which are verbs" (Hoard
et al 1992, p.279). A supplementary vocabulary consists of a
number of technical terms chosen by the manufacturer (Hoard et
al 1992, p.281). The grammar and style restrictions imposed by
"Simplified English" include limits on sentence length, paragraph
length, paragraph content, verb forms and punctuation (Hoard et
al 1992, pp.282-283).

The "Simplified English" used by the aerospace companies is
an example of what Schreurs and Adriaens (1992) call "Controlled
English", limited forms of English that impose these kinds of
restrictions on vocabulary and grammar. According to Schreurs
and Adriaens (1992, p.207), "Controlled English" was first
developed by the Caterpillar Tractor Company in the mid-1960's,
when "Caterpillar Fundamental English" led other companies
producing technical manuals to develop similar grammars.
Schreurs and Adriaens compare the grammars of three companies,
and discuss the problems of introducing a standard form of
"Controlled English":

"The continuous expansion of international industries has
inevitably led to the neced of standardisation and conformity
in the field of written communication...

To ensure that the language of technical documents is
unambiguous, well-structured, economical and easily
translatable, 'controlled' language has been thought to be the
solution. However approachable this phenomenon seems to
be at first sight, it has been marked with some Kind of
mysterious isolation: controlled grammars appear not to
exceed the confines of industry. International companies
protect their own controlled grammar to enhance the
internal functionality of personal business matters without
attempting to co-operate with other multinationals, or even
universitics."

(Schreurs & Adriacns 1992, p.200)

IFrom Schreurs and Adriaens' account, it secems that multinational
companies protect their own form of "Controlled English" as an
essential part of their corporate identity. Under these conditions,
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the author of a technical document is the company rather than the
individual, and a technical manual produced by one team of
writers would be indistinguishable, other than by its content, from
one produced by another team employed by the same company.
In the production of business reports, technical manuals and other
kinds of writing that involve a standardisation of vocabulary,
grammar and prescentation, Al techniques have been used to
design software tools that help writers to follow the recommended
procedures (Beeken, Geerts & van Belle 1992).

However, if we consider the types of texts that Cooper and
Matsuhashi (1983, p.14) call "poetic" (a category that includes
fiction) or "expressive" (diaries and personal letters) rather than
"transactional” (in which a writer is informing, persuading or
instructing), then the restrictions imposed by the various forms of
"Controlled English" no longer apply. In courses on creative
writing, students are encouraged to seek out new forms of
expression and explore a range of linguistic possibilities:

"... the student is awakened to the real life of language, with
all that implies of the physiology of words, their ancestry
and history and dynamic behaviour in varying
circumstances... At the same time he is introduced to
literature as a living organism, part of the human organism,
something which embodies the psychological record of this
drama of being alive, something which articulates and
illuminates the depth and range and subtlety of being
human.”

(Hughes 1981, p.xvi)

In the case of "Controlled English", software tools assist writers in
producing texts with a uniformity of style and grammatical
construction. In the area of literary studies on the other hand,

stylometry has been used in textual analysis to find out whether a
text of unknown authorship is the product of a parucular author
(Kenny 1992). In the latter case, an author's texts are analysed (o
identify favoured words or grammatical constructions ‘that are
generally uncommon in other texts of the period. The text of
unl\nown authorship is then analysed for occurrences of these
favoured constructions. At some time in the future, perhaps
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stylometry will be applied in the area of corporate
communications to detect whether a technical manual is the

product of IBM, BT or Caterpillar Tractors.

If we return to the problem of designing computer programs
that simulate human writers, it would scem, therefore, that we
are more likely to succeed if we restrict our system to simulate
certain kinds of writing. We are more likely to succeed if we try to
simulate the writers who are employed to write in the various
forms of "Controlled English", where the traces of individual
authorship are deliberately suppressed in favour of a corporate
identity, where a uniformity of product is desirable, where we can
measure our results against some kind of standard, and where Al
techniques have been successfully applied. The body of linguistic
knowledge required to produce "Simplified English" is the sort of
knowledge that is stored in a writer's semantic memory, and as
we mentioned above, it is this kind of knowledge that is
traditionally modelled by Al researchers.

We can represent this Kind of writing in the form of a data
processing model by designating the input to the system as the
brief to write a certain Kind of manual, and the output as the final
product. The body of linguistic knowledge concerning "Controlled
English", and the body of semantic knowledge concerning
aerospace manufacture or whatever, all of which would be stored
in the technical writer's semantic memory, could be represented
by Al techniques, and could be invoked as required. We would
still need to model the processes that will turn the initial brief
into the final product, and the difficulties of doing this arc
discussed in chapter six.

IHowever, if we try to represent fiction writing in the form of
a data processing model, we encounter a further set of problems.
Proflessional writers of fiction often work to no given brief and are
motivated simply by the urge to write (Boylan 1993). In that case,
the input to the system would have to be designated as the
writer's personal experiences which -are translated into the
fictional work. A writer's personal experiences are an example of
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the episodic knowledge or autobiographical record stored in
episodic memory, in contrast to the semantic knowledge
traditionally modelled by Al researchers. Therefore, in addition to
modelling the general Kind of linguistic knowledge stored in
semantic memory, we would need to model what is unique to a
particular writer: the autobiographical record of a writer's
episodic memory.

We can designate the output of the system as a cohesive text
in the form of a novel, but in this case we lack the measure of a
uniform product, unless we limit the range of fiction to a
particular genre such as romance, and we cannot apply the
criteria of sameness and repeatability to the results. And, as a
final problem, we still face the difficultiecs of modelling the
processes that will transform the input of episodic knowledge into
the final product.

In short, we may be able to represent fiction writing in the
form of a data processing model, but it may not be {easible to use
the model to design computer software that simulates human
writers. As Al has traditionally been concerned with input
processes, the question is whether a model of semantic memory
is sufficient to explain the output processes involved in writing.
For some types of writing, a model of semantic knowledge may be
adequate, but the processes of transforming input into output are
not casy to identify. Compared with other types of writing
however, the writing of fiction is a process that seems to make
more demands on a writer's episodic memory, and this provides
onc explanation why there have been so few attempts to design
programs that mimic human writers.

As we mentioned above, the other problem with Sharples
formulation is the implications for modelling. If we demand of a
cognitive model that it be tested in this fashion, and the only test
of a cognitive model is the simulation test, then the only models of
writing that can be called "cognitive models" are models that
represent writing as data processing. This constraint on testing
therefore enforces a constraint on modelling, a constraint that
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may not be appropriate to our purpose. As we mentioned above,
Al researchers describe their aim as "trying to create a computer
which thinks" (Charniak & McDermott 1985, p.1), and modelling
knowledge is secn as essential to that purpose. In the context of
interactive computing however, we are more concerned with
modelling human activities, and our aim is to design software
tools that assist humans in those activities. This does not preclude
the use of Al techniques in situations where they may be
appropriate, as we mentioned above (eg Beeken, Geerts & van
Belle 1992).

2.4 CONCLUSION

In this chapter we introduced models of writing, and classified a
range of models by considering their derivation and purpose. We
also considered the different types of tests that models may
undergo. Cognitive scientists argue that models of cognitive
processes should be tested by designing and testing a compu-
tational system that simulates the appropriate process. We
discussed the assumptions of cognitive science and the influence
of the rationalistic tradition in linguistics and computer science.
We also considered the implications of the simulation test for
modelling writing, and concluded that it may not be [easible to
test a model of writing by designing computer programs that
mimic human writers. We now turn to discuss models of writing
in more detail.
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CHAPTER THREE:
WRITING BEHAVIOUR
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3.1INTRODUCTION

In this chapter we begin our review of current models of writing
by discussing the notion of writing behaviour. Firstly we ask, why
is creative writing traditionally viewed as a mysterious process
that does not lend itself readily to detailed investigation?
Secondly, we consider the reports of writing behaviour given by
professional fiction writers. We compare these accounts with the
findings of behavioural psychologists, who are trying to classify
writers according to their behaviour, and conclude that a
taxonomy of writers is not an appropriate basis for software
design. We then discuss an alternative notion of writing
behaviour, in which writing is viewed as a cyclical process of
engagement and reflection. Thirdly, we discuss research into the
effects of writing technology on the behaviour of student writers,
and find further evidence of writing as a cyclical process. We also
find that research into technological effects often adopts a model
of writing in order to mecasure effects, and conclude by
summarising the features of the computer as a medium of writing.

3.2 THE MYSTERY OF WRITING

In the Phaedrus, Plato distinguishes between the inspired and the
uninspired poet:

"The third type of possession and madness is possession by
the Muses. When this seizes upon a gentle and virgin soul it
rouses it to inspired expression in lyric and other sorts of
poetry, and glorifies countless deeds of the heroes of old for
the instruction of posterity. But if a man comes to the door
of poetry untouched by the madness of the Muses, believing
that technique alone will make him a good poct, he and his
sane compositions never reach perfection, but are utterly
eclipsed by the performances of the inspired madman."!

In ancient Greece, the oracles at Delphi and elsewhere were
thought to be mediums who were possessed by a god or a goddess

L L T e L

I p.48 in Walter Hamilton's translation for Penguin (1973).
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and whose words needed interpretation by the appropriate
authority. Similarly, the poet sought inspiration by appealing to
one of the nine muses to take control of his speech. In Plato's
account, poets, prophets, lovers and madmen are all possessed and
not in control of their reason.

In more recent times, Flower and Hayes argue that the
teaching of writing has traditionally emphasised the product while
neglecting the process of writing (Flower & Hayes 1980a, p.32).
The consequence of this neglect is that many students have ideas
about processes that reflect the Platonic tradition of possession:

"There is, of course, a well-established mythology about the
nature of writing as a creative process. Some of this
mythology is insightful; some of it is pure bunk. Students
often seem to subscribe to the inspiration paradigm in which
a writer sits patiently waiting for delivery and the descent

of the muse."
(Flower & Ilayes 1980a, p.32)

The notion of creative genius (a2 Roman equivalent to Plato's
divine possession) and the distinction between creative and
prosaic writing both help to perpetuate the idea that some writing
is the product of thought processes which are irrational and defy

analysis.

Professional writers themselves tend to reinforce the view
that their activity is a mystery. This is Clare Boylan, introducing a
collection of essays by fiction writers on their art:

"Over and over the writers in this volume refer to 'the
mystery' - that element in their work which is outside
themselves but to which they aspire or submit......Most
writers of fiction claim that the mystery cannot be explained
(and should not be too closely invcsugalcd) '

(Boylan 1993, p.xi)

Many writers in this collection allude to the role of the
unconscnous in the writing of fiction. Tor e\amplc Ilildry Mantel
Wl"ltCS L
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"It seems to me that a good part of the business of fiction is
performed half-consciously, even subconsciously."
(Mantel 1993, p.38)

Some writers point to childhood as a source of inspiration (Gardam
1993, Paretsky 1993, McGahern 1993, Hill 1993, Jolley 1993,
Moore 1993), while some refer to character as their main concern
(Swift 1993, Mantel 1993, Moggach 1993, Fitzgerald 1993,
Highsmith 1993, Hart 1993, Mortimer 1993). Swift's advice to
young writers is to "write about what you don't know - for how
else will you bring your imagination into play?" (Swift 1993,
p.24). He makes the point that "one of the fundamental aims of
fiction is to enable us to enter, imaginatively, experiences other
than our own" (Swift 1993, p.24). This is Deborah Moggach,
describing her imagination at work:

"More recently [ was planning a novel about a man who had
a lot of ex-wives. He sprang into life once I had pinpointed
where he lived: one of those sooty blocks of mansion flats on
the Edgware Road. For days I sat in my car, opposite the
building, and pictured him shuffling out - big, bearded,
wearing espadrilles with the backs squashed down and
pulling along one of those matted little dogs that looks as if
it has been run over. By this tlme his name had come to me
- Russell Buffery."

(Moggach 1993, p.134)

In his essay on creative writers and daydrecaming, Freud
(1985c) argues that there is a relationship between the
unconscious, childhood memories and imaginative activity.
Arguing that "the creative writer does the same as the child at
play", Freud continues:

“He creates a world of phantasy. which he tal\es very
‘seriously - that is, which he invests with large amounts of
cmotion - while separating it sharply from rcallty "
(Frcud 1985c, p 132) ‘L -

.,hi ?

According to Frcud, child play, creative writing and daydreams
arc activities which all involve the imagination, although each
serves a different function. Through play,'the child comes to terms
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with the world of the adult. When the child grows up and the
imagination can no longer express itself publicly through play, it
finds a private outlet in fantasy and daydreams. These are usually
associated with ambition, eroticism, or both. The creative writer
gives concrete expression to imaginative activity. Freud singles
out the romance as the prime example of an "egocentric story", in
which a sharply differentiated hero and heroine are invested with
the writer's ego (Freud 1985c¢, p.138). He makes the connection
between memories of childhood and the writer's imagination in
this way:

"A strong experience in the present awakens in the creative
writer a memory of an earlier experience (usually belonging
to his childhood) from which there now proceeds a wish
which finds its fulfilment in the creative work."

(Freud 1985c¢, p.139)

This stringing together of past, present and future occurs in a
similar fashion in fantasy; in this case, the creative work is the
daydream. In Freud's "wish fulfilment" hypothesis, the activity of
the imagination is tied to the writer's ego, even when the writer's
ego is not directly bound to a central character's point of view:

"The psychological novel in general no doubt owes its special
nature to the inclination of the modern writer to split up his
ego, by self-observation, into many part-egos, and, in
consequence, to personify the conflicting currents of his own

mental life in several heroes."
(Freud 1985c¢, p.138)

Given that, some years prior to writing this essay, Freud had
frequently used the technique of self-observation in his work on
dream analysis (Freud 1976a), one could argue that here he
assumes that the creative writer works in a similar way.
HHowever, a view of the imagination that restricts its ficld of
operation to "wish fulfilment" or "self-observation” is not likely to
find many adherents among the writers whose cssays are
referred to above. Even so, Freud's departure for his enquiry is
esscentially the same question raised by Clare Boylan in her
introduction: from what sources does the creative writer draw
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inspiration, and why is creative writing such a mysterious
process? Whatever one thinks about Freud's "wish fulfilment"
hypothesis, these essays provide fresh evidence for the idea that
past memories and present incidents are tied up in the creative
work. In particular, the anecdotes of fiction writers reinforce
Freud's suggestion - that it is the involvement of the writer's
unconscious which makes the process of writing fiction difficult to
articulate and shrouds attempts to do so in the rhetorical cloak of

mystery.

[t therefore appears that our aim of establishing a model of
fiction writing faces two immediate problems. Firstly, how can one
model a process which is traditionally seen as mysterious and tied
to the unconscious? Secondly, how can one generalise from the
particular, when the latter - the imagination - is traditionally held
to be the unique property of individuals? We shall return to these
questions when we explore linguistic approaches to writing.
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3.3 FICTION WRITERS AND WRITING BEHAVIOUR

Fiction writers are no exception to the observation that "different
writers act in different ways" (Williams 1991a, p.29). For example,
several writers in Boylan's collection describe writing as a
compulsive activity:

"...as the essays included here reveal, the compulsion to
write, coupled with cunning, intelligence, endurance and a
willingness to lay open oneself and pretty well lay down
one's life, is all that is needed to engage with the mystery (if
you are a story-teller, if you have a story to tell)."

(Boylan 1993, p.xi)

Lorrie Moore believes that "the compulsion to read and write -
and it seems to me it should be, even must be, a compulsion - is a
bit of mental wiring the species has selected, over time, in order,
as the life span increases, to keep us interested in ourselves”
(Moore 1993, p.199). However, Jane Gardam denies any
compulsion to write. After her initial spark of inspiration, she

claims that:

"There is no immediate compulsion as a rule to do anything
about it. Like love, if it is the real thing there is often no

sense of urgency."
(Gardam 1993, p.12)

Hilary Mantel's strategices reveal a similar cautious approach to
the early stages of writing. This involves the use of index cards or
small notebooks in which she gathers material before attempting
to piece it together - a method she describes as "growing a bool\
rather than writing one" (Mantel 1993, p.41).

FFollowing Plato, we might say that one way in which writers
differ is their relation to the muse. To invoke compulsion as a
means of engaging with the mystery of writing is like summoning
the muse, with the possessed poet disguised as the compulsive
writer. ' [lowever, sometimes the muse can be resisted. Josephine
[Tart confesses that "for most of my adult life I resisted writing",
but her first novel had been completed in her head, "long before |
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sat down to write it" (Hart 1993, p.209). When the urge to write
could no longer be restrained, Hart sat down and finished her
novel in six weeks, while still refusing to be taken over:

"l always stopped at 12.30 irrespective of how I felt the
writing was progressing. Whenever a wave of intense
creativity threatened to break over me, I got up and walked
away. I refused to 'go with it'."

(Hart 1993, p.210)

As a further complexity, there are some writers who never
receive a visit from the muse - Hilary Mantel attributes her
method of working to her lack of imagination, rather than a
resistance to compulsion (Mantel 1993, p.37).

[s it possible to make generalisations about differences
between fiction writers? One method is to construct various poles
along which differences can be scaled. For example, another way
of expressing the above relation to the muse is that writers vary
along a Platonic pole of possession and detachment. At one
extreme, the compulsive writer is absorbed in her work, thinks or
writes until exhausted, and never allows any disruptions to her
train of thought. At the other extreme, the completely detached
writer imposes a timetable on her work, always works at a set
time, and never allows an outburst of inspiration to disrupt her
regularity. Writers also vary in the amount of time thinking
through ideas before writing anything, in the scope of this
thinking (a sentence, a chapter, an entire book), and productively
in terms of how much writing results. Whereas Josephine Hart
thinks about an entire novel over a long period before writing a
word, Hilary Mantel writes a few sentences at a time, as they
occur to her, while having no idea how these sentences will be
incorporated into her story. Developing Hilary Mantel's metaphor
of "growing a book", we might describe a pole of horticulture here,
with tree planters at once end and seed sowers at the other.
However, bearing in mind incubation periods, the size of the plant,
the number of fruits, and differential rates of growth, developing
a metaphor of complex processes can itself become a complicated
affair. S | L
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Differences in the ways that academics approach writing
have been found by psychologists researching writing behaviour.
This research has led to a polar taxonomy of writers. The two
breeds are the "planner" (Torrance, Thomas & Robinson 1993),
who is also known as the "serialist" (Wason 1980) or the
"Mozartian" (Sharples & Pemberton 1992) - and the "discoverer"
(Galbraith 1991), who is also known as the "reviser" (Torrance et
al 1993), the "wholist" (Wason 1980), or the "Beethovian”
(Sharples & Pemberton 1992). Describing research into the writing
of PhD students, Wason gives two examples of "opposite 'cognitive
styles' in writing" (Wason 1980, p.134). The "serialist writer" (the
planner) starts with a plan of the whole before writing a dralft,
whereas the "wholist writer" (the discoverer) writes without a
plan and with much subsequent revision.

However, establishing a taxonomy of writing behaviour is
currently a polemical affair. In a paper presented to the Sixth UK
Conference on Computers and Writing, Mark Torrance discussed
the writing strategies of research students in the social sciences
and identified three distinct groups (Torrance et al 1993). In
comparison with the "planners" and "revisers" described above,
the "mixed strategy" writer not only plans before starting to write
but also revises extensively. In the ensuing debate however, it
was pointed out that given the statistical methods used to place
writers into the categories, the categorices were self-defining.

Establishing a polar taxonomy of writing behaviour is even
more problematic. Following Wason and Odell, who both advocate
writing without a plan as a means of discovering ideas about a
subject (Wason 1980, Odell 1980), Galbraith goes further and
claims to have confirmed experimentally that discovery through
writing "is a consequence of the spontancous spelling-out of ideas
in continuous prose" (Galbraith 1991, p.151). le contrasts this
"romantic" view with the "classical" view, which asserts that
"discovery is a consequence of planned rhetorical organisation”
(Galbraith 1991, p.151). In rclation to the two breeds of writer,
thg classical view maintains that the planner will discover new
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ideas, whereas the romantic view claims that the writer without a
plan will discover new ideas. To select the two groups of subjects
for his experiment, Galbraith has to find a way of placing writers
into one of the two categories. An initial attempt to do this based
on their writing strategies is abandoned because of "large
individual differences in the strategies they actually employed"
(Galbraith 1991, p.153). The two groups are then selected using a
questionnaire developed by social psychologists to measure
differences in self-monitoring (the ability to present ourselves to
others in order to create a desired effect). Galbraith makes the
assumption that subjects rated as high and low self-monitors
based on the results of this questionnaire can also be classed as
planners and non-planners in terms of their writing behaviour -
the grounds for making such an assumption are omitted from his

argument.

The above research into writing behaviour explores
academic writing, and the subjects of the experiments are often
research students writing essays or theses. Are there any
similarities between academic writing and fiction? Is the process
of writing a thesis, for example, fundamentally different from the
process of writing a novel, or do the above observations on
writing behaviour apply equally to "creative" writing?

Evidence for poles of behaviour in the writing of fiction can
be found in the anecdotes of professional writers. Josephine Hart's
description of writing seemingly places her in the category of
"planners”, while Hilary Mantel's methods might place her at the
other extreme in the category of "discoverers". Hart claims she
has four novels completed in her head (Hart 1993, p.209), while

Mantel writes:

"When [ am putting a book together my aim is never to
think about plot, to think even less about structure. [ like to
let these things sort themselves out..."

(Mantel 1993, p.39)

In the literature however, the notion of "planning" either
refers to a mental process of reflective thinking (Burtis, Bereiter,
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Scardamalia & Tetroe 1983, Haas 1989, Schilperoord 1994), or
suggests the externalisation of ideas into some form of physical
representation such as notes, diagrams, sketches or outlines
(Sharples & Pemberton 1992, Galbraith 1991, Galbraith & Reed
1994). In Josephine Hart's case, the conceptual process that we
have translated as "planning" is more akin to daydreaming or
using the imagination than to reflective thinking; moreover, her
account of completing a novel mentally does not suggest any
physical representations. Only one writer in Boylan's collection of
essays explicitly mentions starting a story with an outline, and in
that case, "once a character gets going they push it off in their own
direction” (Moggach 1993, p.135). Although some writers have a
notion that plot is necessary (Highsmith 1993, Davies 1993,
Mortimer 1993), a greater number would agree with Moggach's
notion of a character as the "driver" of the imagination. If we
assume that a "plan" for writing fiction might be the outline of a
plot, then a translation of the division into "planners" and
"discoverers" would consist of writers who start with a plot
outline, and writers who work without a plot and allow the
imagined lives of their characters to lead the story. Most fiction
writers in Boylan's collection would then be located in the latter

category.

But, as Josephine Hart's anecdotes indicate, a "plan" for a
piece of fiction does not have to be realised through external
representations but can be formulated in the mind. Scenes can be
visualised, stored in memory and described at a later date. Hence,
writing fiction with a "plan” could be understood as starting with a
plot outline, or with some sort of visualisation that is not
necessarily externalised. The category of "planners" therefore
contains writers who might find themselves at opposite ends of
the Platonic spectrum of inspiration.

[s the notion of "discovery" relevant to the writing of
fiction? In the experiment mentioned above (Galbraith 1991),
Galbraith measures "discovery"” by asking his subjects to rate the
depth of their knowledge about a specific topic before and after
writing an essay. An advocate of "teaching writing by lezu,hlng
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the process of discovery", Odell (1980) suggests techniques that
are derived from Aristotelian exercises in logic; although these
techniques may be appropriate for developing arguments, they do
not seem to be relevant to the writing of fiction. The notion of
"discovery through writing" that is advocated by Wason (1980),
Odell (1980) and Galbraith (1991) assumes a particular genre of
writing and argues that thinking can be clarified through the
"spontaneous spelling-out of ideas in continuous prose" (Galbraith
1991, p.151).2

Yet some fiction writers claim that their work is more a
result of thinking through ideas rather than a product of the
imagination. Hilary Mantel confesses:

"I don't think I have much imagination. What talent I have
is for seeing the connections between things, and in finding
a dramatic form for abstract ideas. It seems to me that my
books are ideas-driven..."

(Mantel 1993, p.37)

We labelled Hilary Mantel as a "discoverer" above in contrasting
her method of writing with Josephine Hart's. Pinned at random on
a notice-board, Mantel's index cards of words, phrases and ideas
accumulate "until one day I see a sequence, a logic, begin to
emerge" (Mantel 1993, p.40). Mantel's discovery of a structure for
her novel would appear to be an example of the clarification of
thought which, according to the romantic view, only arises
through writing without an initial plan. She also discovers <ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>