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Abstract—In the realm of wireless media, transmitting images
is not without its risks, as eavesdroppers could potentially
intercept and strive to retrieve images that are being sent. The
study introduces a secure image cooperative transmission over a
Rayleigh fading channel. In this setup, a user named Alice (A)
sends an image with great resolution to another user, Bob (B),
with the assistance of a relay, (R), while an eavesdropper, Eve
(E), might be trying to listen in. To save transmission bandwidth,
A reduces the size of the original high-resolution images. B then
applies image super-resolution techniques to recreate the quality
of high-resolution images from these downscaled versions. The
security of the image is protected over wireless communication
by using Random Linear Network Coding (RLNC) at both A
and R to conceal the image into a reference image from the
shared image datastore. The simulation shows that SCR (Secure
Image Cooperative Relaying) yields a markedly improved output
at B compared to E due to E’s lack of knowledge regarding the
coefficient matrices and reference images employed at A and R.
Additionally, relay selection strategies can be applied to enhance
SCR’s functionality.

Index Terms—Image communication, Deep learning, ISR,
RLNC, Cooperative communication, Decode and forward, Relay
selection.

I. INTRODUCTION

Many wireless network architectures have incorporated co-
operative interactions, where relay nodes can be utilized for
boosting system throughput and network coverage while also
enhancing the quality of the signal and increasing gains in
spatial diversity [1], [2]. In various relay networks, it is crucial
to consider relay selection mechanisms to enhance network
performance. A variety of relay selection techniques have been
explored, aiming to improve various aspects such as reliability,
efficiency, and overall throughput of the network. In [3], [4],
the opportunistic relay selection approach is based on the in-
stantaneous channel’s measurements. Other selection schemes
follow the threshold requirements of channels [5], where relays
are chosen when they meet the necessary threshold. Adaptive
relay selection techniques involve choosing a relay only when
the connection between the source and destination weakens
due to channel fluctuations [6].

Network coding (NC) has been applied to wireless com-
munications, and a number of NC-based protocols have been
developed for popular relay channel types, including broadcast

channels [7], multicast channels [8], and relay-assisted bidi-
rectional channels [9]. Furthermore, by restricting the degrees
of freedom (decoding skills) that eavesdropper(s) can access,
Random Linear NC (RLNC) can safeguard the connection
[10].

Graphic language is ubiquitous in daily life, and one of
the numerous scientific challenges is ensuring the security
and quality of high-resolution image transmission across a
lossy, bandwidth-limited wireless channel. Conventionally, the
combined source and channel coding technique for image
transmission was investigated in [11], [12]. In recent years,
the process known as ISR (Image Super-Resolution) [13],
[14], which uses deep learning techniques to generate one or
more high-resolution images from one or more low-resolution
observations, has attracted significant interest from scholars
due to its superior performance.

Cryptography and information concealment are the two
primary types of image security approaches for ensuring
image privacy. Cryptography requires extensive computation,
and some encryption methods have been studied in [15].
There are two types of information concealment techniques:
steganography and watermarking, which limit the amount of
hidden secret information but are less complex than encryption
techniques [16].

In this paper, we extend the secure image cooperative
transmission protocol from [17], which only considers an
AWGN channel and a single relay, to include an opportunistic
relay selection mechanism based on the optimal end-to-end
path criterion [3], [4] for the flat Rayleigh fading channel.

The document’s remaining sections are organized as fol-
lows: The multi-relay cooperative network under considera-
tion, with DF relaying and relay selection, is described in
Section II. We describe secure image cooperative transmission
with relay selection in Section III. Section IV presents the
simulation results and discussion. Section V concludes the
paper.

II. SYSTEM MODEL

As indicated in Fig. 1, the components of the system model
include one source (A), one destination (B), one passive
eavesdropper (E), and M relays (Rk, where k ∈ 1, 2, . . . ,M ).



Each node is equipped with a single antenna and is located
at (xZ, yZ), where Z ∈ A,R,B, E . Independent identically
distributed flat Rayleigh fading channels are used to model
the channels between two nodes, and additive white Gaussian
noise (AWGN) is present at the receiving nodes. Due to the
half-duplex nature of the relays, two time periods are involved
in the transmission of information. A uses the first time period
to broadcast its message. In the second period, one relay, Rm

(m ∈ 1, 2, . . . ,M ), is selected to decode the received signal,
reprocess it, and retransmit it to B. The instantaneous SNR
or channel state information (CSI) of each hop is used by
relay selection algorithms. Let us denote γARm

and γRmB as
the instantaneous SNR of the A−Rm and Rm − B links,
respectively. The relay that was chosen based on criterion of
[3], [4], the best path connecting between A and B, can be
written as

Rb = argmax
Rm

{min (γARm
, γRmB)} (1)

where Rb is the selected Relay and b ∈ 1, 2, ...,M . We assume
that all relays are situated in close proximity to one another
(optimal clustering) [18]. Compared to the distance between
the relays and the nodes A, B, and E , the distance between
any two relays is insignificant. Therefore, the selected relay
among them is located at (xR, yR). In the following section,
the chosen relay based on Eq. (1) will simply be referred to
as “Relay” and denoted as R instead of Rb for simplicity.

Fig. 1. System model of secure image communications in DF Relay Selection.

III. SECURE IMAGE COOPERATIVE TRANSMISSION WITH
RELAY SELECTION

This study uses the same secure cooperative relaying pro-
tocol for image super-resolution protocol as that described in
[17] with the impact of Rayleigh fading and relay selection
scheme.

In the first time slot, A downscales the original HR (High
Resolution) image, I(HR)

A of size P ×Q×3, into an LR (Low
Resolution) version, I(LR)

A of size P ′ ×Q′ × 3, using bicubic
interpolation to reduce the amount of transmission bandwidth
required, where ϵ is a scaling factor, P ′ = ⌈P/ϵ⌉ and Q′ =

⌈Q/ϵ⌉. I(LR)
A is encoded using RLNC for security reasons by

combining the LR picture with the reference image, I(ref)A ,
which is randomly selected from the common image datastore,
Q, the image that has been encoded at A, can be obtained by

I
(enc)
A = RA,1 ◦ I(LR)

A +RA,2 ◦ I(ref)A , (2)

where RA,i, i ∈ {1, 2}, of size P ′×Q′×3 are RLNC matrix
coefficients at A, and ◦ indicates the Hadamard product, or
element-wise multiplication, of two matrices. I(enc)A is trans-
formed into a binary stream and then various signal processing
techniques, such as channel coding, digital modulation are
applied to transmit over Rayleigh fading channel. Let sA
denotes modulated symbol at A, the received signal at R,
B and E in first period of time can be written as

r
(1)
R =

hARsA

dβAR
+ n

(1)
R (3)

r
(1)
B =

hABsA

dβAB
+ n

(1)
B (4)

where hAZ , dAZ with Z ∈ {R,B, E} are Rayleigh fading
channel gain distance between A and Z , respecxtively. β is a
factor of path loss. AWGN noise with zero mean and variation
of σ2

Z,1 at Z is represented by n
(1)
Z . The received signal at

selected relay R as Eq.(3) is applied signal processing such
as equalization, digital demodulation and channel decoding to
recover the transmitted binary stream from A. The recovered
binary stream is then convert to image format and use the
pretrained DnCNN network [19], a deep neural network, to
minimize noise of the image. Let Ī

(1)
R represents the image

that has been denoised at R. Chosen Relay may estimate the
original LR image, I(ref)A , using the Eq.(5) with the help of
A’s shared reference picture, I(ref)A , and the RLNC coefficient
matrices, RA,1 and RA,2

Î
(1)
R =

(
Ī
(1)
R −RA,2 ◦R(ref)

A

)
⊘RA,1, (5)

where ⊘ represents division of two matrices element by ele-
ment. During the second time slot, R uses the same reference
picture, I(ref)A , and random coefficient matrices, RA,k, k ∈ {1,
2} of RLNC that is used at R, so that we can apply the
diversity receiving techniques such as MRC, EGC, SC B at
in the second time slot. Noted that, a reference photo and
random coefficient matrix RLNC is used at R can be different
from which used at A, this case will be investigated in another
article. The image encoded with RLNC can have the following
expression

I
(enc)
R = RA,1 ◦ Î(1)R +RA,2 ◦ I(ref)A , (6)

Before being sent over a fading channel, the RLNC-encoded
image, I(enc)R , is processed in the same way as at A, includ-
ing being converted to binary stream, channel encoded, and
modulated. Let sR be modulated symbol that transmits to B
and being eavesdropped by E in the second time period. The
signal that was received at B and E can be expressed as

r
(2)
B =

hRBsR

dβRB
+ n

(2)
B (7)



r
(2)
E =

hREsR

dβRE
+ n

(2)
E (8)

For SDT (Secure Direct Transmission) protocol, B receives
signal in Eq.(4) will use ZF (Zero Forcing) equalization,
demodulation and channel decoding via Viterbi algorithms to
recover the transmitted binary stream from A. After that, it
is converted to image format then denoised by DnCNN [19].
The estimated original LR image at B, Î(1)B , can be expressed
as

Î
(1)
B =

(
Ī
(1)
B −RA,2 ◦ I(ref)A

)
⊘RA,1, (9)

where Ī(1) is the estimated image following denoising. Fol-
lowing RLNC-decoding, by Using the freely accessible IAPR
TC-12 Benchmark [20] data sets as training data, B employs
the VDSR ISR architecture [13] to recover the whole pixel
count of the original HR image. The HR image that B receives
in the initial time slot can be acquired as

Î
(HR,1)
B = ∇ϵ(Î

(1)
B ), (10)

here, the ISR algorithm to reconstruct the HR pictures with
scaling factor ϵ is represented by the symbol ∇ϵ(·).

For SRT (Secure Relaying Transmission) protocol, B re-
ceives signal in Eq.(4) and Eq.(7) will apply the diversity
receiving schemes. The equalization of MRC, EGC, and SC
can be stated as

r̂
(2)
B.MRC = h∗

ABr
(1)
B + h∗

RBr
(2)
B (11)

r̂
(2)
B.EGC = e−j∠hABr

(1)
B + e−j∠hRBr

(2)
B (12)

r̂
(2)
B =

{
h−1
ABr

(1)
B if γ

(1)
B > γ

(2)
B

h−1
RBr

(2)
B if γ

(2)
B > γ

(1)
B

(13)

where instantaneous SNRs for the A− B and R− B channels
are denoted by γ

(1)
B and γ

(2)
B , respectively. Following their

equalization, the signals will be modulated, channel decoded
(using the Viterbi Algorithm), and formatted as an estimated
image. DnCNN network [19] is used to denoise the estimated
image, resulting in Ī

(2)
B . B can use the RLNC method to

retrieve the LR image that was transmitted from Relay.

Î
(2)
B =

(
Ī
(2)
B −RA,2 ◦ I(ref)A

)
⊘RA,1. (14)

B uses an VDSR framework [13] to transform an LR received
image into an HR original image

Î
(HR,2)
B = ∇ϵ(Î

(2)
B ). (15)

For SCR (Secure Cooperative Relaying) protocol, B over-
lays Î

(HR,1)
B in Eq.(10) and Î

(HR,2)
B in Eq.(15) to create a

blended image, merging the pictures that were recovered from
the two time periods.

Î
(HR)
B = α1Î

(HR,1)
B + α2Î

(HR,2)
B , (16)

The fraction of the i-th HR picture in the merging image is
shown by αi where i is among {1, 2}. Which is also called
Alpha blending factor [21].

The processing procedure at E is the same those at B in
both time slots. The only difference is A and R do not share
the reference image and RLNC matrix to E . In order to decode
the original picture in the first and second time slots, E tries
to estimate the reference image, or Î

(ref)
A , and the RLNC

coefficient matrices, or {R̂A,1, R̂A,2}. The encoded-RLNC
images will be

Î
(1)
E =

(
Ī
(1)
E − R̂A,2 ◦ Î(ref)A

)
⊘ R̂A,1, (17)

Î
(2)
E =

(
Ī
(2)
E − R̂R,2 ◦ Î(ref)R

)
⊘ R̂R,1. (18)

where the denoised images for the first and second time slots,
respectively, are marked by Ī

(1)
E and Ī

(2)
E . Next, in the i-th time

slot, where i ∈ {1, 2}, E uses VDSR ISR [13] to recover the
entire extent of the HR original picture, as

Î
(HR,i)
E = ∇ϵ(Î

(i)
E ). (19)

Consequently, the image that was obtained from both time
periods are blended in a similar way at E .

Î
(HR)
E = α̂1Î

(HR,1)
E + α̂2Î

(HR,2)
E , (20)

where α̂i, i ∈ {1, 2}, represents the estimated Alpha blending
fraction of the i-th HR image in the composite image at E .

IV. SIMULATION RESULTS

The performance of the proposed approach is assessed
using two performance metrics: the peak signal-to-noise ra-
tio (PSNR) [22] and the structural similarity index measure
(SSIM) [23].

In this simulation, MATLAB is utilized for both training
and validation. The VDSR ISR [13] is trained using 20,000
naturally occurring static images from the IAPR TC-12 bench-
mark [20]. The network consists of 20 convolutional layers,
with 64 patches per image, and an image patch size of 41
x 41. The image input layer has 64 3-by-3 filters and the
penultimate layer is a convolutional layer with a single 3-
by-3-by-64 filter. The middle layers consist of 18 alternating
convolutional and rectified linear unit (ReLU) layers. The final
layer calculates the mean square error between the residual
image and network prediction. Stochastic gradient descent
with momentum optimization is used to train the VDSR ISR
network, with the following hyperparameters: The L2-norm
method enables gradient clipping with a gradient threshold
of 0.01. Starting at 0.1, the learning rate is reduced by a
factor of 10 every 10 epochs, with a maximum of 100 epochs.
The momentum value is set to 0.9. The validation method
uses 20 of the unedited images in Fig.2, obtained using
MATLAB’s Image Processing Toolbox. In this simulation, the
Rayleigh fading channel is employed. BPSK modulation and
convolutional coding with generators [111; 101] are used. The
following node locations are evaluated: B is at (0, 3), and A is
at (0, 0). R and E are positioned in the middle, at (1.6, 1) and
(1.4,−1), respectively. The path loss factor, β, is 2. B must
be aware of the elements of the RLNC matrices, which range
from [0.3, 0.5] for A and R to encode. The reference image



used at A and R is identical to image number 17 in Fig.2,
while image number 13 is considered the estimated reference
image at E .

Fig. 2. Images for testing and validation of Proposed Protocol.

Fig. 3 and Fig. 4 show the PSNR and SSIM simulation
results as a function of SNR (dB) in Rayleigh fading with
a downscale factor of 10 (ϵ = 10, meaning the transmission
bandwidth is reduced by 10 times). The intersection of SRT
and SDT is divided into two ranges (which depend on the posi-
tion of the relay and will be examined in another article) called
LR-SNR (Low Range SNR, i.e., below approximately 27 dB)
and HR-SNR (High Range SNR, i.e., beyond approximately
27 dB). In the LR-SNR area, SRT performs better than SDT
due to the help of the relay node in a high-noise environment.
Overall, SCR outperforms both SRT and SDT. SCR is slightly
better than SRT and significantly better than SDT in LR-SNR,
while in HR-SNR, SCR is far superior to SRT and slightly
better than SDT. E’s recovery performance is extremely low
compared to SCR, SRT, and SDT (below approximately 9-10
dB for PSNR and 25-35% for SSIM), which implies that E
won’t be able to retrieve the image A intended to send to B.
To improve SCR’s performance, the number of relays can be
increased. Fig.3 and Fig.4 demonstrate that by increasing the
number of relays from 1 to 5 and 9, SCR is improved by
approximately 0.2 and 0.4 dB for PSNR, and by 2.5% and
5% for SSIM.

V. CONCLUSIONS

In this paper, we have constructed a protocol for secure
image cooperative communications in Rayleigh fading, where
A wants to safely transfer HR images to B across two hops
with the assistance of a relay. RLNC has been utilized at A
and R (for security purposes) to prevent Eve from accessing
the original image. The HR images at B are recovered from
their LR equivalents using ISR. A downscaled the images (to
save transmission bandwidth) before transferring them to B
and R. Simulation results have demonstrated that E’s recovery

Fig. 3. PSNR with different Relay Selection.

Fig. 4. SSIM with with different Relay Selection.

performance is significantly poor compared to that of SCR,
SRT, and SDT. By utilizing relay selection strategies, we can
improve SCR performance over the fading channel.
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