
























































































































































































































































































































































































Chapter 5 Task-based Visualisation System Development for Multi-<i imensional Medical Data 

module. In the current system, EIT data is processed by SPM in this module. The 

registration module can also be called from this module. 
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Figure 5.6 Orthogonal display of a direct comparative task 

In the visualisation module, four main display methods are provided: 2D orthogonal 

display, 2D matrix display, 3D isosurface display, and 3D volume display. 2D 

orthogonal display visualises three orthogonal slices crossed at a selected voxel in one 

view (as illustrated in figure 5.6). In 2D matrix display, each elementary image within 

the 'matrix' presents information for a 2D slice, plus the two dimensions provided by 

'matrix', theoretically, this method is able to visualise a 4D dataset in one view. Figure 

5.7 shows an example of the 2D matrix display. The 3D isosurface display in EIT5DVis 

combines isosurfaces and isocaps: isosurfaces are constructed by creating a surface 

within a volume dataset that has the same value; isocaps are used along with isosurface 

to show inside slices of a volume. By default, EIT5DVis creates an isosurface 

corresponding to brain outline. Figure 5.8 presents a 3D isosurface visualisation example. 

The 3D volume display in EIT5DVis is realized by VTK. VTK provides three main 

volume rendering techniques: ray casting, 2D texture mapping, and support for 
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VolumePro vo lume rendering hardware. The 3D volume rendering presented in figure 

5.9 is resulted by making use of the volumetric ray casting function in VTK . 
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Figure 5.7 2D matrix display of a direct lookup task 
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Figure 5.8 3D surface display of a direct lookup task 
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Figure 5.9 3D volume display of a direct lookup task 

Task-based subsets, which include target subsets and target-constraint subsets, usually 

have fewer dimensions than the whole dataset However, for some tasks, even their 

target subsets have same dimensions as the whole dataset A integrated task-based 

visualisation system should be able to deal with these situations. In EIT5DVis system, 

the animation and navigation module is developed to visualise subsets of more than 

four-dimensions and enable browsing of the whole dataset In other words, the display 

methods involved in the visualisation module show four dimensions in one view at most, 

animation can be used to present information along another dimension beside those 

dimensions which have been displayed in the view. For 2D orthogonal display and 3D 

surface display, navigation can be conducted along all the five dimensions. For 2D 

matrix display and 3D volume display, user can navigate the view along time and 

frequency dimensions. Alternatively, animation can be used as an automatic navigation 

along a selected dimension. 
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5.5.2 Visualisation Examples Using EIT5DVis 

This section attempts to explain how EITSDVis works with some concrete visualisation 

tasks. It would be ideal if a SD clinical brain EIT dataset is available for this illustration. 

Unfortunately, only a set of 4D clinical brain EIT datasets obtained in visual stimulation 

experiments is accessible for this research currently. Instead of creating some simulated 

SD brain EIT datasets, these 4D EIT datasets corresponding to different subjects are 

treated as a SD dataset collected from one subject at different frequency within a time 

interval. More details about the 4D clinical brain EIT datasets can be found in section 

3.4.2. 
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Figure 5.10 2D orthogonal display ofthe result for question 5_1 

There are a range of tasks that can be addressed in EITSDVis, whose complexity is 

roughly determined by where they are drawn from on the scale of searching leve l. For 

example let us take the ftrst question listed in this chapter as an example: 

- 179 -



Chapter 5 Task-based Visualisation System Development for Multi-dimensional \1edical Data 

Question 5_1: "At a given point position, say(x\, y\, z\), how did the impedance 

change along the time course under different frequencies?" 

This question is a direct lookup task. Figure 5.10 illustrates a 2D orthogonal display of 

result for this question. 

Obviously a comprehensive visualisation system would include implementation of all 

tasks from all searching levels in the derived task typology model. However the 

complete implementation of the system is beyond the scope of this thesis. Rather the 

feasibility of the methodology will be demonstrated by investigating three complex 

inverse example questions. For the visualisation of a 5D brain EIT dataset collected in 

visual stimulation experiments, one of the most interesting questions is: 

Question 5_17: "Which part of the brain is activated under the visual 

stimulation ?" 

The expected answer to this question is to display the activated regions. In order to 

process this question in EIT5DVis, the first phase is to formulate the question. The target 

of question 5_17 is Location, which is a reference according to the data model for a 5D 

EIT dataset given in formula (5.10) in section 5.3.4.1. Thus question 5_17 is a inverse 

task. This task considers action inside the brain along the whole experiment time interval 

and the whole frequency range instead of at a certain time point or under a certain 

frequency, so the searching level for time and frequency are synoptic. Also, the target 

locations for this task are 3D regions rather than isolated spatial points, so the reference 

location is at the synoptic level as well. Put them together, this task is on level H as 

defmed in table 5.1: synoptic location, synoptic time and synoptic frequency. Relations 

concerned in this question are between references (location) and attribute (impedance), 

so searching mode of this task is lookup. Table 5.3 summaries the task type of question 

5_17. 
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Table 5.3: Task type of question 5_17 

Task dimension Value 

Searching level Synoptic location, synoptic time and synoptic frequency 

Searching mode Lookup 

Searching direction Inverse 

After the specification of task type, the next step in task definition stage is to set the 

target and constraints. Obviously, the target of question 5_17 is Location. There are 

three constraints in this question: the first one sets the synoptic Time as the whole 

experimental time interval, the second one restricts the synoptic Frequency to the whole 

frequency range in the experiment. The third constraint limits the value of impedance. In 

the original question, the third constraint is just mentioned as 'activated', and no further 

information about 'activated' is given. So it is not possible to defme the impedance 

change pattern in an 'activated' region directly. However, those activations are caused 

by visual stimulations in the experiments and should react to the changes in stimulation. 

So the on and off pattern of visual stimulation is used as a constraint for impedance 

change pattern in this task. Specifically, matrix P in formula (5.13) is entered in the 
, 

editable textbox to set the constraint to impedance change pattern (as shown in figure 

5.11). 

0 0 0 0 0 0 1 1 1 0 0 0 0 0 0 

0 0 0 0 0 0 1 1 1 0 0 0 0 0 0 

0 0 0 0 0 0 1 1 1 0 0 0 0 0 0 

0 0 0 0 0 0 1 1 1 0 0 0 0 0 0 

0 0 0 0 0 0 1 1 1 0 0 0 0 0 0 

0 0 0 0 0 0 1 1 1 0 0 0 0 0 0 

0 0 0 0 0 0 1 1 1 0 0 0 0 0 0 
(5.13) 

P= 0 0 0 0 0 0 0 1 1 1 0 0 0 0 0 

0 0 0 0 0 0 1 1 1 0 0 0 0 0 0 

0 0 0 0 0 0 1 1 1 0 0 0 0 0 0 

0 0 0 0 0 0 1 1 1 0 0 0 0 0 0 

0 0 0 0 0 0 1 1 1 0 0 0 0 0 0 

0 0 0 0 0 0 1 1 1 0 0 0 0 0 0 

0 0 0 0 0 0 1 0 0 0 0 0 0 
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In the matrix P , "0" denotes that no visual stimulation is presented, " 1" indicates that 

visual stimulation is presented. Each column of this matrix represents a sample time 

point, and each row corresponds to a different frequency. As mentioned in section 3.4.2, 

the visual stimulation experiment lasted 6min and 15sec with a scalp impedance dataset 

acquired every 25sec, and the visual stimulus was presented after the sixth sample time 

point for 75sec in each experiment. So the visual stimulus accross the experiment time 

can be represented with six '0', following three' 1 " and then six '0'. Impedance values 

under different frequency are measured simultaneously, which means the visual stimulus 

is the same for each frequency. So same values appear on each row of matrix P . 
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Figure 5.11 Task specification for the question 5_17 

After task formulation, EIT5DVis calls the appropriate algorithm included in the task 

analysis module to process the task. For question 5_17, SPM is called to address the 

target location. Details about how SPM works with EIT dataset have been presented in 

Chapter 3. For this question, the target subset is 3D, and the target-constraint ubset i 
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SD. So the target subset is adopted in the fmal visualisation. Figure 5.12 shows a 2D 

orthogonal display of the target subset, where locations activated under visual 

stimulation are presented with colour, and impedance in other parts of the brain are 

displayed in grey scale. 
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Figure 5.12 2D orthogonal display of the result for question 5_17 

After the solution of question S _17, another question may be presented subsequently: 

Question S _18: "If the region of the brain activated under visual stimulation is 

in the visual cortex?" 

This question can be treated as a comparison task. However, as we know, EIT imaging 

data contain little anatomical information. It is difficult to recognise the visual cortex 

within EIT data. Therefore, it is better to process question 5_18 in two steps instead of as 

a simple comparison task: first, question S _17 is processed as a subtask for question 

S _18, then the target subset and the EIT dataset for question 5_17 are registered to a 

MRl dataset with the scheme proposed in chapter 4, and the final visualisation combine 

the registered target subset, the registered EIT dataset, and the MRI dataset. Figure 5.13 

present a 2D orthogonal display of the target subset in the anatomical contours provided 
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by MRl dataset, where locations activated under visual stimulation are presented with 

color, and impedance in other parts of the brain are displayed in grey scale. 

10 

Figure 5.13 2D orthogonal display of the result for question 5_18 

As pointed out in section 5.3.1.3, diverse relations can potentially exist in tasks. Apart 

from the commonest same/different relation, Boolean spatial operators as used in 

Constructive Solid Geometry (CSG), such as union, intersection and difference, 

commonly appears in tasks as well. Question 5_19 is a task involving a relation in the 

form of a CSG operation. 

Question 5 19: "For two specified frequencies, supposing Ll and L2 are the 

parts of brain activated under visual stimulation under these two frequency separately, 

then how is the union and intersection result of Ll and L2 ?" 

Question 5_19 is an inverse companson task. According to section 5.3.2, inverse 

comparison tasks can be formed with "inverse lookup" subtasks and subtasks to"identify 

relations existing between two specified references". Actually, the inverse lookup 

subtasks contained in this question are similar to question 5_14. So same method can be 

adopted to deal with these "inverse lookup" subtasks for question 5_19. Figure 5.14 

visualises the result for those "inverse lookup" subtasks and question 5_ 19. 
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(a) (b) 

(c) (d) 

(e) (f) 

Figure 5.14 3D volume display ofthe result for question 5_19 

Image (a) and (b) show volume rendering of the activated regions detected under 

two specified frequencies respectively; Images (c) and (d) display the activated 

regions included in (a) and (b) simultaneously from different viewing positions; 

Image (e) and (f) present the union and intersection of the activated regions 

detected under two specified frequencies. 

5.5.3 Evaluation and Discussion 

The EIT5DVis prototype system provides various display methods to visualisation 50 

brain EIT dataset according to the users ' requirements. Users can navigate in multi-
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dimensional dataset freely. The EIT5DVis prototype system also presents some new 

ways to visualise EIT data. The major goal of EIT5DVis is to demonstrate the feasibility 

of the proposed system development methodology for multi-dimensional medical data 

rather than providing a comprehensive software tool. Naturally some analysis or display 

methods involved in other visualisation systems may not be included in the current 

version. However, given the modular structure of EIT5DVis, it is not difficult to extend 

the system and incorporate more analysis and display approaches. 

To further evaluate the EIT5DVis system, an informal interview was conducted with a 

senior researcher in the EIT imaging area, three research associates from other medical 

imaging fields, one researcher in data mining, and one from computer science. Because 

EIT has not been used routinely in clinical use, no clinical competent reviewer is 

available at this moment. The main aspects to be examined in this interview include 

completeness of the task typology model, utility of the task defmition interface, and 

general impression of the EIT5DVis system. 

One aim of the EIT5DVis system is to describe questions which people may put forward 

and address the questions properly. During the interview, an introduction to the derived 

task typology model is given. The following question was asked of the respondents both 

before and after the introduction: "if you are visualising a 5D EIT dataset, what would 

be the question that most concerned to you?". It is interesting to notice that, before the 

introduction, most respondents proposed questions belonging to direct lookup tasks, this 

happened even for the senior researcher in EIT. However, after the introduction, many 

respondents changed their responses putting more inverse searching tasks and rating 

them of higher interest. This phenomenon suggested that, given the task typology model, 

some important while not intuitive tasks can be identified by the user. When using the 

EIT5DVis system, questions asked commonly by respondents included "identify any 

disorder and abnormalities correctly", "seeing enough information at once", "showing an 

overview which will provide general information about the dataset", etc. Almost all the 
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respondents concluded that the system is able to address their question satisfied, and the 

task typology model is able to cover all the questions they can construct. 

The task specifying interface of EIT5DVis is constructed according to the derived task 

typology model. It looks different from interfaces used in common visualisation systems. 

The utility of this task defmition interface is another aspect to be examined through the 

investigation. As expected when respondents tested the system without any instruction, 

they can formulate direct searching task and control the range of reference variables 

easily, but were seldom aware other features provided by the system. After some 

introductions and demonstrations, respondents are able to defme different type of tasks 

through the interface. On the whole, most respondents graded the task definition 

interface as user-friendly, although some of them thought that the approach for 

impedance feature setting is not in a satisfactory format: although the task specification 

interface in EIT5DVis is untypical of image processing systems, it was not difficult for 

users to learn how to master it, given reasonable help information and examples. 

On the question of the most useful feature provided by the EIT5DVis system, a variety 

of feedback was given by the respondents, partially because of their different research 

backgrounds. For example, some of them think the mUltiple viewing formats and choice 

of animation dimension is quite attractive; some took the analysis function imported 

from SPM as his/her favourite; some prefer the anatomical information provided by the 

registered display; and others put the task-based subset selection to reduce the 

visualisation complexity as the best feature. 

Some useful suggestions on how to improve EIT5DVis system were also obtained 

through the interview. For example, to include more examples in the system, to provide 

some help document, to enhance the user interface, to enable the simultaneous animation 

for both sets in a comparison window, etc. 
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Combining the developer's self evaluation and analysis of the interview results, it is 

reasonable to conclude that, as a fITst trail to visualise 5D medical imaging data, 

EIT5DVis fulfils its main goal, although there are some points to be improved. 

5.6 Conclusion 

This chapter studied the last objective of this research: To derive a system development 

methodology for the visualisation of multi-dimensional medical images, and construct a 

prototype visualisation system for five-dimensional brain EIT datasets. Because of the 

specific features included in medical image data, showing subset of a dataset seems to be 

the best way among general approaches to visualise multi-dimensional medical image 

data. The most important step in subset-based visualisation is to select subsets properly. 

A task-based subset definition scheme is proposed in this chapter first. Then a task 

typology model is derived to support the task exploration for medical image data. Next, 

a task-based visualisation system development methodology is proposed. Finally, 

following the proposed methodology, a prototype visualisation system named EIT5DVis 

is developed for the 5D brain EIT data. 

,Up to now, all the three objectives of this research have been fulfilled. The next chapter 

is a summary of this work, which concludes the achievements made in this research and 

proposes some objectives for future work. 
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Chapter 6 Conclusions and Future Work 

6.1 Conclusions on Current Work 

With the development of new medical imaging technology, more accurate and complex 

information can be detected. Sequentially, datasets with multiple dimensions are needed 

to present the information. Visualisation of these multi-dimensional datasets, which is 

vital for medical research and clinical understanding, presents a big challenge for 

researchers. This is due to the use of multi-dimensional visualisation methods and 

dimension reduction methods for dataset from other fields are not suitable for medical 

image datasets. The work presented in this thesis is a new method of visualising multi­

dimensional medical images datasets. The application is demonstrated using EIT images 

of the human brain function. The main contributions made in this research are: 

• A new scheme for the processing of four-dimensional temporal-spatial brain EIT 

data with SPM is proposed. (Chapter 3) 

• First demonstration of the feasibility to process brain EIT data with SPM according 

to the proposed scheme by using simulated brain EIT imaging data. (Chapter 3) 
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• First applying SPM to locate the ROl in human brain ElT data obtained under visual 

stimulation, and the experimental results proves that it is reasonable to use the 

balloon hemodynamic change model to simulate the impedance change during brain 

function activity. (Chapter 3) 

• A new landmark-based registration scheme is developed to register brain EIT images 

with standard anatomical brain data. (Chapter 4) 

• Experimental results are presented to validate the registration scheme by registering 

a brain EIT dataset with a Montreal BrainWeb MRI brain reference dataset. (Chapter 

4) 

• A novel task typology model is derived for task exploration in multi-dimensional 

medical image visualisation. (Chapter 5) 

• A new task-based system development methodology is proposed for the visualisation 

of multi-dimensional medical images. (Chapter 5) 

• A prototype visualisation system, named EIT5DVis, is developed and evaluated for 

the visualisation of five-dimensional brain EIT dataset. (Chapter 5) 

6.2 Future Work 

As a result of this research, several questions have arisen which justify further work. 

Some of them are described below. 

• Extending the statistical process to five-dimensional EIT datasets 
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Currently, the SPM based statistical process scheme has been proposed for four­

dimensional spatial-temporal brain EIT images. Five-dimensional spectral-temporal­

spatial EIT datasets have to be processed frequency by frequency with this scheme. 

Future work can extend this scheme to deal with 5D EIT dataset obtained under different 

frequency simultaneously (as a whole). 

• Combining theoretical generation with practical investigation for task exploration in 

EIT image visualisation 

Considering the circumstance that EIT has not been used clinically and few experts in 

EIT area is available, the derived task typology model has been used to reveal potential 

tasks for 5D EIT dataset visualisation presently. Once EIT is used clinically, more 

experts in EIT research and application area will be available; it would be desirable to 

reveal potential visualisation tasks by combining practical task investigation with 

theoretical task generation. The combined approach can prompt the refinement of task 

defmition interface; highlight important tasks in the system, etc. 

• Registering EIT imaging data with functional imaging data and visualising the multi­

dimensional multi-variate medical data 

To compensate the poor spatial resolution of EIT imaging, EIT data is registered with 

anatomical imaging data in this research. That anatomical information is used in the 

visualisation step instead of the task defmition stage at present. A possible future work is 

to register EIT data and functional imaging data with high spatial resolution, for example, 

tMRI data. In this way, tMRI is not only supposed to provide a anatomical visualisation 

background, the functional information included in it is more interesting. The EIT -fMRI 

registration results a multi-dimensional multi-variate dataset. The task typology model 

can still be employed to reveal potential tasks for the visualisation of an EIT -fMRI 
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dataset. However, in that case the relations between the two variates, which does not 

exist for 5D EIT dataset, should be considered. 

• Applying the derived task typology model and visualisation system development 

methodology to other medical imaging modalities 

The derived task typology model is adopted for the visualisation of a 5D brain EIT 

dataset as a demonstration in this research. In fact, the model is proposed as a general 

model and can be applied to datasets collected with different modalities. It can be 

employed to reveal visualisation tasks for datasets with less dimension as well as high 

dimensions. For example, fMRI can be measured under different frequency, although the 

data under different frequency are not obtained simultaneously at present. If the 

researcher prefers to analyse fMRI dataset collected under different frequency as a 

whole, it can be treat as a five-dimensional dataset. Naturally, visualisation tasks for this 

5D fMRI data can be revealed in the same way as 5D EIT data by using the task 

typology model, and the task-based visualisation system development methodology can 

be utilized subsequently. 
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Appendix 

Appendix A 

Data 

Visualisation Tasks for 50 Brain EIT 

In section 5.3.3, a task typology has been established for 5D EIT data, and general task 

formulae in subtasks style have been proposed for each task type. This appendix section 

is to explore potential visualisation tasks according to the typology. In order to save 

space, only questions at searching level G (synoptic location, synoptic time, and 

elementary frequency) and H (synoptic location, synoptic time, and synoptic frequency) 

are listed in table A.I. These two levels contain the most complex task types for a 5D 

brain EIT dataset. As mentioned in section 5.3.1, this research will focus on binary 

relations between same references or attribute. And only same/different relation will be 

discussed at this stage. 

Symbols used in table A.I: 

f : elementary frequency, which corresponds to a particular frequency value. 

L: synoptic location, which can be a 2D or 3D location area. 

T: synoptic time, which is a time interval defmed by a start time point and end 

time point. 

F: synoptic frequency, which corresponds to a range between a lower frequency 

value and a higher frequency value. 

P: synoptic impedance, which means a impedance change pattern over a time 

interval, and/or a frequency range, and/or a location area. 

R f : same/different relation between two elementary frequency. 

R
L

: same/different relation between two synoptic location. 

R
r

: same/different relation between two synoptic time interval. 

R
F

: same/different relation between two synoptic frequency range. 

Rp: same/different relation between two synoptic impedance change pattern. 
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Level 

level G: 

Synoptic 
location, 

Synoptic 
time, 

Elementary 
frequency 

Appendix 

Table A.1: Visualisation tasks for 5D brain EIT data 

Searching 
Mode 

Lookup 

Searching 
Direction Tasks 

Direct General formula: 

Inverse 

7 P: (L,T,/) 

Concrete question: 

In a given location area L, during a given time interval 
T and under a gIVen frequency / , fmd out the 
corresponding impedance change pattern? 

General formula: 

7(L,T,/): P 

Concrete question: 

For a given impedance change pattern P, during which 
time interval, under which frequency , and in which 
location area was it attained? 

In a given location area L, under which frequency and 
during which time interval was a given impedance change 
pattern P attained? 

During a given time interval T , in which location area 
and under which frequency was a given impedance change 
pattern P attained? 

Under a given frequency f , in which location area and 

during which time interval was a given impedance change 
pattern P attained? 

In a given location area L and during a given time 
interval T , under which frequency was a given impedance 
change pattern P attained? 

In a given location area L and under a given frequency 
/ , during which time interval was a given impedance 

change pattern P attained? 
During a given time point T and under a gIVen 

frequency / , m which location area was a gIven 

impedance change pattern P attained? 

Comparison Direct General formula: 

7 ~ : (Li' 1',. ,1;) 

7 P2 : (L2,T2'/2) 

?Rp :(~,P2) 

Concrete question: 
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Inverse 

Appendix 

In a given location area L, during a given time interval 
T and under a given frequency / , what is the relation 

between the corresponding impedance change pattern P 
and a given pattern PI ? 

During a given time interval T and under a given 
frequency /, for different location areas LI and L2, what 

is the relation between their corresponding impedance 
change patterns? 

In a given location area L and under a given frequency 
/ , for different time interval TI and T2, what is the 

relation between their corresponding impedance change 
patterns? 

In a given location area L and during a given time 
interval T, for different frequency /1 and /2, what is the 

relation between their corresponding impedance change 
patterns? 

In a given location area L, for different time interval 
and frequency combinations (TI, /1) and (T2, /2), what 

IS the relation between their corresponding impedance 
change patterns? 

During a given time interval T , for different location 
area and frequency combinations (LI, /1) and (L2, /2) , 

what is the relation between their corresponding impedance 
change patterns. 

Under a given frequency / , for different location area 

and time interval combinations (LI, TI) and (L2, T2) , 
what is the relation betwen their corresponding impedance 
change patterns. 

For different location area, time interval, and frequency 
combinations (LI, TI, /1) and (L2, T2, /2), what is the 

relation between their corresponding impedance change 
patterns. 

General formula: 

?(Ll'r; ,1;) : ~ 

?(L2,T2'/2): P2 
? RL : (LI'L2 ) 

? Rr : (Tl' T2 ) 

? Rf : (/1'/2) 

Concrete question: 

In a given location area L and during a given time 
interval T , fmd out the relation between frequency /1, 

under which a given impedance change pattern PI 
attained, and a given frequency /2? 

In a given location area L and under a given frequency 
/, find out the relation between time interval Tl , during 

which a given impedance change pattern PI attained, and 
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a given time interval T2. 
During a given time interval T and under a gi\"en 

frequency / , fmd out the relation between location area 

LI, where a given impedance change pattern PI attained, 
and a given location area L2? 

In a given location area L and during a given time 
interval T , fmd out the relation between frequency /1, 

under which a gIven impedance change pattern PI 
attained, and frequency /2 , under which a gIven 

impedance change pattern P2 attained? 
In a given location area L and under a given frequency 

/ , fmd out the relation between time interval TI, during 

which a given impedance change pattern PI attained, and 
time interval T2, during which a given impedance change 
pattern P2 attained. 

During a given time interval T and under a given 
frequency /, fmd out the relation between location area 

Ll , where a given impedance change patterns PI attained, 
and location area L2, where a given impedance change 
pattern P2 attained, are near to each other. 

In a given location area L , fmd out the relation between 
the combination of time interval and frequency (Tl,/I), 

which is corresponding to a given impedance change 
pattern PI , and a given combination (T2, /2) . 

During a given time interval T , fmd out the relation 
between the combination of location area and frequency 
(LI,/I) , which is corresponding to a given impedance 

change pattern PI, and a given combination (L2, /2) . 

Under a given frequency / , fmd out the relation 

between the combination of location area and time interval 
(LI,TI) , which is corresponding to a given impedance 

change pattern PI, and a given combination (L2, T2). 
In a given location area L , fmd out the relation between 

the combinations of time interval and frequency (Tl, /1) , 

which IS corresponding to a given impedance change 
pattern PI , and (T2, /2), which is corresponding to a 

given impedance change pattern P2. 
During a given time interval T , fmd out the relation 

between the combinations of location area and frequency 
(LI,/I) , which is corresponding to a given impedance 

change pattern PI , and (L2, /2), which is corresponding 

to a given impedance change pattern P2 . 
Under a given frequency / , fmd out the relation 

between the combinations of location area and time interval 
(LI, TI), which is corresponding to a given impedance 

change pattern PI, and (L2,T2), which is corresponding 

to a given impedance change pattern P2 . 

Find out the relation between the combination of 
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Direct 
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location area, time interval and frequency (Ll,n,fl) , 
which is corresponding to a gIven impedance change 
pattern PI , and a given combination (L 2, T2. f2). 

Find out the relation between the combinations of 
location area, time interval and frequency (Ll, Tl, fl) , 
which is corresponding to a gIven impedance change 
pattern PI, and (L2,T2,f2), which is corresponding to a 

given impedance change pattern P2 . 

General formula: 

7(LI' TI' f..) : p. 
7 L2 : (RL,L I ) 

7T2 : (RT'~) 

7 f2 : (R f ' ;; ) 

7 P2 : (L2,T2,f2) 

Concrete question: 

In a given location area L and during a given time 
interval T , find out an impedance change pattern P2 (with 
corresponding frequency f2), satisfying that a specified 

relation R f exist between frequency f2 and frequency 

fl , under which a given impedance change pattern PI is 

obtained. 
In a given location area L and under a given frequency 

f , fmd out an impedance change pattern P2 (with 

corresponding time interval T2), satisfying that a specified 

relation RT exist between time interval T2 and time 

interval TI , during which a given impedance change 
pattern PI is obtained. 

During a given time interval T and under a given 
frequency f, fmd out an impedance change pattern P2 
(with corresponding location area L2), satisfying that a 

specified relation RL exist between location area L2 and 

location area LI , where a given impedance change pattern 
PI is obtained. 

In a given location area L , fmd out an impedance 
change pattern P2 (with corresponding time interval T2 
and frequency f2), satisfying that a specified relation RT 

exist between TI and T2, and a specified relation R f 

exist between fl and f2 , where nand fl 
corresponding to a given impedance change pattern PI . 

During a given time interval T, find out an impedance 
change pattern P2 (with corresponding location area L2 
and frequency f2), satisfying that a specified relation R L 

exist between LI and L2 , and a specified relation R f 

exist between fl and f2 , where Ll and n 
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Inverse 

corresponding to a given impedance change pattern PI . 
Under a given frequency / , fmd out an impedance 

change pattern P2 (with corresponding location area L2 
and time interval T2), satisfying that a specified relation 

RL exist between LI and L2, and a specified relation Rr 
exist between TI and T2 , where LI and T1 
corresponding to a given impedance change pattern PI . 

Find out an impedance change pattern P2 (with 
corresponding location area L2 , time interval T 2 and 

frequency /2), satisfying that a specified relation RL exist 

between LI and L2, a specified relation Rr exist between 

TI and T2, and a specified relation R f exist between /1 

and /2, where LI, TI and /1 corresponding to a given 

impedance change pattern PI . 

General formula: 

? ~ : (Li'T; , It) 
? P2 : (Rp,~) 

?(L2,T2'/2): Pz 

Concrete question: 

In a given location area L and a given time interval T, 
find out a frequency /2 (with corresponding impedance 

change pattern P2 ), satisfying that a specified relation exist 
between P2 and PI , which was obtained under a given 

frequency /1. 

In a given location area L and under a given frequency 
/ , find out a time interval T2 (with corresponding 

impedance change pattern P2), satisfying that a specified 
relation exist between P2 and PI , which was obtained 
during a given time interval TI . 

During a given time interval T and under a given 
frequency / , find out a location area L2 (with 

corresponding impedance change pattern P2 ), satisfying 
that a specified relation exist between P2 and PI, which 
was obtained in a given location area LI . 

In a given location area L , fmd out combination of time 
interval and frequency (T2, /2) (with corresponding 

impedance change pattern P2), satisfying that a specified 
relation exist between P2 and PI , which was obtained 
during a gIVen time interval TI and under a gIVen 

frequency /1. 

During a given time interval T , fmd out combination of 
location area and frequency (L2, /2) (with corresponding 

impedance change pattern P2), satisfying that a specified 
relation exist between P2 and PI , which was obtained in a _. _____ J ____ l-__ ----1~~~~.::=..;:..:.._=_:.:~_=__==~___.::..:::...::...::..:: ____ ____' 
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Synoptic 
location, 

Synoptic 
time, 

Synoptic 
frequency 

Lookup Direct 

Inverse 

Comparison Direct 
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given location area Ll and under a given frequency /1. 

Under a given frequency / , find out combination of 

location area and time interval (L2, T2) (with 

corresponding impedance change pattern P2), satisfying 
that a specified relation exist between P2 and PI which , 
was obtained in a given location area Ll and during a 
given time interval Tl. 

Find out combination of location area, time interval and 
frequency (L2, T2, /2) (with corresponding impedance 

change pattern P2), satisfying that a specified relation 
exist between P2 and PI , which was obtained in a given 
location area LI , during a given time interval T1 and 
under a given frequency /1. 

General formula: 

? P: (L,T,F) 

Concrete question: 

In a given location area L, during a given time interval 
T and a given frequency range F , fmd out the 
corresponding impedance change pattern? 

General formula: 

?(L,T,F): P 

Concrete question: 

For a given impedance change pattern P, during which 
time interval, which frequency range, and in which location 
area was it attained? 

In a given location area L , during which frequency 
range and which time interval was a given impedance 
change pattern P attained? 

During a given time interval T , in which location area 
and during which frequency range was a given impedance 
change pattern P attained? 

During a given frequency range F , in which location 
area and during which time interval was a given impedance 
change pattern P attained? 

In a given location area L and during a given time 
interval T , during which frequency range was a given 
impedance change pattern P attained? 

In a given location area L and during a given frequency 
range F , during which time interval was a given 
impedance change pattern P attained? 

During a given time point T and during a given 
frequency range F , in which location area was a given 
impedance change pattern P attained? 

General formula: 
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Inverse 

?~ :(L,,~,F,) 

? P2 : (L 2 ,T2 ,F
2

) 

? Rp : (~,P2) 

Concrete question: 

Appendix 

In a given location area L, during a given time interval 
T and a given frequency range F , what is the relation 
between the corresponding impedance change pattern P 
and a given pattern PI ? 

During a given time interval T and a given frequency 
range F , for different location areas LI and L2, what is 
the relation between their corresponding impedance change 
patterns? 

In a given location area L and during a given frequency 
range F , for different time interval TI and T2, what is 
the relation between their corresponding impedance change 
patterns? 

In a given location area L and during a given time 
interval T , for different frequency range FI and F2 , 
what is the relation between their corresponding impedance 
change patterns? 

In a given location area L, for different time interval 
and frequency range combinations (TI, FI) and 

(T2, F2) , what is the relation between their corresponding 

impedance change patterns? 
During a given time interval T , for different location 

area and frequency range combinations (LI, FI) and 

(L2, F2), what is the relation between their corresponding 

impedance change patterns. 
During a given frequency range F , for different 

location area and time interval combinations (LI, TI) and 

(L2, T2), what is the relation between their corresponding 

impedance change patterns. 
F or different location area, time interval, and frequency 

range combinations (LI, TI, FI) and (L2, T2, F2), what 

is the relation between their corresponding impedance 
change patterns. 

General formula: 

?(L,,~ ,F,): ~ 
?(L2 ,T2 ,F2 ): P2 

?RL : (L"L 2 ) 

? Rr : (T, ' T2 ) 
? R f : (F; , F2 ) 

Concrete question: 

In a given location area L and during a given time 
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interval T , fmd out the relation between frequency 
range FI , under which a given impedance change pattern 
PI attained, and a given frequency F2 ? 

In a given location area L and during a given frequency 
range F , fmd out the relation between time interval Tl 
duri.ng which a gIven impedance change pattern PI' i 

attamed, and a given time interval T2. 
During a given time interval T and during a given 

frequency range F , fmd out the relation between location 
area LI , where a given impedance change pattern PI 
attained, and a given location area L2 ? 

In a given location area L and during a given time 
interval T , fmd out the relation between frequency range 
FI , under which a given impedance change pattern PI 
attained, and frequency range F2, under which a given 
impedance change pattern P2 attained? 

In a given location area L and during a given frequency 
range F , fmd out the relation between time interval Tl, 
during which a gIVen impedance change pattern PI 
attained, and time interval T2, during which a gIVen 
impedance change pattern P2 attained. 

During a given time interval T and during a given 
frequency range F , fmd out the relation between location 
area LI , where a given impedance change patterns PI 
attained, and location area L2, where a given impedance 
change pattern P2 attained, are near to each other. 

In a given location area L , fmd out the relation between 
the combination of time interval and frequency range 
(TI, FI) , which is corresponding to a given impedance 

change pattern PI , and a given combination (T2, F2) . 
During a given time interval T, fmd out the relation 

between the combination of location area and frequency 
range (LI,FI) , which IS corresponding to a gIven 

impedance change pattern PI, and a given combination 
(L2,F2) . 

During a given frequency range F , find out the relation 
between the combination of location area and time interval 
(LI, TI), which is corresponding to a given impedance 

change pattern PI , and a given combination (L2, T2) . 

In a given location area L, fmd out the relation between 
the combinations of time interval and frequency range 
(TI, FI), which is corresponding to a given impedance 

change pattern PI, and (T2, F2) , which is corresponding 

to a given impedance change pattern P2 . 
During a given time interval T , fmd out the relation 

between the combinations of location area and frequency 
range (LI,FI) , which IS corresponding to a gIven 

impedance change pattern PI , and (L2. F2), which is 

corresponding to a given impedance change pattern P2. 
During a given frequency range F , find out the relation 

between the combinations of location area and time interval 
----~----~----~~~~~~~~~~~------~ 
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(L1, T1), which is corresponding to a given impedance 

change pattern PI , and (L2, T2), which is corresponding 

to a given impedance change pattern P2 . 

Find out the relation between the combination of 
location area, time interval and frequency range 
(L1,T1,F1), which is corresponding to a given impedance 

change pattern PI , and a gIVen combination 
(L2,T2,F2) . 

Find out the relation between the combinations of 
location area, time interval and frequency range 
(L1, T1, F1), which is corresponding to a given impedance 

change pattern PI , and (L2, T2, F2) , which IS 

corresponding to a given impedance change pattern P2. 

General formula: 

?(LpI; ,FI ): ~ 

? L2 : (R L , LI ) 

?T2 : (RpTI) 

? F2 : (R F , FI ) 

? P2 : (L2 , T2 , F2 ) 

Concrete question: 

In a given location area L and during a given time 
interval T , find out an impedance change pattern P2 (with 
corresponding frequency range F2 ), satisfying that a 

specified relation RF exist between frequency range F2 
and frequency range Fl , under which a given impedance 
change pattern PI is obtained. 

In a given location area L and during a given frequency 
range F , find out an impedance change pattern P2 (with 
corresponding time interval T2), satisfying that a specified 

relation Rr exist between time interval T2 and time 

interval Tl , during which a given impedance change 
pattern PI is obtained. 

During a given time interval T and during a given 
frequency range F , fmd out an impedance change pattern 
P2 (with corresponding location area L2), satisfying that 

a specified relation RL exist between location area L2 and 

location area L1 , where a given impedance change pattern 
PI is obtained. 

In a given location area L , fmd out an impedance 
change pattern P2 (with corresponding time interval T 2 
and frequency range F2 ), satisfying that a specified 

relation R exist between Tl and T2, and a specified r 

relation R exist between Fl and F2, where Tl and Fl 
F 

corresponding to a given impedance change pattern Pl. 
During a given time interval T, fmd out an impedance 

~. _____ ~ ___ ~ ___ -L~~~~~"'::'::'::'::""":::::'-="":'="""=---:""-~---L..----' 
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change pattern P2 (with corresponding location area L2 
and frequency range F2 ), satisfying that a specified 

relation RL exist between LI and L2 , and a specified 

relation RF exist between FI and F2, where LI and FI 
corresponding to a given impedance change pattern PI . 

During a gIven frequency range F , fmd out an 
impedance change pattern P2 (with corresponding 
location area L2 and time interval T2), satisfying that a 

specified relation RL exist between Ll and L2, and a 

specified relation RT exist between TI and T2, where Ll 

and T1 corresponding to a given impedance change pattern 
PI. 

Find out an impedance change pattern P2 (with 
corresponding location area L2 , time interval T2 and 
frequency range F2), satisfying that a specified relation 

RL exist between LI and L2, a specified relation RT exist 

between TI and T2, and a specified relation RF exist 

between FI and F2 , where LI , T1 and FI 
corresponding to a given impedance change pattern PI . 

General formula: 

? ~ : (LpTpFl) 

? P2 : (Rp,~) 

?(L2 ,T2 ,F2 ): P2 

Concrete question: 

In a given location area L and a given time interval T, 
find out a frequency range F2 (with corresponding 
impedance change pattern P2), satisfying that a specified 
relation exist between P2 and PI , which was obtained 
under a given frequency range FI . 

In a given location area L and during a given frequency 
range F , fmd out a time interval T2 (with corresponding 
impedance change pattern P2), satisfying that a specified 
relation exist between P2 and PI , which was obtained 
during a given time interval TI . 

During a given time interval T and during a given 
frequency range F , find out a location area L2 (with 
corresponding impedance change pattern P2), satisfying 
that a specified relation exist between P2 and PI , which 
was obtained in a given location area LI . 

In a given location area L , fmd out combination of time 
interval and frequency range (T2, F2) (with 

corresponding impedance change pattern P2), satisfying 
that a specified relation exist between P2 and PI , which 
was obtained during a given time interval T1 and during a 

given frequency range Fl. 
During a given time interval T , find out combination of 
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location area and frequency range (L2, F2) (with 

corresponding impedance change pattern P2), satisfying 
that a specified relation exist between P2 and PI , which 
was obtained in a given location area Ll and during a 
given frequency range FI , 

During a gIven frequency range F , fmd out 
combination of location area and time interval (L2, T2) 

(with corresponding impedance change pattern P2 ), 
satisfying that a specified relation exist between P2 
and PI, which was obtained in a given location area Ll 
and during a given time interval T1, 

Find out combination of location area, time interval and 
frequency range (L2, T2, F2) (with corresponding 

impedance change pattern P2), satisfying that a specified 
relation exist between P2 and PI , which was obtained in a 
given location area LI, during a given time interval T1 
and under a given frequency range FI , 
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