An Informatics Based Approach
to
Respiratory Healthcare

A thesis submitted to Middlesex University in partial
fulfilment of the requirements for the degree of
Doctor of Philosophy

Alan Charles Barber
B.Eng.(Hons), MIET

School of Health and Social Sciences
Middlesex University

July 2009



Abstract

By 2005 one person in every five UK households suffered with asthma. Research has shown that

episodes of poor air quality can have a negative effect on respiratory health and is a growing
concern for the asthmatic. To better inform clinical staff and patients to the contribution of poor air
quality on patient health, this thesis defines an IT architecture that can be used by systems to

identify environmental predictors leading to a decline in respiratory health of an individual patient.

Personal environmental predictors of asthma exacerbation are identified by validating the delay
between environmental predictors and decline in respiratory health. The concept is demonstrated
using prototype software, and indicates that the analytical methods provide a mechanism to

produce an early warning of impending asthma exacerbation due to poor air quality. The author has

introduced the term enviromedics to describe this new field of research.

Pattern recognition techniques are used to analyse patient-specific environments, and extract

meaningful health predictors from the large quantities of data involved (often in the region of %

million data points).

This research proposes a suitable architecture that defines processes and techniques that enable the
validation of patient-specific environmental predictors of respiratory decline. The design of the
architecture was validated by implementing prototype applications that demonstrate, through
hospital admissions data and personal lung function monitoring, that air quality can be used as a

predictor of patient-specific health. The refined techniques developed during the research (such as

Feature Detection Analysis) were also validated by the application prototypes.

This thesis makes several contributions to knowledge, including: the process architecture; Feature
Detection Analysis (FDA) that automates the detection of trend reversals within time series data;
validation of the delay characteristic using a Self-organising Map (SOM) that is used as an
unsupervised method of pattern recognition; Frequency, Boundary and Cluster Analysis (FBCA),
an additional technique developed by this research to refine the SOM.
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Chapter 1

Introduction

This chapter sets out the objectives, scope of thesis, and methodology used by this

research, to identify processes capable of validating predictors of patient-specific

asthma exacerbation.

1.1. Purpose of the Research
This work progresses research in the area of health informatics, in particular how clinicians

and researchers use IT systems to investigate the affect of patient-specific environments on
respiratory health (particularly periods of asthma exacerbation). The research embodies the

improvements in a new process architecture that allows clinical staff and researchers to

take the work forward.

Prior work has many limitations (correlation is discussed in Section 1.1.2), the complexity

of interacting parameters means that the development of large-scale systems capable of

collecting and analysing correlations between environmental factors and asthma can be

difficult to achieve. In this thesis a new system to identify and monitor environmental

predictors of respiratory decline for large scale studies is proposed.

There is evidence that environmental factors contribute to the decline in respiratory health,
and sometimes death of a patient (Rabinovitch et al., 2004). Uncertainty still remains as to
the causes of some respiratory diseases, but the link between changing environmental

factors as the possible trigger to a decline in respiratory health has been shown (Chin-Shen
et al., 2007; Stedman, 2001). Desensitisation to environmental conditions may render one

person quite able to live a perfectly normal life without experiencing the symptoms of

asthma, while another is hospitalised. Environmental factors, such as air quality, and their

effect on people with respiratory disease have been a particular target for research in past
years (Blanc et al., 2005; Kim et al., 2004; Kim J H et al., 2005). Amongst the many

respiratory conditions, asthma effects 300 million people worldwide and in 2005, asthma
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contributed to approximately 255,000 deaths (WHO, 2007). The World Health

Organisation states that asthma deaths will increase by almost 20% in the next 10 years 1f

urgent action 1s not taken.

1.1.1 The Respiratory System

Respiration is the process by which all living organisms obtain oxygen, which is required
to convert fuel into energy. The millions of cells in the human body facilitate the release of
energy by a chemical reaction involving glucose and oxygen, so a supply of these
ingredients must be maintained to them through the bloodstream. Oxygen is absorbed into

the blood in large volumes via an efficient gaseous exchange surface, which is provided by

an intricate structure of air-sacs (alveoli) within the lungs. These alveoli form an interface
between the respiratory system and the rest of the body. Other components of the

respiratory system provide a mechanism by which air may be inhaled and expired, and all

these essential apparatus function as one distinct unit.

Figure 1 Anatomy of the respiratory system.

(Ayres J, 2005)

There are a variety of diseases which may impair the flow of air through the respiratory
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system. Breathlessness can be caused by blockage or inflammation of the various tubes, or

of the alveoli. Diseases such as: Bronchitis, Emphysema and Pneumonia, involve

increasing difficulty of breathing over time due to gradual inflammation, excessive
production of mucus, or the collapse of the lung tissue. However, one respiratory

condition, Asthma, manifests itself in sporadic attacks of wheezing, caused by the

narrowing of the bronchial passages when triggered by some agent or agents.

Lane (1996) states that the Greek word, Asthma, which literally means panting has been

used for many years to describe clearly recognisable attacks of breathlessness. In order to
illustrate early confusion when attempting to study the causes of asthma, he cites a twelfth

century physician (Maimonides) who wrote that, “This disease has many aetiological
aspects ... it cannot be managed without a full knowledge of the patient's constitution as a

whole ... furthermore I have no magic cure to report”. Lane (1996) uses the inconclusive

outcome of an attempt by a panel of experts to define asthma, as an indication of the very

complicated nature of this disease.

Many factors influence the condition of an asthma patient. “The Pocket Guide for Asthma
Management and Prevention” (GINA, 2006) states that, “Common asthma triggers include
viral infections; allergens such as domestic dust mites (in bedding, carpets, and fabric-

upholstered furnishings), animals with fur, cockroach, pollens, and moulds; tobacco smoke;

air pollution; exercise; strong emotional expressions; and chemical irritants.” The effect of

air pollution in asthmatic patients is supported by the Journal of Allergy and Clinical
Immunology (JCAAL 1995) which suggests that the inhalation of sulphur dioxide, nitrogen

dioxide, or ozone is capable of inducing bronchospasm 1in patients with asthma. Stocks
(1996) also indicates that there has been a significant increase in the prevalence, morbidity
and mortality of asthma during the past 20 years, the reasons for which remain unclear

although increasing levels of environmental pollutants and changes 1n housing customs

(e.g. central heating, fitted carpets, etc.) have been implicated.

However according to the report, “UK Emissions of Air Pollutants 1970 to 2001” by Dore
et al. (2003), atmospheric pollution has declined over the last 30 years. This trend indicates

that there is more to the problem of identifying asthma triggers than simply analysing air
quality data.

The National Asthma Audit (NAA, 2000) shows that in the UK, approximately one in
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seven children aged 2 to 15 (over 1.5 million people) and at lecast 1 in 25 adults over the
age of 16 (1.9 million people), have asthma-like symptoms which require treatment. The
Global Initiative for Asthma (GINA, 2006) estimates that there are 300 million asthma
sufferers world-wide. Some researchers (Cochrane et al., 1996) estimate that 20 per cent of
people with asthma can be described as having a “severe or very severe” condition. This
means that they might have daily symptoms, frequent trips to the hospital, miss time from
work or school and have a poorer quality of life. In 1997 the United Kingdom recorded

1584 deaths, which were directly attributed to asthma (ONS, 1997). The Office for
National Statistics (2007) found that between 1993 and 2005 there was a steady decrease

(by 27 per cent) in the number of avoidable male deaths due to respiratory disease.
Amongst females there is a more complex pattern, with the rate per 100,000 population

fluctuating between 15 and 18 across the entire period, suggesting no clear trend (ONS,
2007).

AsthmaUK estimates that the total cost of asthma to the UK is now in excess of £2000
million a year, calculated from estimated figures for National Health Service (NHS)
expenditure, lost productivity and Department of Social Security (DSS) Sickness and
Invalidity Benefits. In 2001, it was estimated that asthma cost the NHS £889 million
(AsthmaUKa, 2007). Of this, £49 million (5.5%) was spent on hospital admissions for
asthma. Since then, costs have risen. It is estimated that 75% of emergency admissions for
asthma could be avoided with more appropriate and timely care. These figures are
formulated from the cost of GP consultations, prescriptions for asthma medication, hospital
in-patient and out-patient care and referrals to A&E departments. There were 59,859
hospital admissions for asthma in England in 2003, rising to 67,713 in 2004 (DH, 2004). In
2005, a hospital stay for asthma cost an average of £860.89 per patient, ranging from £781
for each uncomplicated hospital admission to £1,218 for those people experiencing an
asthma attack with complications (AsthmaUKa, 2007). According to the Department of
Health (DH, 2004), based on hospital admissions for 2004, that makes an estimated £58.3
million for hospital management of asthma in England each year. Caring for people who
experience an asthma attack: costs 3.5 times more than caring for those whose asthma 1s
well managed (Hoskins et al., 2000). This huge personal and economic cost means that any
successful improvement in asthma management will help to increase the quality of life for

asthma patients whilst reducing costs to healthcare providers.

Exposure of sensitive patients to inhalant allergens has been shown to increase airway

14



inflammation, airway hyper-responsiveness (the occurrence of wheezing and dyspnoca
after exposure to allergens, environmental irritants, viral infections, cold air, or exercise),
asthma symptoms, need for medication, and death due to asthma. Respiratory discases
such as asthma have for a long time been associated with influencing factors in the
environment. Substantially reducing environmental exposures, significantly reduces these
outcomes (NHLBI, 1997a). Conditions such as pollution and concentrations of pollen or
dust are among the most common irritants. The term environment 1s used to encompass

many different areas, with meteorology, air quality, particulate matter and occupational and

domestic environments being the main ones. Asthma triggers are commonly found in these

areas but have also been known to stem from strong emotional expressions, personality and
inherited factors (Lane, 1996). Some patients experience asthma symptoms only in

relationship to certain pollens and moulds. If the patient has seasonal asthma on a
predictable basis, daily long-term medication should be initiated prior to the anticipated

onset of symptoms and continued through the season.

Lane (1996) writes that asthmatics have irritable airways due to inflammation caused by

allergy, infection and the effect of air pollution, “but rarely does one act alone”. The
combination of root causes such as allergens with pollutants or the smoker with an

occupational hazard are documented by Lane to show this effect.

A key issue in the management of (respiratory) disease is the collection and interpretation
of data (van den Hazel, 2007). The use of portable electronic monitoring devices carried by

the ambulatory patient to record their respiratory condition improves the detail and

accuracy of associated data over mechanical and manual means of taking and recording

lung function data. Data collected as a patient moves from location to location provides a
basis on which to probe for patterns or direct correlations between the respiratory data set
and monitored environmental influencing factors (Chin-Shen et al., 2007). A detailed
picture of a patient's condition can be recorded and analysed. Currently, respiratory data
(for an asthmatic) is used by clinicians to give an indication of how well a particular
patient manages their asthma against standards set by research councils (BTS, 1995). The
data used in the process however, does not give an indication of the influencing factors of
respiratory episodes unless it is used in conjunction with a health diary kept by the patient
(Reznik et al., 2005) or analysed against real-time monitoring information (Cobern et al.,
2005; Crabbe et al., 2004). It is not common practice to monitor the patient's environment

on a continual basis, therefore short term events that continually impact the health of the
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asthmatic are not validated, or at worst go undetected. The identification of factors
contributing to a decline in respiratory health enable both the clinician and patient to better
manage the condition. Knowledge is increased, quality of life improved through avoidance
of detected influencing factors, and cost of treatment decreased by reducing the frequency
of emergency cases. This thesis develops the processes necessary to define and construct a

prototype software system, capable of facilitating the identification of factors that predict a

decline in respiratory health.

1.1.2 Issues with Correlation as a Technique

During the research for this thesis, a number of techniques were explored. An early

technique involved the use of correlation (Crabbe et al., 2004). The technique analysed
daily average and daily minimum lung function readings for a patient against the daily
maximum for an environmental pollutant. The work concluded that there was some

correlation between data set characteristics, but that further research was required, due to

the limited size of data sets to ascertain a precise result.

An automated correlation model was used to explore the technique further during research
for this thesis. The model analysed raw environmental and lung function data, and aimed to
provide a tool which would assist in the identification of environmental time-series
segments having a high correlation to low lung function measurements (shown in
Figure 2). Correlation requires data at the same time interval, to enable a comparison
between data sets. The sampling rate of the raw lung function data is irregular (reliant on

the patient), while air quality sampling can be automated and recorded each hour for

example. This makes the introduction of an interpolation technique necessary to estimate
data values between actual readings. Interpolation techniques are discussed 1n
Section 5.4.3. The use of an interpolation technique is necessary to synchronise the raw
data sets, and allows the direct relationship between environmental and medical data sets
for any given section to be analysed, (shown between the red start and finish lines in the
top half of the Figure 2). The data period is set arbitrarily, and this example does not
include a lag between the data sets. The second half of the figure, marked “correlation
plot” shows the correlation of interpolated data values (every 12 minutes) between the start
and finish markers in the top half of the figure. The advantage of this technique over

interpreting daily averages or minimum/maximum readings is that it has an improved time
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resolution, allowing individual exposure to environmental factors to be analysed if data is

available.
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Figure 2 Correlation example, showing the xy plot of the two data sets (y values between
the red start and finish lines) with the regression line of best fit and the correlation
coefficient (0.589 to 3dp).

By using B-spline interpolation between raw data points, the technique is susceptible to
noise if damping coefficients are not used. The use of damping coefficients reduces the
volatility of the interpolated data points. An accurate fit (or estimation) of data 1s also
dependant on the regularity of data readings. The air quality data in the figure is recorded
regularly with an hourly interval, which reduces the likelihood of fluctuations in the
estimation. However, the regularity of lung function readings is not guaranteed. For this

reason, it may be more prudent to use straight line interpolation between raw data points
rather than assuming that the smoothed curve represents the true characteristics of the

underlying data. However, this requires further investigation.

A turther technique, known as time lag analysis was integrated into the analysis to identify
whether correlations existed between the data sets, but with a shift in time. For example, if
a critically low peak expiratory flow (PEF) reading was given at 1pm in the afternoon and

a very high sulphur dioxide reading was recorded at 11am, then it may be reasonable to

assume a 2 hour time lag period connected the two pieces of data. An example 1s shown 1n
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Figure 3.
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Figure 3 Two graphs showing the process of introducing a time lag between two data sets
before correlation analysis

To 1dentify time lag periods between two sets of data it is necessary to iteratively scan
through the data set. The scan analyses correlations between two time series data segments,
one from each dataset. A series of correlations are produced as one of the segments
progresses along the x-axis relative to the other. The scan in Figure 3 effectively produces

a set of correlation coefficients made at increasing time intervals between the air quality

and lung function data sets, producing a graph similar to that in Figure 4.
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Figure 4 Graph showing an example of how the correlation coefficient
can be plotted against lag time (lag between datasets)

[n this particular example the graph indicates that there is a highly correlated time series
section at a time lag of 3 hours. A number of issues were found implementing this

technique, these included:
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e Raw data sampling is required; correlation requircs data at identical intervals
between data sets. Interpolation methods can be used for this if data is not available

in a synchronised form.

o Length of the time series to correlate is unknown; the period of both data sets

must be identical, but is not fixed. The optimum period is unknown before analysis.

e Multiple comparisons are required; the process can be slow owing to the need to

check correlation values between the two data parameters over a regularly
increasing lag period (and varying period length). The density of lag step (the lag

step size that each consecutive comparison takes during sampling) influences the

speed and accuracy of the comparisons.

e Multiple parameters can be involved; correlation is traditionally undertaken

between two data sets, analysis between multiple parameters would create many

possible combinations, leading to a large increase in computation time.

In searching for periods of correlation, a more meaningful result is found if the correlation
can be achieved over a longer period of time. In practice it is comparatively simple to find
small periods over which data is highly correlated. However, the longer the time period of
correlation, the more significant the overall result will be. Appendix B shows a correlation

example using data from the Great London Smog (1952) to demonstrate this.

The method of correlation does not provide a means of validation. To test if a correlation 1s

meaningful, repetition of the correlated pattern is required. It is worth noting that

correlation only shows that two variables are related in a systematic way, it does not prove

nor disprove that the relationship is a cause-and-effect relationship (Bewick et al., 2003).

The measure of correlation is based on a central measure within the general linear model of
statistics. Linear correlation assumes that the distributions of both variables are normally
distributed, that the relationship is linear, and that the relationship is consistent throughout
the sample. When these assumptions are violated, correlation becomes inadequate as an

analytical technique.

Within the context of this thesis, the technique of correlation does not provide enough
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information to form an alert of an impending decline in lung function. To provide a
warning, an alert has to be generated before the occurrence of the decline in lung function.
A new technique is required that provides analysis so an alert can be generated. In the
development of a new technique it is useful to observe, that the only commonality between
each parameter used in correlation analysis (in this instance) is the time component (or X-
axis of the data). Characteristics of the environmental and medical data sets are none linear,
for example, the analysis of a gradual build up of CO;, in the atmosphere could be

attributable to a sudden decline in respiratory function for some patients, but as the time
frames of analysis are different between the two data sets (gradual vs. sudden), correlation

would not identify this trait. The correlation between the two data sets may also posses

more complex dependencies. It should be considered that perhaps detection of a gradual

build up of atmospheric pollution is required, in addition to a threshold being exceeded.

1.1.3 Health Informatics

The phrase medical informatics is used to describe the application of information
technology within healthcare. It was first coined in 1973 (Protti D J, 1995). Since then it
has grown considerably as a medical discipline encompassing fields as varied as medical
imaging, clinical decision support, health records, hospital information and financial

systems. The use of medical informatics and health informatics as phrases are used

interchangeably.

The use of informatics by the healthcare community over the last couple of decades has

shown its ability to offer additional services in line with current treatment patterns in areas
such as anaesthetics or remote surgery (Janetschek, 1998). In some situations the use of
informatics has led to new health management techniques (Pande et al., 2003). The variety
of uses and benefits of informatics within the medical discipline has led to its widespread

adoption by the healthcare community (Beuchat et al., 2005).

Systems have gradually become more complex in design, driven forward by the needs of
clinicians or by technological advances that enable old problems to be addressed 1n new
ways. Early systems were essentially about providing communication links between
medical experts and remote locations, and largely centred around the organisation of

hospital schedules or supporting clinicians through protocol-based medicine (the treatment
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of a patient to a medically predefined pattern).

Chapter 2 covers areas of informatics, and their benefits to patient care in more detail. This
thesis uses knowledge from the area of informatics to analyse, and identify verifiable

patterns between respiratory and environmental data sets.

1.2. Scope of Thesis

This thesis aims to identify a process architecture capable of identifying environmental
predictors of patient-specific asthma exacerbation, and provide an application architecture,

required for the automation of these processes.

By fulfilling this research aim, the application architecture can be used to gain a greater
depth of knowledge regarding the relationships between a patient's environment and their
health. Patients will always experience different environmental conditions (due to people's
individuality) and react differently to allergens, particles, gases and other environmental
parameters. The research questions are: what is an individual patient susceptible to, and
when will their susceptibility lead to a decline in health? This thesis attempts to devise an
architecture for a software application that will assist in providing an answer to these

questions.

Clinical awareness of a patient's environment is vital for the successful management of
respiratory health. Environmental factors related to the health of a patient must be correctly

interpreted in order to react quickly and effectively to ensure the patient's wellbeing.
Reacting to unforeseen changes in patient or environmental conditions requires a
knowledge of both medical and environmental data sets. The analysis also requires that
both environmental and medical data sets are available, so that possible relationships

between asthma episodes and environmental triggers can be identified.

The ability to detect potential triggers or situations leading to an asthma attack 1s an
assistive step in the management and treatment of asthma. Information indicating patient-
specific issues or trends, that arrive in a timely manner can be used to improve the quality

of care given to a patient.
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1.2.1 Thesis Objectives

To meet the aim of detecting environmental predictors that are relevant to a decline in

patient health, this thesis has several objectives:

1. Research into an appropriate analytical technique capable of attributing the decline

in patient lung function to environmental predictors.

2. Identification of the necessary process architecture that enables the triggering of

alerts when environmental predictors are encountered.

3. Design of an application architecture that enables the analysis of large scale

datasets.

4. A proof of concept consisting of a set of prototyped software components

demonstrating the derived process architecture.

The research does not attempt to develop an application suitable for use in clinical

diagnostics, or develop issues relating to the design of the user interface and the
presentation of information and results to the end user in a graphical form, where the
requirements for such features are beyond the scope of this thesis. However, in achieving
the objectives listed above, this research provides the basis for a tool useful for researchers
to identify predictors of change events. A number of software prototypes are used to test

the architecture developed by this work.

The first objective of identifying an appropriate data analysis technique is given focus by
the aims of this thesis; where it is proposed that a decline in patient lung function can be
predicted from a change in the environment. More specifically, this thesis suggests that the

detection of environmental events, leading to a reduced period of lung function can be

identified with three steps:

1. Identification of the asthma cpisode: Achieved through the observation of a

worsening trend, a sudden drop in lung function value, or a re-occurring pattern.
2. Identification of the environmental predictor: For the purpose of this thesis it is

hypothesised that factors in the environment must be having an effect on the patient's

health prior to the time that the patient's lung function trend first begins to decline.
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3. Validation of the environmental predictor: Once an asthmatic episode has bcen
identified it increases the probability that a predictor of that episode can be found. The
time period preceding the asthma episode from which to extract possible predictors 1s
arbitrary at this stage in the research, but has been taken to be anything between a

matter of hours to a few days and is supported by general research in the area

(Lebowitz, 1996).

These three steps are used in defining the application architecture, and are shown by this
thesis to corroborate current research, at a patient-specific level. The steps are aimed at

creating an alert from the identification of environmental predictors that are validated as

contributing to a period of lung function decline. It is necessary to define a method for
detecting adverse environmental conditions that are attributable to the decline in a patient's

respiratory health, if an automated pattern identification application is to be created.

The second objective, of identifying a process architecture that would enable the triggering
of patient alerts by implementing applications, is only made possible once a process of
validating identified environmental predictors is found. The ability of the monitoring
application to respond to environmental changes can be simplified through the choice of an
appropriate analytical technique. The objective of alerting patients as the end point of the

architecture has a defining role.

To support the automatic discovery of patterns an appropriate application architecture 1s
required. A high level analysis is undertaken so that an architectural description of the

software system, appropriate to meeting the research objectives can be developed. This

includes appropriate pattern recognition components that remain flexible to adapt to future

developments, and changes in use.

Typically it is normal to analyse data from a sample drawn from the population, rather than
to take the approach of identifying factors related to an individual patient. Identification at
a patient-specific level, combined with the task of identifying relatively rare environmental
events, means that a greater quantity of data is required than finding correlations within
population data. To identify patient-specific susceptibility to environmental factors,
automatic discovery of patterns becomes necessary to link factors to the individual patient

for several reasons:
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e Validation of rare events 1s required.

e Collection of raw data 1s continuous.
e Environmental data requires relating to the patient.

e Particular environmental factors that are having an effect on the patient arc

unknown.

e Patients react in different ways to their personal environments.

Research into appropriate techniques for inclusion within this thesis means that software

prototypes developed during this research have several purposes: to develop the
application architecture using an iterative design process; to test the derived set of
architectural processes; and to offer further detail as to how the application architecture
could be applied in practice. The prototypes demonstrate positive results, in line with

current respiratory research, and serve to provide supporting evidence that the hypotheses

of the thesis can be proven.

1.2.2 Contribution to Knowledge

The research undertaken by this thesis has drawn out several key aspects that extend the
work of others. The concepts specifically developed during this thesis as contributions to
knowledge are:
1. Asetof processes that focus on the delivery of patient-specific analysis, providing
the ability to relate environmental data to ambulatory patients.
2. A method to recognise significant changes in data trend; this technique is applied

to patient lung function and air quality data.

3. The delay characteristic, which defines the concept and processes involved 1In

identifying patterns from the time between environmental predictor and decline

in lung function.
4. A neural model that recognises significant and repeatable events, and

5. A clustering technique, to aid the performance of the neural model.

These contributions are discussed during Chapters 3, 4 and 3.
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1.3 Research Methodology

The research and development of the system presented by this thesis, is divided into two

deliverables:

1. Research into the concepts listed above, with the derivation of a set of processes that
outline the requirements of the system.

2. Development of a set of prototypes known as the Environmental Monitoring System
(EMS) 1n order to provide a proof of concept for the identification of predictive patterns

(found between patient and air quality data sets), and the problem's automation.

The applied research methodology begins with a review of a broad number of subject areas
including: the use of lung function measurements, environmental factors that influence the
condition of asthma, system architecture, the role of health informatics, and analytical

techniques. Correlation techniques that extend the methods used by the Medicate (2000)

project are explored using a software prototype. Prototyping is then used in an iterative
process to define a system architecture capable of recognising possible environmental

predictors of patient lung function decline, through experimentation.

This thesis draws on research data obtained during the Medicate project (Crabbe et al.,
2004) described in Appendix A, additional hospital admissions data obtained from The
Information Centre for health and social care, and a six month patient-specific data sample
of lung function and air quality, collected during the course of this research. The prototypes
that provide a proof of concept use these data sets, and additional information regarding:

typical characteristics of the data types to validate the process architecture.

The prototypes have three purposes: to aid the investigation of an appropriate analytical
process, to help prove the thesis methodology, and provide a useful guide for an

architectural implementation of the system. These three uses evolve chronologically during

the research, and can be seen in Chapters 3 through to 5.

The objective, to wam patients of an impending asthma exacerbation guides this
investigative methodology. Changes in environmental conditions are validated to ascertain
if they are significant predictors for the onset of a patient's decline in respiratory health,

and whether the environmental change provides an indication of how long the patient has

before their health begins to deteriorate.
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1.4 Summary

The objectives of this research address the creation of a new system architecture able to
identify interrelationships between different large scale data sets, and capable of alerting
both clinical staff and patients to factors in the environment that will adverscly affect
patient health. A research prototype is presented as a proof of concept. The prototype
identifies patterns and relationships between patient lung function, and environmental
factors identified as possible predictors to a decline in health. It is not the purpose of this

thesis to provide a system that will identify the cause of asthma, but rather to provide a
system architecture that will aid the identification of when an attack is likely to occur, by

identifying environmental factors which can be used to predict the onset of asthma

exacerbations.

Both environmental and respiratory readings have a location and time clement to the

reading (whether this is recorded or not). Environmental data tends to be collected on a
regular basis with varying degrees of granularity from half an hour, to an interval of days.
Lung function readings are taken wherever the patient happens to be at the time of the
reading, and environmental data wherever an environmental monitor (or monitoring
station) exists. The treatment of a patient's condition can be enhanced by understanding the
relationship between environmental and medically related data. Treatment can be tailored
on a patient-by-patient basis. This thesis seeks an approach to specifically identify air

quality characteristics that act as predictors of patient-specific asthma episodes.

The next chapter provides an overview of the general research areas including the role of

lung function in respiratory healthcare, the effect of environmental pollutants on asthma,

health informatics, and system architecture.
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Chapter 2

Overview: Respiratory Healthcare, the Environment,
and Aspects of Informatics

e T L T L r

This chapter begins by reviewing the areas of respiratory healthcare where the
management of asthma is described. Then reviews how asthmatics are affected by

their environment, before explaining the role of system architecture and areas of

informatics (including pattern recognition) that are relevant to the work.

2.1 Lung Function

Clinicians use a regular cycle of monitoring and treatment to measure the progress of
asthmatic patients. Set patterns of treatment follow guidelines that outline standard
practices used in the medical profession, using what is known as a predicted best value as a
reference point. Predicted best values are based on standard data tables (Nunn & Gregg,
1989) and depend on age, height, weight and the sex of a person. The predicted best value
for a patient represents the maximum value of expiratory air flow that a patient is likely to
achieve. The values are not always the best to use as an individual patient's benchmark as
they are standard, and differences may occur on an individual bases. Therefore asthma
patients can be given an individual best value by their doctor which is based around the

predicted value but allows for a patient's individual characteristics.

Assessment of lung function is performed over one of two time scales. One is relatively
long, involving discrete observations, usually in the form of pulmonary function tests
(PFT) where a patient's parameters are compared to the set standard, at intervals in the
order of days to years. The second time scale over which lung function is assessed 1s very
short, observations are made either continuously or at intervals in the order of minutes to

hours. This activity comes under the heading of patient monitoring (Webster, 1998).

The approach that clinicians take in the treatment of asthma is defined by the British
Thoracic Society and published in the “British Guideline on the Management of Asthma”
(BTS, 2004) and “The British Guidelines on Asthma Management” (BTS, 1995) in which
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a 5-step scale (also referred to as the stepwise approach) is used as the basis for the
management of patient care (definitions of reliever and preventer are given on the next
page):
e Step 1 — Mild Intermittent Asthma. Recommended to use a reliever as and when
required.
o Step 2 — Regular Preventer Therapy. Recommended to start using a steroid based
preventer on a daily basis.

e Step 3 —Add-on Therapy. Addition of a long-acting B, agonist to the therapy.
e Step 4 — Persistent Poor Control. An increased steroid dose (as prescribed by a

doctor).

o Step 5 — Continuous or Frequent Use of Oral Steroids. The additional use of a daily
steroid tablet, and consideration of alternative treatments (as prescribed by a

doctor).

The US National Heart, Lung and Blood Institute (NHLBI, 1998) defines a number of
methods that clinicians use to achieve control of asthma:

e Select appropriate medications.

e Manage asthma long term.

e Treat asthma attacks.

e Identify and avoid triggers that make asthma worse.

e Educate patients to manage their condition.

e Monitor and modify asthma care for effective long-term control.

A tool used for the management and diagnosis of asthma is the spirometer, a device which

measures the volume of air leaving a patient's lung. Using this device, diseases of airflow
obstruction and lung stiffening can be detected (NHLBI, 1997) and patient progress
monitored. When the results are plotted on a regular basis they show a trend that is useful
in determining whether or not a patient is responding to treatment. The graphs which are
plotted also help to show any difficulties a patient may be experiencing, but may not
necessarily be aware of. Velsor-Friedrich et al. (2005) study the effect that an intervention
program has on a group of asthmatic students. The students were given appropriate
knowledge of, and the ability to self-monitor their condition, which led to a general

improvement of their respiratory condition.

The primary method of treatment involves the use of two different types of medicine called
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relievers and preventers. Relievers are designed to relieve breathing difficulties as they
happen by quickly relaxing the muscles which exist around the airways. This allows the
airways to open wider making it easier to breathe, although airway swelling is not reduced.
Preventers reduce the chance of asthma symptoms by protecting the lining of the airways,

and have the added effect of reducing the inflammation of airways thus reducing their

responsiveness to asthma triggers.

2.1.1 Peak Expiratory Flow (PEF)

There are a number of useful measurements that can be recorded to determine the severity

of asthma and to monitor changes in condition. The most common is peak flow, which 1s a
measure of how fast air can be exhaled from the lungs. Primarily this monitors how well
asthma is being controlled and is a good indication of how well medication is working.
Peak flow is dependant on how wide the airways within the lungs are, and is not a measure

of fitness or how strong chest muscles are. Peak flow is also called peak expiratory flow or

PEF.

Peak expiratory flow readings depend on the age of the patient, their height, and sex. A
predicted PEF value can be obtained from charts using these three parameters. The
standard method used in the United Kingdom was developed by Nunn & Gregg
(1989).According to the UK standard, a male aged 35 with a height of 174cm should have
a PEF value of about 637 litres per minute (L/m). For a male, any reading equal or up to

100 L/m lower than the predicted PEF value would be considered normal. In a female with
similar characteristics, the PEF value would be expected to be in the region of 497 L/m

with a range of up to 85 L/m lower than the PEF value being considered normal.

The most reliable measurement that shows an assessment of an asthmatic's condition 1s a
PEF reading taken in the morning. Morning measurements are usually the lowest (with the

aftermoon being the highest) due to night-time occurrence of asthmatic symptoms.
Fluctuation between the minimum and maximum values is known as the variability and 1s

presented as a percentage.

PEF Variability, is used to determine how well a patient's asthma is being managed. A low
variability means that a patient is controlling their asthma well, and medication is working

satisfactorily. The formula is given below;
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(Max.PEF value per day — Min.PEF value perday ) 100

PEF Variability (%)=
ariability (%) (Max.PEF value perday) kq. 2.1

The graph shown in Figure 5 (showing a patient's data during the Medicate trial described
later) can be used to plot Peak Expiratory Flow (PEF) readings for a patient, the graph can

be used to monitor a patient's progress. The graph is banded into three sections: green,
yellow and red to denote the 'seriousness' of reading level. A red reading would mean that

the patient needed urgent treatment.
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Figure 5 Peak flow graph showing PEF readings of a hospitalised patient (Jaeger,
1998).

In this example (Figure 5) of a patient recovering in hospital after a severe asthma attack
the three colour coded bands can be seen. Any reading above 480 L/m is a good reading,
between 300 and 480 L/m an indication that the patient is having difficulty breathing, and

below 300 L/m the patient requires immediate hospitalisation or treatment.

The threshold bands are derived from the predicted peak expiratory flow rate a patient is
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expected to obtain. This 1s usually defined after an examination by a doctor, although
tables exist with suggested values. The general regions for the bands are shown in the table

below, obtained from “Guidelines for the Diagnosis and Management of Asthma”
(NHLBI , 1997a).

Table 1 The peak flow zone system

{ % Predicted Peak Expiratory |

I_— Zane

Flow Rate
’dree;lm R 86—-IOOJ -
Yellow | 50 - 80 h
Red | <50

The peak expiratory flow rate is generally defined using the tables (Nunn & Gregg, 1989)

reading off the values using the patient's age and height.

2.1.2 Forced Vital Capacity (FVC)
Forced Vital Capacity is the maximum forced volume of air that can be expired from the
lungs. FVC is measured using spirometry which is the name given to the measurement of

change in lung volume for the testing of pulmonary function (regardless of the technique
used).

A small number of parameters are used to describe the forced expiratory record:
e Forced Vital Capacity (FVC)

e Forced Expiratory Volume in one second (FEV,)
e Mean Forced Expiratory Flow (FEF) during the middle half of FVC (FEFas.7s%).
This can also be explained as the average flow of air leaving the lung during the

middle portion of the expiration (measured by volume).

FVC is recorded during a spirometry test starting with a patient's Total Lung Capacity
(TLC) and ending with their Residual Volume (RV). There are two commonly used
methods for displaying flow limitation during a FVC reading (Webster, 1998). Figure 6

shows graphs of the two methods, a) showing volume of air flow against change in
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volume, and 4) showing the change of air remaining in the lung over time.
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Figure 6 MEFV Curves and Timed Vital Capacity Spirograms
(Webster, 1998)

Method 1

Plotting the volume flow of gas at the airway opening (Q.wo) against volume change (or

the integral of Q,x0) subtracted from FVC against time.

This method produces a maximal expiratory flow volume (MEFV) curve shown in Figure

6a. The MEFV curve represents the relationship between variable FVC—f O ,wodt and

-Quwo its derivative. When this relationship is a straight line through the origin, it

represents a homogeneous, linear, first-order differential equation (Webster, 1998).

QAW0=“K(FVC“IQAW0df) Eq. 2.2

Method 2
Plotting against time (Figure 6b), gives a graph (or spirogram) of timed vital capacity
(TVC). TVC is the difference between the total lung capacity (TLC) and the residual

volume (RV), the smallest volume to which the lungs can be deflated due to a slow

expiration. The reading or graph is shown over time and is the equivalent value to the FVC
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value.

The two curves in Figure 6 provide information about the condition of the airways of the
patient. During a FVC manoeuvre (or test) the respiratory system can be described as
functioning in two ways: independently from the effort exerted by the patient, and eftort-
dependent. The dependent part provides information about the larger, upper airways and
extrapulmonary parts of the respiratory system and is shown on the graphs as the plot
between TLC and approximately 25% of the FVC below TLC. The independent section

reflects the condition of the smaller airways of the lungs. Using the MEFV curves and

TVC spirograms, the condition of the respiratory system can be explored.

2.1.3 Forced Expiratory Volume in one second (FEV,)

Primiano (1998) suggests that FEV, is not a good index for small airways disease due to its
partial dependency on effort-related data. Lane (1996) agrees but states that it is still useful
if it is quoted as a percentage of the forced vital capacity (FVC) as the two variables are
linked. Guidance from the US National Heart, Lung, and Blood Institute (NHLBI, 1997)
goes further and says that the ratio of FEV, to FVC is often used to assess patients for
airflow obstruction. A reduced ratio of less than 65 percent (FEV, / FVC) indicates

obstruction to the flow of air from the lungs.

FEV; and FVC readings given by patients' both differ according to height, sex, age and
race, and appropriate reference values should be used for their interpretation. An increase
of 15% in FEV, is significant. Values should be expressed as absolute figures and also as

percentage predicted, based on patients' age, height and sex.

2.1.4 Mean Forced Expiratory Flow (FEF2s.7sy)

FEF,s.15% represents an average flow produced during the middle half of the forced vital
capacity expiration. So that comparisons of expiratory flow can be made between
individuals of different sizes the parameter can be normalised. The technique used to

compensate for differences in individual size (normalise) is to divide FEF2s.1s¢, by FVC.
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Eq. 2.3

2.2 Environmental Factors

The wide range of variables makes asthma a difficult condition to predict and monitor.
Exacerbations of asthma are characterised by periods of increased symptoms and reduced
lung function, which may result in diminished ability to perform usual activities.
Exacerbations may be brought on by exposures to irritants or sensitisers in the home, work,
or general environment. Education is needed to help the patient recognise both immediate
and delayed reactions to these environmental exacerbations. Exposure of asthma patients to
irritants or allergens to which they are sensitive has been shown to increase asthma
symptoms and precipitate asthma exacerbations (NHLBI, 1997a). Asthma patients are
known to react to a variety of triggers, such as allergens or a combination of allergens,
exercise, pollutants or emotional stress. This complex nature can lead to a time consuming
task of detailing and then analysing a patient's history. The complex nature of asthma is a

major healthcare challenge. The management of the disease in asthmatics is particularly

difficult without sufficient insight into the patient's environment.

2.2.1 Air Quality

An asthmatic's condition is affected by the specific environmental conditions that surround

the individual. Peled et al. (2005), Chauhan et al. (2003), Moshammer & Neuberger

(2003), Kehrl et al. (1999) and Lane (1996) consider the following pollutants to be of
concern to asthmatics:
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Table 2 Pollutants of concern to asthmatics

| Pollutant | Description / Source ]

— T T A A AP T S — T e T e i ‘et Sl e o P - |

Particulate Matter |Particles which have an aerodynamic diameter of 10 microns or less are

(PM) classified as PM, . Smoke and particles from diesel engines would both
fall into this category. Other common sub-categories include particles

which have an aerodynamic diameter of 2.5 microns or less (PM, ;) and

PMO , Which has an aerodynarmc diameter of 0.1 microns or less.

il ler el i wlsbiierieniell e —

ISulphur Dloxlde|The most 1mportant natural sources of sulphur dloxlde, (and of other

(SO,) sulphur compounds) are volcanoes, during both active and dormant

periods. Globally, these contribute perhaps 20% of the world's total
sulphur emissions. However, in both developed and less-developed

countries, particularly in urban areas, emissions that arise from the

| combustion of solid fossil fuels are of prime concern. Coal and oil both
A contain sulphur in varying amounts, and both therefore produce sulphur

dioxide when bumt.

| Nitrogen Dioxide| Vehicles produce nitric oxide, this changes to nitrogen dioxide in the

'((NO,) 'atmosphere. Recent research has highlighted the increasing importance

of directly emitted NO, primary emissions. There is evidence for

significant amounts of NO, emitted directly from the tailpipes of diesel

vehicles, especially when slow moving, with levels possibly as high as

25% of total NOx emissions in mass terms. These primary emissions

| have a significant impact on roadside NO, concentrations in areas where

| there 1s a large proportion of diesel vehicles (DEFRA, 2004).

| Ozone (O,) Ground level ozone (O,) is a secondary pollutant; it is generated from

| the reactions of primary pollutants in the atmosphere. It is important to

note that ozone at ground level is classified as a pollutant, in stark

difference to stratospheric ozone and the ozone layer occurring at around
11 to 15 km above ground level. Stratospheric ozone is naturally
occurring and critically beneficial, as it protects us from harmful levels

of UV radiation from the sun. Tropospheric or ground level ozone is

formed mainly from the breakdown of NOx into NO, in the presence of

UV (sunlight).

Air quality and other environmental influences affect people's respiratory system (NHLBI,

1997). Particles of diameter 10um or less (also know as PM,,) and diameter of 2.5um or
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less (known as PMzs), along with irritant gases, are all noted to have an effect on health
(COMEAP, 2006). According to Stedman (2001), irritant gases are those such as sulphur
dioxide (SO,) and nitrogen dioxide (NO;) which enhance response to allergens and may

increase the prevalence of respiratory infections in children, and other gases such as ozone
(O;) and carbon monoxide (CO) (Lee et al., 2002). The health effects of both long- and

short-term exposures to O; are shown by pulmonary function decrements (AQMD, 2003).
nitrogen dioxide (NO;) also has the potential to aggravate chronic respiratory disease and

respiratory symptoms in sensitive groups (AQMD, 2003).

Sulphur dioxide arises from the sulphur present in most fuels, but its presence can also be

attributed to volcanic activity where about 5x10° tonne sulphur yr' (Halmer et al., 2002),
and even larger amounts are emitted by sea spray (as sulphate), which contribute in the
region of 44x10° tonne yr' (Hester, 1986), (NEGTAP, 2001) and is known to aggravate

asthmatic symptoms. Exposure to sulphur dioxide can lead to bronchoconstriction for
persons with asthma (AQMD, 2003).

It is extremely difficult to monitor the environmental conditions experienced by an
individual as they move from location to location. Most air quality data in the United
Kingdom originates from fixed location monitoring stations situated around the country,
each of which monitors a set of pollutants (not always the same) including; nitrogen
dioxide, ozone, carbon monoxide, sulphur dioxide and particulate matter PM,s and PM;,
which represent fine airborne particles of 2.5 and 10 microns diameter or less respectively.
This provides a fairly detailed, although not ideal, data source for environmental data. The
data is usually collected on an hourly basis but this can vary depending on the location and
facilities at the monitoring station, and is not always reliable; missing or abnormal values
pay a large part in the data sets. The data is also not ideal as it may not portray the actual

levels of pollutant that the patient experiences due to the static location of the sites.

In the Umted Kingdom the monitoring stations are run by AEA Technologies, National
Environment Technology Centre (NETCEN) monitoring network. The network is run on
behalf of the UK Department for Environment, Food & Rural Affairs (DEFRA) and the

Devolved Administrations. Details of the monitoring network and results can be found in

an annual report from AEA Technology (AEAT, 2006). The network provides a reliable

and consistent source of data which is available via the Internet (TAQA, 2008).

36



Data obtained from the monitoring stations can be used in validated dispersion models,

which have the capability to estimate levels of pollution between known point sources.

Although this research is not focused on the use of dispersion modelling techniques, a

utility for the inclusion of such models would be a useful addition to the extensibility of the

system.

In the United Kingdom air pollutant levels are banded into 4 categories: low, moderate,

high, and very high. Each category describes a warning level according to health impact.

The bands relating to each category and pollutant are shown by Table 3 below. The

abbreviations ppb (parts per billion) and ppm (parts per million) are used.

Table 3 Air quality bandings (COMEAPF, 1998)

e

Pollutant Band

Pollutant — _
LOW MODERATE |  HIGH l VERY HIGH
:ul ;ur Below 100 ppb | 100 ppb (266pg/m?), (200 ppb (532ug/m’), 400 ppb (1064pg/m’),
Di b de (266pg/m®), averaged|averaged over 15 | averaged over 15|averaged over 15
1ot over 15 minutes minutes minutes minutes
. o : B . B
 Below 50 ppb >0 pp8b h(100p, 4 n}n), 90 ppb (180pg/m’)|180 ppb (360ug/m’),
l Ozone {(100pg/m’), as an 8 as an © Aowt “'ra'" g averaged over one|averaged over on
hour running average average or averaste | hour hour
over one hour
- — N E—— - -—
B Carbon Below 10 ppm (11.6mg/| 10 ppm (1 l.6mg/m-"),,I 15 ppm (17.4mg/11}3), 20 ppm (23.2mg/n}’),
Monoxide m’), as an 8 hour|as an 8 hour running |as an 8 hour running as an 8 hour running

Nitrogen
Dioxide

running average

! average

average

average

-

ppb
averaged

Below 150

(287ug/m’)
over one hour

Fine
Particles

Below 50 pg/m’, as a 24
hour running average

150 ppb (287ug/m’),
averaged over one
hour

50 pg/m’, as a 24
hour running average

.__Il+-___

300 ppb (573pg/m’),
averaged over one
hour

400 ppb (764pg/m’),
averaged over one
hour

75 ug/m’, as a 24
hour running average

100 pg/m’, as a 24
hour running average

Low indicates a pollutant level below the threshold of the National Air Quality Standard.
Moderate indicates a level at the threshold. High represents a threshold set using advice
from the Committee on Medical Effects of Air Pollution (COMEAP, 2002) that indicate
that some discomfort may be experienced by those susceptible to air pollutants as a result
of the levels, and Very High, also a threshold set by COMEAP, goes one step further and

represents levels where considerable discomfort may be experienced.
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The US National Heart, Lung, and Blood Institutes (NHLBI, 1997a) rccommend that
patients with any level of severity should avoid, exposure to allergens to which they are
sensitive, exposure to environmental tobacco smoke (which counts as a type of particulate
matter), and exertion when levels of air pollution are high. For successful long term asthma
management, 1t is essential to identify and reduce exposures to relevant allergens and
irritants and to control other factors that have been shown to increase asthma symptoms
and/or precipitate asthma exacerbations. For example, Dominici e¢ al. (2003) found that
daily variations of PM,, are positively associated with daily variations of mortality, using a

24 hour PM ), average. However, the results also suggested that different regions within the

geographical study all experienced differing pollutant levels, and that further detailed

Investigation was necessary to identify the effect of particular particle types.

2.2.2 Pollen

Pollen 1s a fine powder produced by the anthers of seed-bearing plants. It is particularly
troublesome to asthmatics as it is carried by the atmosphere. Particular focus can be given
to pollen when the weather is dry, sunny and moderately windy. Jacobson et al. (2007)
found that there was a strong correlation between six separate pollen spikes and six peaks
in emergency department and urgent care admissions during the summer months of May
and June 2006. Grasses tend to shed their pollens during the morning, but when the

weather 1s hot the process can extend into late afternoon. Symptoms due to pollen are

considerably reduced when the weather is damp as dampness reduces the spread of pollens.

2.2.3 Health-Related Quality of Life

The World Health Organisation defines health-related quality of life as, “the individuals'
perceptions of their positions of life in the context of the culture and value systems in
which they live and in relation to their goals, expectations, and concerns” (Mohangoo et
al., 2007). While the American Thoracic Society Quality of Life Resource (ATS, 1997)
states that “health-related quality of life is an individual's satisfaction or happiness with
areas of life that are directly affected by health”. It is generally recognised that the burden
of illness 1s far reaching and can be measured in terms of the financial burden, discomfort,

restricting ability and apprehension caused by the illness. Measurements determining the

quality of life in studies of clinical evaluation are commonplace and are sometimes used to
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offset higher costs of treatment. Chen et al. (2007) find that there is an inverse relationship
between the number of asthma control problems and quality of life, while Mohangoo et al.

(2007) find that the presence of at least four wheezing attacks during a year reduced

perceived quality of life.

Over the last decade quantitative relationships between air pollution and adverse health

effects have been studied (Taggart et al., 1996; Howel et al., 2001; Brunekreef and

Holgate, 2002; Ho et al., 2007). The effect of particulates, particularly PM,,, were studied
by all four of the studies. Ozone effects were studied by Taggart e al.,, Ho et al., and
discussed by Brunekreef and Holgate. Brunekreef and Holgate also discussed the affect of

nitric oxides, which were additionally studied by Ho et al. Health effects of sulphur and
nitrogen dioxides were studied by Taggart et al. (1996). The parameters and related studies

are summarised by the table below.

lable 4 Study vs parameter summary

, —

l Parameter \Y tud ly

Particulate matter :"i"a_gga;t et al. (1996);, Howel et al. (2001); Brunekreef
- __|and Holgate, (2002); Ho et ¢ al., (2007).

Ozone | Taggart et al. (1996) Ho et aI (2007) and dlscussed by

- o Brunekreef and Holgate.

' Nitric oxides Ho et al. (2007), and dlscussed by Brunekreef and

Holgate (2002). -

Sulphur and nitrogen| Taggart et al. (1996).

dioxide

Brunekreef and Holgate (2002) highlight the work of several others (including Samet et
al., 1998 and Pope and Kalkstein, 1996) for considering cofounders, that included weather
variables. Ho et al. (2007) factored the effect of age, rhinitis, eczema, urban birth location,
parental education level, exercise, cigarette smoking, environmental tobacco smoking,
alcohol beverage consumption, and weather factors into their study. They analysed
questionnaires from a screened sample of 64,660 students who displayed signs of having
asthma. A repeat measurement regression model was used to examine the relationship
between monthly asthma attack rate among asthma patients, and air pollution (particulates,
nitric oxides and ozone). The model used a stratified random sample of students, and
demonstrated that air pollution is related to asthma attack rate. Howel et al. (2001)

investigated the association between the acute respiratory health of children, and
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particulate levels over a six week period. Diaries of respiratory events were collected for
1405 children, along with concurrent monitoring of particulate levels over a six week
period. It was found that frequently small and positive associations existed between PM,,,

and respiratory symptoms, which were varied between communities.

Taggart et al. (1996) studied the relationship between asthmatic bronchial hyper-
responsiveness and pulmonary function (represented by daily lung function tests of FVC
and FEV;) to ambient levels of summertime air pollution during 1993. The study of 38
subjects suggested that changes in the concentrations of traffic-related air pollution
depicted by Os;, SO,, NO, and smoke, were capable of potentiating airway inflammation.
The study identified a log linear relationship between all lung function measures and

pollutant levels, grass pollen concentrations and temperature. Correlation between levels of
24 hour mean SO,, NO; and smoke, 48 hour mean NO, and smoke, and 24h lag NO,, and

bronchial hyper-responsiveness were also found. After reviewing relevant literature

Brunekreef and Holgate (2002) concluded that the evidence of adverse health effects from
air pollution have been estimated to be higher than effects from a long list of other

environmental factors.

2.2.4 Meteorological

Meteorological effects such as humidity, temperature, wind direction, and weather
condition have an effect on asthma sufferers. Research has linked the increase in asthma
exacerbation to thunder storms (Anderson et al., 2001). Damp and cold are also known to
be particularly prominent in triggering asthma attacks, although some asthmatics would
say that for them, hot and humid weather is more troublesome. Records show (Lane, 1996)
that there are more emergency cases of asthma when there is a sudden drop in atmospheric
temperature combined with the formation of mist or fog. A connection also exists with
damp autumn and winter months where there is a steady increase in emergency cases. The
exact cause of the increase in cases is largely unknown and can not be attributed to just one
event. Asthmatics react in different ways, and they often react to more than one trigger.
Complications also occur when the location of the patient changes. Wetter conditions
would tend to suggest that more time is spent indoors where dust mites and other allergens
effect the respiratory system. Wet and damp weather also increase the occurrence of chest
infections, an occurrence of which would have an effect on an asthmatic. Other

occurrences of asthma can be attributed to sudden heavy rainfall. Rainfall breaks up pollen
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grains and mould spores, allowing them to be carried in the air (Dales et al., 2003). In the
summer months asthma attacks can be attributed to hot days, low wind speed, low relative
humidity and a drop in temperature at night. The condition leads to a steady build up of

allergens and pollutants trapped in an almost motionless layer of air.

2.3 System Architecture: Definition
During the design of the system architecture a number of key stages that underpin the

creation of the operational components are identified. The architecture combines the

analysis of data from two areas of research: environmental and medical. First though, it is

useful to define the meaning of system architecture.

Buschmann et al. (1996) define software architecture as, “a description of the subsystems

and components of a software system and the relationships between them.” Buschmann et
al. go on to say, “the software architecture of a system is an artefact. It is the result of the
software design activity”. In this context, the word system implies a set of entities (real or
abstract), that together make up a whole entity. The denotation of the word system changes,
depending on 1ts use. When a contained system becomes used in a /larger system it could be
referred to as a subsystem or component. However, a subsystem could also be built from a

number of smaller systems (subsystems), or components. The number of subsystems

described in a system will usually itself depend on the level of abstraction that the
describing architecture prescribes. Each subsystem will interact or relate to at least one

other component and serve the common objective of the system as a whole.

The organisation of these subsystems into a whole system is the activity of the architecture.
The ANSVIEEE Standard 1471-2000 specification (IEEE, 2000) states that architecture is

“the fundamental organisation of a system, embodied in its components, their relationships
to each other and the environment, and the principles goveming its design and evolution.”
This statement provides a clear description of the role that architecture plays, namely
defining components, and their relationships to one another and the wider system
environment, and considering how they may evolve in use over time. The description
supports the definition previously given by Buschmann et bl. (1996). The text of the ISO
standard (ISO, 2007) (a republished version of IEEE 1471:2000) will form the basis of
future joint revisions by the ISO and IEEE bodies. The ISO standard states that “an
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architecture exists to respond to specific stakeholder concerns about the system being
described”, It also states that “system architecture descriptions are inherently multi-view,
as no single-view is capable of capturing all concerns”. The capturing of rationale for
inconsistencies or unresolved issues between views is promoted in the standard in order to
explain those areas where incorrect assumptions could be made. This is an important point
to note whilst defining the architecture for an environmental monitoring system, as
disambiguation should be reduced to a minimum through clarification for each stakeholder.

The stakeholders of an environmental monitoring system used in this ficld would most
likely be the patients being monitored, clinical staff responsible for patient care, and

researchers interested with the development of new treatments or studies.

Two further proposals for the meaning of architecture are given by The Open Group
Architecture Framework (TOGAF, 2007). The two architectural definitions given by the
group are:
e a “formal description of a system, or a detailed plan of the system at component
level to guide its implementation”, or

e as “the structure of components, their interrelationships, and the principles and

guidelines governing their design and evolution over time.”

These proposals support the view given previously. For an environmental monitoring
system to be implemented successfully in various settings, some probably unthought-of at

the time of design, it is important to consider these definitions of architecture and abstract

the key elements.

2.3.1 Architectural Design Process

Malveau and Mowbray (2004) talk about a process for architecture quality improvement
called architectural iteration, where the architecture 1s adapted at various project stages
from practical feedback during the project life cycle. “At every step, the architects strive to
improve the quality of the design; they use the lessons learned to make the design better
and better”. The process Malveau and Mowbray describe, contains a core process, known
as architecture with subprojects. Architectural planning partitions the problem into
subsystems with stable boundaries. Malveau and Mowbray go on to describe the process of
system development and how it is analogous to architectural planning with four steps, the

main two (and first two) described steps are:
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1. Identify subsystems.

2. Define subsystem interfaces.

These two steps enforce the view of Buschmann et al. (1996) where components are used
as building blocks (with defined interfaces between them). The final points they make,
cover project planning and developing subsystems in parallel. This becomes possible as

each subsystem exists as its own entity.

Some typical design activities that take place during architectural design are component
design, data structure and algorithm design. Components act as building blocks for the

structure of systems (Buschmann et al., 1996) and have interfaces, enabling them to be
used easily by other parts of the system. Data structure design starts to develop the detailed
specifics of how the component will handle the necessary information in order to

accomplish the component's task. Algorithm design then ties the data structure to the task

that is given to the component.

When decomposing a sub-system into modules there are two processes that could be used,
they are (Shaw & Garlan, 1996):
1. Object-oriented, where a system is decomposed into a set of communicating
objects.
2. Data-flow, where functional modules are designed to accept input data and
transform it in some way to output data. This is also known as the pipeline

approach.

The two processes of Shaw and Galan (1996) are used to guide the underlying structure of

an environmental monitoring system, while the process of architectural iteration was used

during the research phases to provide feedback into the design process.

2.3.2 Architectural Views (or Models)

Definitions, given by both the IEEE (2000) and TOGAF (2007) earlier in the chapter can
be used as a fool-set for defining the architecture of an environmental monitoring system.
The definitions suggest that an architecture should describe an information system in terms
of a set of building blocks, and show how these blocks fit together. This definition is taken

forward and applied to the system and subsystems required to implement the
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Environmental Monitoring System (EMS) during Chapters 4 and 5. In defining the
architecture for the EMS a number of aspects require consideration. The Reference Model
for Open Distributed Processing (RM-ODP) defines five viewpoints for understanding a
system. Although these view points are designed for environments where distributed

processing is used, it is still useful to consider the points in the design of the EMS to
increase the system's flexibility. The view points are given by ISO (1998) and shown by
the table below:

Iable 5 System architecture viewpoints

e blldarlrii . i, il

l Viewpoint | Description

Enterprise How the specified system fits into the wider organisation.
Information Constraints on the use and interpretation of data.
I Computational The functional decomposition of the system into a set of
P ' interacting objects/components.
L Matters relating to infrastructure required to support the
Engineering
system.
| Technology Concerned with the choice of technology.

-

The first three viewpoints: Enterprise, Information, and Computational, relate directly to
the architecture, whilst the Engineering and Technical viewpoints support the

implementation of the architecture, and are not prescribed by this thesis.

Two further aspects, promoted by The Open Distributed Processing Model (also known as

ISO 10746) are, the use of abstraction, and precision in concept definitions. Consideration
should be given to these aspects, together they reduce the number of assumptions that can
be made. ISO 10746 also encourages the consideration of five key features within the

design of software systems. They are listed here only to provide a context for an

implementation of the architecture, and not to guide this research. The five key features of

the model are:
1. Interoperability — the ability to link and reconfigure systems and services.
2. Heterogeneity — the ability to link across different platforms and protocols.
3. Transparency - the ability to hide complications from users.
4. Trading/Broking — the presence of intermediary agents, to promote and
distribute software artifacts and services.
5. Federation — where focus is given to the lack of central authority over the software

design or configuration.



These five aspects are useful to consider within the context of designing the
implementation architecture for the EMS. Chapter 4 defines the architecture of the

Environmental Monitoring System, and develops prototype implementations. Chapter 5

details key analytical components of the EMS.

2.4 Health Informatics

Wooten (2001) outlines some advantages of health informatics. In a trial using home video
phones, electronic stethoscopes and digital blood pressure monitors. Patients with chronic
conditions were given 17% less home visits than control patients (who were not using

video phones or measuring equipment). The trial patients had more traditional telephone

contact, in addition to video consultation with nursing staff. The quality of care between
the two groups was measured to be similar. Over the trial period the average cost of care in

the trial group was 27% less than that of the control group. Another study, this time lasting
for 20 months in Finland (also mentioned by Wooten, 2001), found that 52% of referrals
from general practitioners to Peijas Hospital in Helsinki were dealt with electronically.
Hospital statt used either electronic messages or a video link to treat the patients. Against
two control groups of similar patients from general practitioners, the cost was shown to be

seven times greater for those not in the electronic referral group.

The delivery of healthcare in the home is continuing to grow as a proportion of total
healthcare provision. With increaéing bed costs, patients are being discharged earlier from
hospital or having care which once took place in hospital extended to the home. This has
advantages. Risks such as hospital-acquired infection are reduced and 'creature comforts'
can be maintained. For some patients, care in the home can span many years whilst for
others it will be very brief. Regardless of which category they fall into, patients have a
need for information about their care, which might be factual information about their
therapy, or assurance from healthcare workers that their own self management is working

well.

National healthcare budgets are constantly under pressure to keep up essential services and
increase the quality of care, whilst at the same time medical research creates more clinical

findings than can be integrated into best practices. Often general practitioners and other
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clinical staff find it difficult to keep up with the latest treatments, and budgets arc stretched
yet further.

The Connecting for Health NHS programme (previously known as National Programme
Jor IT, NPfIT) which had its origins in 1998 (HSC, 1998) and came into operation on April
1¥ 2005 is creating a multi-billion pound infrastructure (NHS, 2003) which will attempt to
Improve patient care by enabling clinicians and other NHS staff to increase their efficiency

and effectiveness through the use of IT. The program is outlined in the publication
Delivering 21st Century IT Support for the NHS - National Strategic Programme (NHS,
2002). The NHS Executive states that it is committed to spending £12.4bn (at 2004-5
prices) over the ten year life of the main contracts, to 2013-14 to modernise the NHS with
information technology (NAO, 2006). The focus of the contracts is to ensure that both
quality information and information technology provide clinical services to patients and
increases population health. This is seen as a significant shift from the previous emphasis

on management information where information was used primarily as a tool to monitor
cost and activity. The new strategy aims to ensure that health information is available to

clinicians, and increasingly patients, who need it, when they need it.

Health informatics has the potential to improve quality, effectiveness and efficiency, if it 1s
applied to the complete cycle of patient care and to the transfer of information related to a
given health problem. For example, resources can be better managed. Once a suitable
condition has been diagnosed, hospitalisation of patients can be kept to a minimum through
continued monitoring at home. When a problem is identified the patient can be notified and

corrective treatment arranged remotely. Information gathered in a setting away from a

hospital is more natural for a patient, and leads to long-term datasets that may be used in
further detailed analysis. Through the use of automated monitoring, clinicians are made
available to address a patient's problems as they occur, making better use of the clinician's
and patient's time. The work flow and efficiency of medical personnel can be improved,

and the delivery of more personalised healthcare given to patients.

There are a number of methods already in use to transfer asthma data from the patient to
clinician (Glykas & Chytas, 2004), one of these is the use of electronic devices that
measure lung function, and other such clinical data, and then on a regular basis download
these to a clinician. For example, over a standard telephone line (Medicate, 2000).

Maglaveras et al. (2002) use technology to facilitate the transfer of data from both patient
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and their immediate home environment. Electronic devices (used for the measurement of
lung function in asthma) make the process of taking regular readings easier for the patient.
Devices store the data from tests in memory until they can be transferred to the clinician.
Using electronic devices relieves the patient from having to use more conventional
methods of manual note taking and are known to increase the accuracy of the data being
presented to the clinician. Connecting these devices via the Intemet as a method of data
transfer, enables the clinician to gain a greater granularity of data, closer to the time when

the readings are taken. Clinicians are then able to use types of trend analysis to evaluate

how well an asthmatic's condition is being controlled.

A review of literature between 1974 and 2004, by Sanders & Aronsky (2006) focusing on
biomedical informatics applications for asthma care, found 64 papers; of which 13 papers
were focused on asthma (disease) monitoring or prevention, and one (Crabbe et al., 2004)

was a retrospective study (the Medicate Project). The small number of papers and relevant

literature found by Sanders & Aronsky gives weight to the novelty of this research.

The Medical Diagnosis, Communication and Analysis Throughout Europe (Medicate)
project attempted to provide a proof of concept system, capable of taking ambulatory lung
function readings via an electronic spirometry device and sending these to a Disease
Management System for automatic review, at the same time allowing clinicians access to
the respiratory data for their own individual clinical evaluation. Medicate (2000) achieved

a simple alert mechanism that monitored patient data, looking for values that fell below a

threshold set by a clinician and alerting the clinician to any unforeseen problems.

2.4.1 Ambulatory Monitoring

Ambulatory monitoring takes place whilst the patient is on the move (not bed ridden, and
capable of walking), the advantage to this type of monitoring is that it allows the
monitoring of conditions that are exacerbated by everyday life. This is especially
significant were environmental factors might influence the health of a patient. Ambulatory

monitoring lends itself to this application area. Telemetry can be used to send back data
from a patient's ambulatory monitoring device to a base station or mobile system in real-

time for further analysis. If monitoring takes place using sensors at some distance from the
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subject under investigation the term remote monitoring is used to describe the activity.

There has been significant effort to allow primary care practitioners to manage patients
who would normally be referred to specialist centres, by supporting them with remote
specialist advice. One study (Shanit et al., 1996) gave primary care practitioners direct

access to a hospital-based cardiac monitoring centre. They were able to transmit a 12-lead

ECG and consult a cardiologist on a 24 hour basis. Following the transmission of the

signal, discussion with the cardiologist would reveal the outcome of the test. The process
gave the benefit of reducing the amount of time spent travelling to appointments with

specialists, and gave pre-warning to hospital medical teams if a patient was suspected of
myocardial infarction. Another system, named LifeShirt, developed by Levy et al. (2004)
was an ambulatory respiratory and cardiac function monitoring system. The system was

used to detect respiratory function abnormalities in sleep apnea syndrome as well as other

disorders. However the accuracy of the measurements can not be verified due to the small

sample of subjects studied.

In the clinical environment where an increasing amount of care is given away from the
hospital, this frequently refers to clinical monitoring within the home. Rialle et al. (2002)
use monitoring equipment installed at patients' homes, measuring blood pressure and
cardiogram data, transmitting the results back from locations remote from the clinical
setting. Clinical monitoring however should not be limited to this fixed location. As
patients should be able to move normally from location to location, leading as far as
possible, comparatively normal lives. Engin et al. (2005) develop a telemedicine system

that transfers human electrocardiogram (ECG) signals via mobile phone. The real-time

data transmission via mobile phone allowed doctors to check the coronary care of patients
In rural areas. More recently Cleland et al. (2007) used an electronic lung function device
attached to a mobile phone to transmit respiratory data. The day's temperature, wind speed
and pollen count, specific to the mobile phone were also transferred. Results from the
clinical trial indicated an increased rate of poor asthma control identification, and better

communication with healthcare professionals without the need for face-to-face

consultation.

Remote monitoring can be used in conjunction with ambulatory devices. This is especially

the case were environmental factors are monitored. Many environmental factors are

difficult or impractical to be monitored with portable measuring devices. Therefore, fixed
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location devices must be used to record data.

Personal monitoring in this thesis refers to the use of remote monitoring and electronic

ambulatory devices capable of obtaining regular readings of a patient's lung function

measurements and environmental variables. Personal monitoring allows better
communication between the patient and clinician. Recognition of early warning signs of

worsening asthma are noticed and prompt warnings can be given by a clinician to any
serious deterioration in symptoms or peak flow. A warning could also be given to remove
or withdraw from allergic or irritant precipitants in the environment that may be
contributing to the exacerbation. Beginning treatment away from clinical contact avoids
delays and reduces the severity of exacerbation, at the same time adding to the patients

sense of control over their asthma.

2.4.2 Need for Intelligent Monitoring

Intelligent monitoring is the process where by the information or data provided to the user
about the monitored subject is both timely and directly attributable to the problem being
monitored. The monitoring process usually generates information when a certain event
condition has been met. The use of intelligent monitoring often takes this one step further,
where a number of event driven signals are analysed, and an appropnate response
formulated. Dawant et al. (1993) present a distributed computer architecture for intelligent
patient monitoring that introduces a number of relevant concepts. These include: data
acquisition, data reduction, selective display of information, and the facilitation of these
concepts through the use of asynchronous software modules. The central modules are
responsible for feature extraction, modelling the patient, and displaying information. The
semi-independent nature of these processes is particularly relevant to this work, and

promotes scalability.

There are many reasons why intelligent monitoring is desirable for monitoring patients.
Clinicians face an incredible amount of information, and when time is limited or there are
numerous patients to monitor in parallel, observations can be missed. This is also known as
cognitive overload (Coiera, 1997). Some monitoring devices present more information
than can be absorbed by the clinician while others distract the user with false alarms. Using

intelligent monitoring can reduce these issues through better interpretation of signals.
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Vazquez et al. (2006) presents a distributed module, based on intelligent agent technology.
The module is dedicated to the process management of networked medical devices, and
provides real-time acquisition and analysis of physiological data. Systems capable of
reasoning with medical knowledge are classed as intelligent, and come under the category
Artificial Intelligence in Medicine (AIM). The most common types of AIM system in
routine clinical use are expert or knowledge-based systems. These systems contain medical

knowledge about a specific area and are able to reason with data from individual patients
and form a conclusion. Expert systems are also capable of generating alerts and reminders

to warn of changes in a patient's condition.

One of the driving factors of AIM is to create systems which are able to learn from
experience. Techniques of machine leaming have accomplished this objective to varying

degrees of success. The way in which knowledge is represented within such systems 1s

more advanced than standard statistical tests, which are applied to data through manual
searches. Machine learning systems are capable of identifying complex relationships
between data sets or individual parameters through the manipulation of raw data. Systems
which use machine learning can be used to develop the knowledge bases used by expert
systems. This is achieved via a systematic description of data features which uniquely

characterise each pattern or condition, then through the transformation of these into simple

rules.

Artificial Intelligence (AI) offers medicine a way of constructing computer systems that
have a capacity to capture and then reason with medical knowledge. Al systems have two
distinct capabilities:

1) To take new data and create knowledge from relationships that exist within 1t, and

2) Take medical knowledge and use it to reason with data.

These two categories of Al system can be more simply classified as model generators or

model users.
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2.4.3 Information Discovery

Information discovery is the process of looking into a large datastore and discovering
knowledge in the form of significant patterns and relationships. As an example Keles and
Keles (2006) develop an expert system using fuzzy logic to aid the diagnosis of thyroid
diseases. Their system is capable of diagnosis with a 95% accuracy, compared with the
actual diagnosis of clinical staff. Discovery is usually either guided by a user (supervised)
or automatically using intelligent software (unsupervised). In these systems it is not
necessary for the user to have an understanding of statistics, or skill in using a query

language because the system output indicates the key factors which shape the data.

According to Parsaye (1993) the three stages of information discovery are:
1. Understanding.

2. Improvement.

3. Prediction.

It is extremely difficult to manage or control a process that is not understood, and often the
extent of understanding is not known until an error is made that shows the magnitude of
the misunderstanding. Understanding is frequently the goal of information discovery and

interpretation. There are many forms of understanding. Three types of understanding that

are particularly important are:

1. Differences,

2. Trends, and

3. Relations.

The steps that a human analyst might take to explore a database are as follows:
e Form a hypothesis.
e Make some queries.
e Run a statistics program.
e View the results and perhaps modify the hypothesis.

e Continue this cycle until a pattern emerges.
These steps would become tedious if repetitively performed by a human, hence the use of

information discovery algorithms which automate the process of pattern discovery.

Information or rule discovery can be guided through the use of hypotheses.
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2.4.4 Information Processing Issues

The advantages of technology are numerous; using computers to automate tasks allows
analysis to be performed on batches of data on a continual basis, due to calculations being
achieved at speed. Efficiency is greatly improved over the productivity of a human
operator. The number of parameters analysed concurrently can be increased beyond the

usual one or two, which facilitates analysis of groups of parameters to determine if there 1s

a combined effect. This would not be easily achievable without the use of computing technology.

However, the use of technology introduces new issues to consider. As the processes are
required to make a transformation of the data, some work flow coordinator is required to

schedule and monitor the analysis to ensure that the desired result format is produced. This
coordination requires software that is easily maintained, giving the user enough flexibility
to perform their analysis with the minimum amount of effort or specialist knowledge.
Software should have the ability for integration into other products in the event that the

analysis requires further investigation using a new technique or dissemination in a way not

identified during the software design process.

The methodology used for processing the data, and finding if any patient specific
relationships exist requires consideration. Mather et al. (2004) discuss the advantages and

limitations of several statistical methods for linking health, exposure and hazards. They

split types of analysis into three groups:

1. Tracking and trend analysis,
2. Ecologic analysis, and

3. Etiologic research studies.

Each successive group generally becomes more specific to an individual patient, starting
with trend analysis which focuses on a population, and useful for characterising the
background or seasonal base line. Correlation methods have been used to identify general
relationships between air quality and a patient's asthma condition (Crabbe et al., 2004),
however these were primarily using minimum, maximum and average values for the data
on a daily basis, and produced a general correlation between air quality and the patient's
respiratory condition. This thesis, however, is seeking to specifically identify air quality
characteristics that are a particular predictor of a patient's asthma episode. The use of

statistical techniques to locate specific correlations between lung function and
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environmental (specifically air quality) factors can be difficult to achieve. Statistical
methods, such as correlation are not sufficient on their own to recognise and classify
important changes in the data. Molitor et al. (2007) examine the uncertainty in spatial
exposure models aimed at the etiological level, where spatial effects such as the proximity

of patients to pollutants sources (such as roads) are considered. They say that assessing
pollution distributions at the intraurban scale has proved challenging because of the lack of

routinely collected data, they go on to say that the use of geographic information systems

(GIS) with existing information now shows promise in assigning exposure to an

individual's microenvironment.

It cannot be assumed that a particular air quality period is attributed to the cause of an asthma

attack without some validation. While it is not difficult to find a set of data which appears to

support a given hypothesis, it is necessary to validate the results by repeated testing before

a level of confidence can be established.

The introduction of time lag complicates the identification of relationships even further, as
the number of possible relations increases infinitely. A method for controlling the
identification process is required to ease computational demands. The use of time lag 1n
the analysis goes some way to developing a method for detecting a relationship between air

quality levels and deteriorating lung function.

The ability of the system to recognise reoccurring patterns through a means of validation 1s
important. Moreover the system should be capable of achieving this recognition via a semi-

guided or automatic means. Mueller and Lemke (2000) suggest a synthesis of models into
a hybrid solution; collective solutions reflect reality more thoroughly than any single

model.

There are three affiliated areas of research that attempt to identify and validate patterns

within data. They are (Michie et al., 1994):
e Traditional statistics,
e Machine leaming, and

e Neural networks.

Statistical methods are generally used to summarise or describe a collection of data.
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Statistics can also be used to model data, and then used to draw inference about the process
or population being studied. Statistical techniques often use a probabilistic approach
(Barber, 2006) to classification that leads to an indication of the likelihood that an event

belongs to a certain class.

Machine learning is a broad sub-field of artificial intelligence and is concerned with the
development of algorithms that allow computers to leamn (Michie et al., 1994). Machine

learning generally encompasses automatic computing procedures that learn a task from a

series of examples. Classifying expressions are produced that are easily understood by the
ordinary person. The major focus for machine learning is to extract information from data
automatically, by computational and statistical methods. Therefore, machine leamning is an

extension of the field of traditional statistics.

Neural network techniques offer the advantage that they facilitate automatic pattern
recognition, through response to input data on a continual basis (Haykin,1999), and could
allow patterns of environmental events causing asthma exacerbation to be built up. Neural
networks are useful to give an arbitrary classification, and generally combine the
complexity of statistical techniques with the machine learning objective of imitating

human intelligence.

Neural networks are tools that can be used for non-linear statistical data modelling. They

can be used to model complex relationships between inputs and outputs, or to find patterns
in data. As an example of a non-linear application — the weather is famously non-linear,

where simple changes in one part of the system produce complex effects throughout.

The basic issue based on rule discovery may be conceptually represented by the following
equation (Parsaye, 1993):

Rule Discovery = Generation + Filtering

The constraints imposed on rule discovery control the generation component, while

parameters such as the confidence level or length, control the filtering.

Rules can be used for prediction. Rules obtained from expert experience or advice can be
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compiled into a comprehensive list of cause and effect descriptors, and then used by a
computer or a less experienced human operator to predict an outcome from a set of input
variables. Prediction is usually always accompanied by an uncertainty or confidence level

from each of the rules.

The first, and probably the most important problem faced when trying to apply artificial
intelligence in a practical setting, is selecting attributes for the data at hand. Witten &

Frank (2000) suggest that if meaningful attributes are not chosen that together convey
sufficient information to make learning possible any attempt to apply machine learning

techniques is likely to fail. The choice of a learning scheme is usually far less important

than the application of a suitable set of attributes.

2.5 Summary

This chapter gave a broad overview of a number of topics. The overview began by

outlining the processes used in the treatment of an asthmatics condition, the parameters

routinely involved, and their measurement using peak flow monitoring devices.

Environmental factors shown to have an adverse effect on the asthmatic were then
discussed, including a description of the levels of environmental factors such as air quality,
required to be problematic to an asthmatic. A number of researchers identified links
between the quality of air in the environment and health of a subject. For example,

Tamburlini et al. (2002) found that environmental influences have an effect on health

conditions, and is particularly prevalent on respiratory related illness

The purpose of system architecture within system design, was defined to clarify the role of
the concept, and its use by this thesis. The design processes, and architectural aspects to
consider when defining a system were presented to give a foundation for research by

following chapters.

The area of health informatics was then introduced, with a description of its history, and

the benetits to which it can be used. Areas of intelligent monitoring, information discovery,

and general processing issues were also given a broad overview. Issues such as the
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reduction of information through feature extraction were raised.

The overview given by this chapter established that every patient experiences their own
unique personal exposure to environmental influences, and that informatics can be used as

a tool to identify the levels of exposure that may adversely affect the asthmatic. Recently

Chin-Shen et al. (2007) studied the effects of particulate matter on the peak expiratory flow
rate of asthmatic children, and concluded that personal air quality data 1s more suitable for

the assessment of changes in lung function than ambient monitoring data. Other research

by Cullen (1996) suggests that the primary goal of past epidemiology investigations had
been the establishment of causal relationships between an environmental agent and a health
outcome. He stated that there had been little theoretical work on models for evaluating

environmental patterns, rather than average or cumulative dose, as predictors of risk. The

next chapter introduces a new term; enviromedics, which describes a new field of research

developed by the author, to better define the problem domain, and progress research in the

field.
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Chapter 3

Key Requirements for Enviromedic Architecture
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This chapter proposes a set of requirements that underpin the architecture realised
later in this thesis. All applications built using the realised architecture would fulfill

these requirements.

3.1 Introduction

The term enviromedics has been introduced by this author to encapsulate the use of both

environmental and medically related data sets in analysis. Enviromedics combines the
analysis of geographical and temporally related data, specific to the environment of a
patient, with the aim of providing or enhancing medical care for that patient. Key

components of the analysis are presented in this chapter, and shown to be applicable to

respiratory healthcare through prototype testing during Chapter 6.

The thesis aim (presented during Chapter 1) was to identify processes capable of
identifying predictors of patient-specific asthma exacerbation, and provide a system
architecture, required for the automation of these processes. The advancement of such a

detection system is in synergy with enviromedics. A new technique was required to

overcome the issues traditionally associated with correlation and scale to analysing large

data sets by 1dentifying key features that could act as predictors of respiratory decline.

For predictors to be identified, first the point at which a healthy lung function signal begins
to decline (termed a peak by this thesis), and a change event in the environment such as a
peak air quality reading must be recognised. To begin to meet these requirements, and in
order to formally identify these points within the analysis, the concept of the reference

datum was introduced.
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3.2 The Reference Datum

The concept of the reference datum is introduced by the author to describe points marking
key features within the analysed data sets. The term is generally borrowed from the science
of geodesy where datums are used to mark locations on the earths surface (Section 3.4

describes the use of a datum in the geodetic sense). The denotation of the term reference
datum here is; an identified point of interest (represented with a value), measurable in time

and by location.

The introduction of reference datums focuses further analysis between these singular
points (environmental and respiratory), rather than analysing two sets of time series with
correlation. The benefit to referencing (in particular time) between single points is that it
eliminates the need for direct correlations between sets of time-series data. This reduces
the number of analytical permutations that are available, such as length of data series to
correlate, number of interpolated data points to calculate, length of time lag to introduce
between the two data sets, among others. The removal of these options increases the
scalability of analytical techniques. By focusing on the points identified by the reference

datums the need for exhaustive time-series data searches is minimised, reducing time and

computational power required.

The introduction of the reference datum concept into analytical techniques fundamentally
alters the approach required to find enviromedic patterns. This is because the analysis is
now focused between two data points, one from an environmental data set, and the other
respiratory. Using a correlation technique with two data points always yields a 100%
correlation between the data, so the use of correlation obviously imparts little knowledge
using this approach. It becomes necessary to identify an alternative form of analysis. The
study of aetiology aims to explore cause and effect relationships between differing, but
inter-related data sets. This research applied the principle of aetiology to the problem of
identifying patterns between environmental predictors and the decline in a patient's lung
function through the hypothesis that an environmental event, that often leads to a decline in

patient lung function can be used as a future predictor of a decline.

Combining reference datums to mark interesting features in respiratory data, with the
desire to 1dentify a predictor of the change event (also marked by a reference datum), an
additional concept, the delay characteristic was developed and introduced to link the two

disparate reference datums together during analysis.
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3.3 The Delay Characteristic

Without a method for consistently relating possible environmental predictors to a decline in
lung function it 1s not possible to make associations between the two data sets. A number
of key parameters are required to enable the identification of a link between a patient's
environment and their respiratory health. These include: the value attributed to the
environmental data, the lag time between the (environmental) predictor and reference
datum belonging to the decline in lung function, and the time and date at which the

environmental reading is taken.

The information recorded within a delay characteristic is shown below in Figure 7.

— )
Parameter (data type/name) m Lag

Figure 7 Format and parameters recorded within the delay characteristic.

The delay characteristic contains a name (or key) that records the data type, and then three
parameters Date (time and date) of the environmental reference datum, Value of the data

type, and Lag (time) between the environmental and respiratory reference datums. The

relationships that are most important are the lag time and value. The delay characteristic

allows an environmental predictor to be related to a decline in lung function.

The process for defining a delay characteristic can be summarised in three steps:

1) Identify a decline in lung function (use reference datum).
2) Identify a possible predictor of the decline (use reference datum).

3) Relate the two datums (in 1 & 2 above) together through the use of a delay

characteristic.

This series of steps outlines a new method, that in reality focuses further data analysis onto
a set of data outliers. Reference datums identify periods that naturally occur at the
extremes of data sets, and these are converted into delay characteristics, making a new data

set where outliers become part of the core analysis.
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The time and date of the reading is required to enable a meaningful comparison to be made
between the various data sets. Foliowing experimentation with prototypes later in this
thesis, it 1s considered that it may benefit the system's capabilities if the change in valuc
direction was also recorded. For example, if the ozone level were falling or rising at the
time of the decline in lung function. However, the importance of this additional

information will need to be verified through further research, and is outside the scope of

this thesis.

3.4 Patient Location

In order to analyse personal atr quality exposure levels (the actual air quality that a patient
experiences), the ideal location to take environmental measurements at, is that of the
patient. The measurement could be made using some sort of portable and personal

monitoring device. Devices such as these are not commonly available though, and it is
likely that their cost would negate wide-spread uptake at this time. However, use of such

devices should not be ruled out in the future.

The capabilities of devices (EE&S, 2006) (Air Monitors, 2006) (IS&S, 2006) (Topac,
2003) common for monitoring do not contain a location recording component, portable air
quality devices also do not widely monitor a range of particulate matter or a large number
of gasses. For these reasons it is a requirement of the system that readings from fixed

monitoring stations are used and matched with patient readings according to time and
location; so as the patient moves, tracking occurs. Once portable devices use an

appropriate means of tracking a patient's movements, these reading can be incorporated
into the system. The matching of time and location data is important in the analysis of

patient specific information, as a deeper understanding of the patient's real environment

can be obtained.

Environmental data is not usually available from an ambulatory source. NETCEN
(National Environmental Technology Centre) is the common source for automated air
quality data in the United Kingdom. NETCEN is responsible for most of the automatic air

quality monitoring stations in the UK. Due to the current inconvenience in carrying

portable air quality monitors, available data is restricted to these sites. With further
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technological development air quality monitoring in the home (which is currently possible)

or on the person would be used. Examples of portable equipment are available from RKI
Instruments (RKI, 2004).

In anticipation of future advances, the system must be capable of facilitating analysis of
this detailed information. Implementation of a tracking system rcquires that data be
capable of being analysed so closest match data can be extracted from the database. A

distance formula is needed to ensure this.

The Global Positioning system (GPS) was introduced in 1973 by the United States
Department of Defense. The position of an object (marked by GPS) is computed from time

signals sent from satellites carrying extremely accurate atomic clocks. Using lung function
measurement devices that are capable of recording location (using GPS) in addition to lung

function data would allow the matching of environmental data to a patient's activity. The

ability to track a patient, recording location and lung function measurements in addition to
personal air quality exposure are two requirements for an enviromedic system identifying

air quality effects on respiratory patients.

Personal exposure to airborne triggers is obtained in two ways:
e Personal environmental monitoring using ambulatory devices.

e Dispersion models that use data from static air quality monitoring stations.

For the concept of the delay characteristic to be feasible, it is necessary to obtain
environmental data relating to the movements of the monitored patient. The movements of

the patient should be related to the closest actual (or modelled) and relevant air quality

data.
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Figure 8 The decision between air quality monitoring sites

The measurement of location within the system is based on Longitude and Latitude co-
ordinates which are spherical co-ordinates following the earth's approximately spherical
shape. An example of latitude and longitude readings are, 30:16:28.82 N 97:44:25.19 W.
Location 1s referenced to a point defined when the measurement is taken. However there
are a number of alternative reference systems that could be used to relate the position of

the patient and their distance from the closest air quality data measurement point.

Due to the earth's irregular shape, and a legacy of methods for recording location, there are
many ways to identify and record location. The number of mapping systems in existence is
a result of historical (and localised) mapping methods (Dana, 1999). Since the increase in
globalisation and the introduction of Global Positioning Systems (GPS) there has been a

greater requirement to record position in a uniform manner. To achieve this, a number of

assumptions have been made and tested. As the earth is not uniform in shape, a best fitting

reference model 1s required from which to take measurements.

Figure 9 shows an example of two ellipsoids that are used to model the shape of the whole,

and a segment of the Earth respectively.
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Globally best-fitting ellipsoid

Regionally

best-fitting
ellipsoid /

Cross-section

of earth

Region of best fit

Figure 9 The regional ellipsoid is only intended for use in the region of
best fit and does not fit the Earth in other areas. Note that the ellipsoids

differ in centre position and orientation as well as in size and shape (OS,
2001).

The globally best-fitting ellipsoid does not fit the Earth perfectly, so there are many

different ellipsoids in use. Some are designed to best fit the whole earth, and others
designed to best fit one region. Although the modern trend is to use global coordinate
systems, even for local applications, it is important to realise that in a global coordinate
system, the ground on which we stand is constantly moving. This leads to subtleties 1n
coordinate system definition and use. Therefore, to use latitudes and longitudes with any
degree of certainty, the ellipsoid used for recording the location must be known and
referenced to a geodetic datum. The term geodetic datum is usually taken to mean the
ellipsoid and datum: a set of 3-D Cartesian axes plus an ellipsoid, which allows positions
to be equivalently described in 3-D Cartesian coordinates or as latitude, longitude and

ellipsoid height. The measurement of height is similarly complicated. The Geoid 1s a single
unique surface and is the only level surface which best-fits the average surface of the

oceans over the whole Earth. Figure 10 shows the variability in recording a location's

height attribute.
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Figure 10 The relationship between the Geoid, a local geoid model
(based on a tide-gauge datum), mean sea level, and a reference
ellipsoid. The ODN geoid model is an example of a local geoid
model (0S,2001).

The figure above shows the different measurements of height with regards to the various
model geoids, and reference ellipsoid. The true global geoid is a reference model derived
from mathematical calculation, and is the level surface which best fits global mean sea
level (MSL). The local geoid deviates from the MSL due to water currents and variations
in temperature, pressure and density. These produce watery “hills and valleys” in the
average sea surface. This phenomenon is known as sea surface topography (SST) (OS,
2008). The local geoid model is the gravimetric surface of the earth, and defined through

gravitational measurements. The ellipsoid model is the geometric idealised surface of the

earth (Li & Gotze, 2001).

Once location and height have been recorded relative to a known ellipsoid, the
measurement can be transformed from radial measurements and projected onto flat

surfaces (maps) or converted into other coordinate systems. A map's projection is a way of

depicting the spherical surface of the earth on a flat piece of paper.

The datum used for GPS positioning is called WGS84 (World Geodetic System 1984). It

consists of a three-dimensional Cartesian coordinate system and an associated ellipsoid so
that WGS84 positions can be described as either XYZ Cartesian coordinates or latitude,
longitude and ellipsoid height coordinates. The origin of the datum is the Geocentre (the
Earth's centre of mass) and it is designed for positioning anywhere on Earth (OS, 2001).
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As a consequence of all these different systems, it has been found there could be an error in
the location of the same point by more than 200m (OS, 2001) if no consideration is
madec of the system used for their recording. It also seems likely that this situation will

be made worse once technology to monitor patient specific air quality becomes more

readily available.

The system should resolve these positional issues by recording the coordinate system used

to provide the data. When a comparison is required, conversion of the points into the same
coordinate system 1s necessary to enable an accurate comparison. Coordinate systems use

projections to convert angular measurements in degrees to linear measurements such as

meters 1n order to give a length along the curvature of the earth. The conversion is

performed in three steps (Mentor, 1999):

1. Convert the source coordinate to geographic form, latitudes and longitudes, using

projection algorithms.

2. Apply a datum shift to the resulting latitudes and longitudes to convert them from the
datum of the source coordinate system to the datum referenced by the target

coordinate system.

3. Convert the resulting geographic coordinates back to Cartesian form using the

projection algorithms.

A review of formulae available for measuring distance is provided in Appendix O. The

Haversine Formula, discussed by Sinnott (1984) produces a mathematically and
computationally exact result, the formula is widely used by graphical packages to plot
distances. A standard way of storing location details is through the use of spherical
coordinates (longitude and latitude), and the Haversine Formula is particularly suited to
this. However, the Haversine Formula is not good at making calculations where the
distance between locations is large (for example where the two points are either side of the
earth) where there can be an error of up to 2km. This error is not considered to be a
problem for the system, where calculations will be over small distances of up to

approximately S miles.
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3.5 Identification of Respiratory and Environmental Change

Predictors

The US National Heart, Lung, and Blood Institute (NHLBI, 1997a) emphasised the need
for patient-tailored monitoring and treatment in their Second Expert Panel Report, stating

that "Asthma self management education should be tailored to the necds of each patient”. A
long term aim of this work is to provide both patient and clinician with additional patient-

specific information. The need for the patient-specific approach was confirmed through
discussions at the Healthcare 2002 conference and exhibition (Barber et al., 2002). Further

research into personal exposure of patients to air quality levels was also recommended by
COMEAP (2006) with regard to cardiovascular effects resulting from poor air quality.

Further discussion with respiratory researchers at the Whittington Hospital London helped
identify that having a system that identified patient-specific allergens capable of
exacerbating asthma would be useful. Carrer et al. (2001) suggest a number of

measurements that would facilitate this in an indoor environment.

With the capability to collate and relate a patient's experience of their environment to their
respiratory health, a system would have the processes required to facilitate personal
enviromedic pattern recognition with asthma patients. The process can be described in
three steps:

1. Identification of the asthma episode.

2. Identification of the environmental predictor.

3. Monitoring for the environmental predictor.

Step 1 - Identification of Asthma episode

The first step is to detect adverse patterns depicting signs of an asthma attack within the
lung function data. It is important to identify these existing traits so that environmental
factors useful for predicting the asthma episode can be found using the reference point for

investigation, described in Step 2.

Step 2 - Identification of the Environmental Predictor
This involves the identification of environmental influences which appear to be related to

adverse lung function patterns. The method behind the identification of the patterns should

keep the identification process flexible and open to new influences. There are generally

two types of process that can be used (Witten & Frank, 2000): supervised, and
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unsupervised. When pre-analytical knowledge of the data is known such that
classifications of the underlying data can be made, the process can use supervised

learning; whilst unsupervised learning should be used when data classifications are

unknown.

As exploration of data should be left as far as possible unguided by an operator, the process
should be focused on unsupervised learning. Investigation should be concerned with the

identification and validation of patterns. Recurring patterns are an indication that a
particular environmental characteristic (pattern) is more likely to be a good predictor of

lung function decline, and learned by the identification process.

Step 3 - Monitoring for the Environmental Predictor

Once relations have been found among enviromedic data, the results should be made

available within the system for the purpose of monitoring incoming data. Incoming

patterns that follow the same characteristics as a leamed pattern in the system, should

trigger an alert to clinical staff prompting them to assist in patient care.

3.5.1 Identification of Asthma Episodes

The method used for identification of periods of asthma exacerbation outlined in clinical
guidelines (NHLBI, 1997a) uses a threshold individually calculated by clinical staft for
each patient. Lung function is then monitored, and if using ambulatory electronic devices,

clinical staff can be alerted when the set threshold value is exceeded.

So that an element of prediction can be integrated into patient monitoring, it 1s necessary to
extend this process by monitoring the trend of the patient's respiratory condition, in
addition to the individually calculated threshold value. The technique developed by this
research is shown in Section 5.2. The patient's lung function trend is monitored using a
fitted regression line to calculate the rate of change in the patient's condition. The fitted
(regression) line can then be used to identify points where the trend changes direction,

creating peak and trough points.

Monitoring the trend of a patient's respiratory condition minimises the effect inaccuracies

have, as the analysis relies on a number of readings. The technique is also applicable to
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other data types, such as air quality, pollen, atmospheric, and other data sets where trends

can be found.

3.5.2 Environmental Predictor Identification

Patterns that are hidden within large data sets, particularly patterns between environmental

and respiratory data are difficult to verify without an automated process. There are almost

an infinite number of relationships that could exist among the data sets. In addition there

are many environmental factors which are monitored, but play no part in the patient's
decline in lung function. For example, a high level of PM2.5 that has occurred (possibly
with time lag) at the same time as a trigger point of an asthma attack, can not be assumed
to be attributable to the patient's condition. Validation over a significant number of

observations is required before confidence can be established.

There are two stages in identifying environmental patterns that can be used as reliable
predictors of patient lung function decline. First, a probable relationship between the data
sets is required. Second, the relationship has to be validated as similar relationships appear

in future data sets.

3.5.3 Predictor Monitoring

Once environmental predictors have been recognised, a mechanism to facilitate the
monitoring of real-time data (for similar patterns causing a pro<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>