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3D Analytical Modelling and Iterative Solution for
High Performance Computing Clusters

Yonal Kirsal, Yoney Kirsal Ever, Glenford Mapp, and Mohsin Raza

Abstract—Mobile Cloud Computing enables the migration of services to the edge of Internet. Therefore, high performance computing
clusters are widely deployed to improve computational capabilities of such environments. However, they are prone to failures and need
analytical models to predict their behaviour in order to deliver desired quality-of-service and quality-of-experience to mobile users. This
paper proposes a 3D analytical model and a problem-solving approach for sustainability evaluation of high-performance computing
clusters. The proposed solution uses an iterative approach to obtain performance measurements to overcome the state space
explosion problem. The availability modelling and evaluation of master and computing nodes are performed using a multi-repairman
approach. The optimum number of repairmen is also obtained to get realistic results and reduce the overall cost. The proposed model
is validated using discrete event simulation. The analytical approach is much faster and in good agreement with the simulations. The
analysis focuses on mean queue length, throughput and mean response time outputs. The maximum differences between analytical
and simulation results in the considered scenarios of up to a billion states are less than 1.149%, 3.82%, and 3.76% respectively. These
differences are well within the 5% of confidence interval of the simulation and the proposed model.

Index Terms—analytical modelling, iterative solution approach, mobile cloud computing, high performance computing clusters, state
space explosion problem, large-scale clusters.
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1 INTRODUCTION

MOBILE cloud computing (MCC) is a combination of
wireless and mobile technologies and cloud comput-

ing to allow convenient, on-demand access to shared com-
puting resources in the local environment. These can include
storage servers, networking applications and services that
can be effectively provisioned by network operators as well
as mobile users [1]. However, in order to provide better
quality of service (QoS) and seamless service to users, it
is necessary to provide a low latency, high bandwidth, end-
to-end service environment.

High performance computing (HPC) has therefore emerged
as an appealing MCC service, especially with the prolif-
eration of big data in a mobile environment [2] because
it can be used to provide reduced latency in an MCC
environment [4], [5] and thus results in high performance. In
addition, HPC uses supercomputers and parallel processing
techniques to solve complex computational problems [6]–
[9]. However, computations for parallel processing are very
expensive and thus, in some cases, are not affordable for
MCC. This leads to new architectures such as cluster com-
puting because the necessary work can be shared among
cluster nodes. HPC clusters (HPCCs) allow large amount of
computing nodes for parallel and/or simultaneous process-
ing at a much lower cost [10]. HPCCs essentially provide
access to large amounts of data and resources through
different interfaces. HPCCs are the emerging paradigm that
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has been dominating the processing and visualization of
huge amounts of web data. HPCCs can also be employed in
various applications such as high throughput applications,
Monte Carlo calculations, statistical simulations, grid/fog
computing and software defined networks (SDN) [12]–[20].
In last few years, big data usage, grid/fog computing and
SDN have significantly increased and many related applica-
tions have been developed. Hence, modeling and simulation
of such systems became a new research focal point.

In many practical systems, failures are expected and they
can significantly affect the system performance. Therefore,
when the number of nodes is significantly large, focusing
purely on performance without taking into account the
possibility of node failures would lead to a significant
over-estimation in how an actual system would perform.
The typical HPPC is based on a master/slaves architecture
[21]. It has a master node (head node) and the identical
computing nodes (slave) [22]. The main responsibility of the
master node is to distribute user tasks among the computing
nodes; however these nodes cannot serve the tasks if the
master node is not operational [23]. Hence, due to the
single master node formation, such systems are particularly
vulnerable because master node failures will limit access
to the computing nodes. Thus, this significantly affects the
availability of these clusters. In other words, the master
node failures makes QoS analysis even more interesting and
essential.

Analytical models are useful to understand the nature of
systems and derive relevant conclusions by analysing the
mathematical relations of parameters on a specific measure
of interest [12]–[14], [24]–[26], [29]–[33]. So, there is a need
to extend the analytic models for such systems with several
assumptions in order to use the analytic equations [34]–
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[40]. Therefore, this study presents 3D analytical modelling
and iterative solution for HPCC, considering the failures
of master as well as a large number of computing nodes,
together with optimum repair- men analysis. The proposed
iterative solution approach has been shown to overcome the
state space explosion problem for steady-state queuing sys-
tems while giving good approximate results. The state space
explosion is a major problem for such modelling because it
limits the size of such systems that can be evaluated [24],
[29], [32], [33], [35]–[38], [40], [41]. Using this method, all
steady state probabilities can be calculated. These probabil-
ities can then be used to calculate QoS measures such as
mean queue length (MQL), throughput (THRP) and mean
response time (MRT) in this paper. In addition, the QoS
results obtained from the analytical model are compared
to the discrete event simulation (DES) results in order to
show the accuracy and effectiveness of the proposed work.
The DES [42] is mainly used for the validation purposes
however it can also be used for the QoS evaluation of such
systems as it simulates the actual scenario rather than the
Markov models presented in this paper. DES therefore forms
an important comparative baseline for this work.

1.1 Problem Statement
Many analytical approaches are presented in the literature
for large-scale networks [5], [14], [28], [34], [35], [45] as well
as HPPCs [3], [4], [8], [23], [25], [36], [38], [39]. However, the
well-known solution approaches such as Markov Reward
Model [33], the Matrix Geometric method [43], the spectral
expansion approach [24], [26], [29], [36], [40], and/or open
queuing networks for QoS analysis with failure suffer from
the state space explosion problem due to the large number
of states. Various approaches have also been proposed in the
literature [29], [41] to minimize the state explosion problem
for multi-dimensional Markov models, however none of
them considered master/slaves architecture as well as the
failure of master node and proposed a solution approach for
QoS analysis. On the other hand, a single repairman strategy
does not give the desired QoS output parameters for such
systems, especially for large-scale complex systems [35].
In addition, solving complex systems through simulation
resulted in prohibitively long computational times for such
systems. Therefore, it is of great importance to develop an
analytical method and a solution approach to overcome
these problems for such systems.

1.2 Research Contributions
The main contributions of this paper can be summarized as
follows:

• Analytical performance and availability models
have been developed for large-scale HPCCs in
a MCC environment. The multi-repairman sce-
nario is also considered to obtain more real-
istic QoS results considering MCC characteris-
tics. The optimum multi-repairman solution is
obtained and used for each experiment which
reduces the cost of such HPCCs.

• An iterative 3D analytical modelling solution
approach is also proposed for HPCCs. A large

number of nodes and availability issues for QoS
evaluation in the MCC environment are ad-
dressed. The proposed model uses an iterative
solution approach and a large number of nodes
with failure of master and computing nodes
can be handled without causing the state space
explosion problem.

• Even-though the proposed iterative solution
gives approximate results, findings obtained
from the analytical model and an iterative so-
lution approach for large-scale HPCCs show
good agreement with DES in MCC. Findings
obtained for processing time from DES for an
extreme case is 22.46 hours however it is less
than 5 hours for the proposed solution. Thus,
this clearly shows the computational efficiency
of the proposed solution.

1.3 Paper Organization
The rest of the paper is organized as follows: Section 2
presents the related studies and covers the motivation for
this work. Section 3 describes the system model and the
analytical solution approach. Section 4 presents the numeri-
cal results and discussions for the proposed model. Finally,
Section 5 concludes this paper.

2 RELATED WORK

For many years, researchers in modelling and simulation
designed efficient and effective models for different appli-
cations in MCC. Similarly, HPCC and its application areas
have emerged and progressed. This leads to the design and
development of analytical models and solution approaches
to understand and to predict of complex system behavior
in order to ensure best QoS for such systems. Distributed
computing platforms, such as Hadoop [44] and Spark [45]
have been adopted to support such systems. In addition,
SDN [13], [17], [18], grid/fog computing [15], [16], [19], [20]
and Beowulf clusters [24]–[28] have also been widely used
for QoS analysis, improving performance, data storage and
processing solution of clustering.

In [13], a new analytical model was presented for investi-
gating the performance of SDN for bursty and correlated ar-
rivals modelled by the Markov Modulated Poisson Process
(MMPP). This analytical model is for traffic characteristics
of multimedia applications. The QoS performance metrics in
terms of average latency and average network throughput
of the SDN networks are derived based on the developed
analytical model. The validity of the proposed model was
demonstrated through extensive simulation experiments. A
novel mobility management architecture was proposed in
[17] for seamless mobility management in 5G heterogeneous
networks when the users move from one SDN controller
coverage to another. The authors used the concept of Dis-
tributed Hash Table (DHT) to track users movement. The
proposed solution has been introduced in the OMNET++
simulator. Findings showed that the proposed solution re-
duces handover latency by around 50% compare to the
existing ones. In [18] an adaptive update mechanism was
presented based on the QoS-aware traffic classification and
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real-time network status in order to improve network re-
source utilization and system performance.

On the other hand, a new Fog-2-Fog (F2F) collaboration
model was proposed in [19] to improve fog computing
performance. A formal mathematical model which enables
fog traffic management via service offloading in fog-based
architecture was explored. The results showed that offload-
ing significantly impacts the overall latency of services.
Similarly, in [20] a fog collaboration approach was presented
for simple and complex multimedia service delivery to
cloud subscribers. The proposed work explored a learning
mechanism that relies on online and offline simulation
results to build guaranteed work-flows for new service
requests. The obtained results demonstrated significant im-
provements on performance in terms of service delivery
success rate, service quality, reduced power consumption
etc. However, availability issues have not been considered
in any of the studies listed above. In [31], the necessity of
availability was shown and the availability modelling and
evaluation of HPCC systems were presented. The authors
in [31] have developed a novel solution approach using an
object oriented Markov model which provides availability
modelling for typical HPCC. Numerical results presented in
[31] demonstrated that availability modelling and evalua-
tion need to be considered at the system design stage for
typical HPCCs.

The Beowulf type cluster system is a good example of
HPCCs. This is due to a single head node with a possibility
to have a backup node for the head node. These types of
systems are called highly available Beowulf systems [27],
[28]. As stated in [28] the role of the HPC service providers
must be to give guaranteed QoS by offering highly available
services with dynamically scalable resources. In [28] authors
used HA-OSCAR, which is an open source High Availability
(HA) solution for HPC/cloud that offers failure detection
and component redundancy. It is assumed that any task
being addressed by the cloud/cluster center is served via
a suitable node called a facility node [28], [34]. This facility
node may contain different computing resources. In addi-
tion, when the task is served, it leaves the center. However,
the authors in [34] emphasised that cloud centers differ
from traditional queuing systems in a number of important
aspects. More importantly, a cloud center can have a large
number of orders, summing up to hundreds and thou-
sands requests, which traditional queuing analysis rarely
considers. Hence, the analytical approaches were presented
for master/slave architectures for such systems. However,
large-scale clusters could not be considered due to the
state space explosion problem. Presently, cloud computing,
web hosting and cluster computing provide a total of 256,
372, 512 or even 1000 nodes [30], [31], [34]–[36], [38]–[40],
[46]–[49]. For such systems, analytical models and solu-
tion approaches were proposed in [35] and [36]. However,
a master/slave architecture was not considered for both
studies. The proposed models in [35] and [36] are two-
dimensional Markov chains. However, the proposed model
is three dimensional due to the master/slave architecture. In
addition, the failure and repair behavior of the master node
is more essential in such systems. Considering availability
issues of master node together with slaves and obtaining

a solution approach is necessary for such systems to get
the best QoS parameters. In addition, a single-repairmen
analysis was applied in [4], [7], [13], [24], [26], [33], [36], [38],
[39], [44] where the importance of multi-repairmen analysis
was clearly demonstrated in [35]. Therefore, an optimum
repairmen analysis performed in [35] is also adopted and
used in this paper to get more realistic results.

The proposed analytical model is based on assumptions
and an approximation of initial conditions by considering
the behavior of the system in terms of performance and
availability issues individually. The assumptions and the
initial value of all unknown elements can be obtained from
the practical systems as well as the theoretical studies in the
literature. The most important assumptions in this paper are
the arrival, service, failure/repair rates of master and slaves
of the system which have been considered for all states.
The inter-arrival and the service times are assumed to be
exponentially distributed in this paper similar to previous
studies in the literature [30], [32], [46], [47], [50]. For instance
in [50] an open Jackson queuing model was proposed to
characterize the service components in content-delivery-as-
a-service (CoDaaS). A proposed model was formed with a
network of queues. In this model, the arrival rates for each
queue are modeled as a Poisson process whereas the service
times follow the exponential distribution. In [46], a classic
M/M/m open network was proposed to get the response
time distribution of a cloud system assuming an exponential
distribution of the inter-arrival and service times. Similarly,
in [47], a M/M/m/m+r queuing model was considered for
performance evaluation of a cloud system. The inter-arrival
and service time distributions were modeled as an expo-
nential with finite queue capacity (m+r). In [30], a queuing
performance model consisting of a cloud architecture and
a service center such as a data center was studied. The
database server was used as the service center. Thus, the
inter-arrival and the service times followed an exponential
distribution with means 1/λ and 1/µ, respectively with
multiple servers in [30]. The time between failure and repair
times were also assumed to be exponentially distributed.
The availability models mostly considered in the literature
assume exponentially distributed time between failures [29],
[36], [37]. However, it should be noted that alternative
distributions such as Weibull and Gamma distributions for
failures and Lognormal distribution for repairs have also
been reported [51]–[53]. In addition, a number of nodes,
repairmen, and buffer capacity are the important inputs for
the QoS evaluation of the proposed system. It is difficult to
assume and obtain input parameters for all possible situa-
tions. For example, the time between failures considered are
taken as 100, and 1000 hours for each node (ξ is 0.01/hr,
and 0.001/hr, respectively). On the other hand, the time
between repairs considered is taken as 2 hours for each node
(η is 0.5/hr). This is the case mostly for the software based
failures and repairs [24], [26], [29], [31], [33], [35]–[37], [39],
[40], [47]. This paper therefore provides a comprehensive
analysis of HPCC clusters in master/slave configurations
for MCC environments. A 3D analysis is used to address
issues of availability and performance and a full set of
results are obtained.
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3 THE PROPOSED HPCC AND THE ITERATIVE
SOLUTION APPROACH

In this section, the proposed HPCC is presented along with
an iterative solution approach for performability evaluation
of systems containing one head node and a large number of
computing nodes. Please note that, the head node and the
computing nodes represent the master node and the slaves
respectively, in this paper. The proposed HPCC architecture
is shown in Fig. 1. The main responsibility of the head node
is to distribute tasks to computing nodes; it can also serve
requests from clients. Identical computing nodes provide
computation.

Fig. 1: High performance computing cluster, master-slave
architecture

If the head node is not working, the computing nodes
cannot serve the tasks. Due to the head node failure, the
identical computing nodes are vulnerable. The failure of the
head node limits access to the computing nodes. As stated
before, the proposed system is three-dimensional (3D) as
shown in Fig. 2 and consists of two planes. The notations
used in this model is summarized in Table 1. The behaviour

TABLE 1: Notations Used

Notations Descriptions
S Number of nodes
L Maximum number of requests in the system
λ Total arrival rate
T Service time of requests serviced by computing nodes
Th Service time of requests serviced by head node
µ Service rate of computing nodes
µh Service rate of head node
ξ Failure rate of computing nodes
ξh Failure rate of head node
η Repair rate of computing nodes
ηh Repair rate of head node
R Number of repairman
ρ Traffic intensity

P(i,j,n) State probabilities
n Status of the head node

and modelling of the planes are presented in the following
section. The proposed system consists of S number of nodes
including a head node labelled as (1) and S-1 identical
computing nodes, numbered 2,. . .,S-1,S on the x-axis. As
shown in the Fig 2a, L is the capacity of the proposed
system where L≥S. In other words, L is the maximum

number of tasks that can be accommodated in the system
including the one being served. Tasks arrive to the system
in a Poisson stream at a mean rate of λ, and join the queue
[12], [13]. Tasks are homogeneous and the service rates of
the computing nodes are equal since same specifications
of the computing nodes are assumed [23]–[26], [29]. The
service times of requests serviced by the computing node
(T) k (k=1,. . .,S) and the head node (Th) are distributed
exponentially with mean 1/µ and 1/µh, respectively [31],
[32], [34], [46]. T is the time taken to service a request and
Th is the time the head node takes to assign a task to be
done. The head node distributes work amongst the nodes
with rate µh. In addition, the head node also serves requests.
It does so at the same rate of the other servers which is µ.
If the head node participates in computations, it generally
has the same service rate as that of the identical computing
nodes (µ=µh). Since the random variables T and Th have
exponential distribution, the service times of a task is ex-
ponentially distributed with mean [23]–[26], [29], [31], [32],
[34]–[37], [46]; E[T ] = 1/µ = E[min(T, Th)] = 1/(µ+ µh).

ξh and ξ are failure rates of the head node and the comput-
ing nodes, respectively. Thus, 1/ξh and 1/ξ are operative pe-
riods of head node and computing nodes, respectively, and
the means are also distributed exponentially [33], [35], [36],
[38]–[40], [44], [47]. At the end of the node failure time, an
exponentially distributed repair time is needed with mean
1/η. On the other hand, if the head node fails, the repair
facility is first provided to head node with mean repair
time 1/ηh. This is because, the computing nodes cannot
serve without of the head node. If there are tasks waiting
to be served, the operative computing nodes cannot be
idle. Services that are interrupted by failures are eventually
resumed from the point of interruption or repeated with re-
sampling. In the case of head node failure, tasks continue to
arrive with the same rate, λ, and tasks in the queue remain
in the queue without being serviced.

3.0.1 Modelling Proposed HPCC

In this section, the proposed analytical model and the itera-
tive solution method are introduced for large-scale HPCCs.
It is possible to represent the proposed system with S
computing nodes, including the head node, by using a
Quasi Birth and Death (QBD) process with finite state space.
Since in a HPCC, none of the computing nodes can operate
without the head node, the relation of the failure and the
repair rate of the head node lead us to model the proposed
system in two planes. The transitions highlighted in blue
in Fig. 2a shows relationships between two planes. For a
clearer view, Fig. 2b indicates relationships between two
planes. The first plane, which is the plane highlighted in red
in Fig. 2a is used in states where the head node is always
available, which is indicated as Plane1 in Fig. 2b. On the
other hand, the Plane0 is the second plane as represented in
Fig. 2b and is highlighted in black in Fig. 2a, which is used to
represent the states, where the head node is broken. Hence,
the proposed system is 3D and has two planes as shown in
Fig. 2. Thus, Pi,j,ns are all steady state probabilities of the
proposed system. It can be seen in the Fig. 2, that values of i
and j indicate the number of computing nodes and number
of tasks in the system, respectively and n indicates the mode
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(a) The state transition diagram of the proposed model (b) General transitions between two planes

Fig. 2: Three dimension (3D) feature of the proposed high performance computing clusters

of a head node. When n=0 the head node is not operational
which represents the Plane0. Whereas, when n=1 the head
node is operational and these states are represented in
Plane1.

Fig. 3: State diagram of the Plane0 where the head node is
not operational

Figs. 3 and 4 show the state diagram of the Plane0 and
Plane1, respectively of the proposed 3D system. There are
S-1 computing node configurations, i=0, 1,. . ., S-1 in Fig. 3.
These S-1 configurations indicate the possible states of the
Plane0. As described before, L represents the number of
tasks in the system for both figures. The Plane0 describes
the case where the head node is not operational and the
whole system does not provide service as shown in Fig. 3.
Therefore, the downward transitions with service rate µ are
not available. The repair priority is given to the head node;
hence, the computing nodes cannot be repaired before the
head node becomes alive. In other words, there are no repair
transitions for the identical computing nodes in Plane0,

Fig. 4: State diagram of the Plane1 where the head node is
operational

since the only repair transition which can take place is the
transition to Plane1. On the other hand, in Fig. 4, there
are S computing node configurations, i=1,. . ., S and they
are used to represent possible operational sates similar to
Fig. 3. However, the number of computing nodes start from
1 because the head node is operational and thus requests
are being served. Hence, downward transitions are possible
since the system is active. In addition, since the head node
is operational, it is possible to use the repair facility to deal
with computational node failures.

Available identical computing nodes can provide services
with a service rate of µ and the broken nodes can be repaired
with rate of min(R,S-i)η. R is the number of repairmen con-
sidered in the proposed model. When large-scale systems
are considered, the effect of R is more evident on QoS
evaluation since the number of nodes increase and thus
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the probability of having node failures increases as well.
Therefore, as stated in [35] obtaining the optimum number
of repairmen is essential and the relationship between the
number of nodes and repairmen is required for maximizing
the QoS for such systems. The detailed analysis can be found
in [35] in order to obtain the optimum R value. A similar
evaluation technique is applied in our proposed model. As
previously stated and clearly seen in Fig. 4, ξ and η are
the failure and repair rates of each nodes in the proposed
system. However, since the case of multi-repairmen is being
considered in this paper, the repair rate of the nodes de-
pends on the minimum number of R and inoperative nodes
in the system. Once the condition Rη ≥ Sξ is satisfied, the
optimum number of repairmen can be found to obtain more
realistic QoS outputs.

3.1 The Iterative Solution Approach

This section explains and represents the proposed iterative
solution approach for large-scale HPCC along with avail-
ability issues and optimized repairmen. The analytical eval-
uation is considered and relevant equations are generated
for the proposed 3D model. An approximate decomposi-
tion is applied to a multi-node cluster in order to enable
fast convergence of the steady state probabilities. Then, all
balance equations are produced considering the proposed
system for a large number of parallel homogeneous com-
puting nodes. All required performance measurements can
be obtained by generating the balance equations for steady
state probabilities of the system and solving them by using
an iterative method for both planes. Moreover, in order to
have a faster convergence of the iterative solution, the state
probabilities of Pi,j,1s can be computed by analytical de-
composition. These state probabilities of Pi,j,1 may not give
very close approximations to real steady state probabilities,
however the balance equations are still required in order
to take all possible transitions into account for fast conver-
gence. Thus, to find all Pi,j,n, the sum of all probabilities in
both planes of the computing nodes should be considered
individually. Two planes, Plane0 and Plane1, can then be
analyzed separately. Every single plane has its own states
and hence the sum of all these state probabilities in each
planes is equal to 1, as is the case in single/multi server
queue system. Thus, it is necessary to compute the sum
of all probabilities in each phase. The sum of the overall
probabilities (Plane0 + Plane1) should be 1 as shown in
equation 1.

S−1∑
i=0

L∑
j=0

Pi,j,0 +
S∑
i=1

L∑
j=0

Pi,j,1 = 1 (1)

However, in order to obtain a general solution for the
sum of all probabilities can be generated as ξh/(ηh+ξh)
and ηh/(ηh+ξh) for Plane0 and Plane1, respectively. The
derivation of both expressions can be found in Appendix A.
Both expressions clearly indicate that the head node failure
and repair rates are essential to find overall probabilities for
such systems. Therefore, the following actions are taken to
analyze performability of the HPCCs. The state probabilities
of Plane1 are analyzed where the head node is operational.
Thus, the sum of all possible probabilities of Plane1 is taken

as ηh/(ηh+ξh) as it can be derived in Appendix A. Thus,
equation 2 can be written as follows:

S∑
i=1

L∑
j=0

Pi,j,1 =
ηh

ηh + ξh
(2)

It is required to obtain the Pi,j,1 values in Plane1. However,
it is clear that these probabilities cannot be obtained directly
by using a product form solution. Therefore, at first, the
sums of all probabilities are considered for each operational
state of the system in Plane1. Figure 5 shows the overall
operative states of computing nodes for Plane1.

Fig. 5: General lateral transitions of the system for a Plane1

Equation 3 can then be used to derive to calculate Pi,j,1 for
all possible values of i.

L∑
j=0

Pi,j,1 =

ηh
ηh + ξh

1

i!

(
min(R,S−i)η

ξ

)i−1

S∑
i=0

1

i!

(
min(R,S−i)η

ξ

)i−1
(3)

where i=1,2,3, . . . S. Since the sum of all Pi,j,1 in Plane1
is known, it is easy to compute the overall probabilities
for each operational computing node. Pi,j,1 can then be
calculated in terms of Pi,0,1. Hence, equation 4 is derived
using product form solution. By these set of equations all
Pi,j,1 can then be expressed in terms of Pi,0,1.

Pi,j,1 =


ρj

j! · Pi,0,1 0 ≤ j ≤ i

ρj

j!ij−i · Pi,0,1 i+ 1 ≤ j ≤ L
(4)

where i=1,2,3, . . . S and ρ = λ/µ. Then, equation 4 can be
generalized for each column as follows:

L∑
j=0

Pi,j,1 =

 i∑
j=0

ρj

j!
+

L∑
j=i+1

ρj

i!ij−i

Pi,0,1 (5)

where i=0,1,. . . , S. Hence, Pi,0,1 can be computed as in equa-
tion 6 using the equations 3-5 with some simplifications.

Pi,0,1 =

(
min(R,S−i)η

ξ

)i

i!

S∑
k=0

(
min(R,S−i)η

ξ

)k
k!

 i∑
j=0

ρj

j!
+

(iL−iρi+1) − ρL+1

i!iL−i(i− ρ)


(6)

where i=0,1,. . ., S. Since Pi,0,1s have been obtained, it is
easy to find all Pi,j,1 by using the above equations. Thus,
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the general expression of Pi,j,1 can be written as follows:

Pi,j,1 =



(
min(R,S−i)η

ξ

)i
ρj

j!

i!

S∑
k=0

(
min(R,S−i)η

ξ

)k
k!

 i∑
j=0

ρj

j!
+

(iL−iρi+1) − ρL+1

i!iL−i(i − ρ)


where j = 0, 1, 2, · · · , i(

min(R,S−i)η

ξ

)i
ρj

j!ij−i

i!

S∑
k=0

(
min(R,S−i)η

ξ

)k
k!

 i∑
j=0

ρj

j!
+

(iL−iρi+1) − ρL+1

i!iL−i(i − ρ)


where j = i + 1, i + 2, · · · , L

(7)

Hence, all Pi,j,1 can be calculated using equation 7 which are
not exact. Please note that, the state probabilities obtained
for Plane1 are used to get faster computations and more
accurate results. However, it is not possible to follow a
similar approach for Plane0. This is mainly because in
Plane0 the system does not serve.

3.2 Balance Equations and Iterative Procedure
In this section, the main balance equations are derived for
each plane individually in order to obtain all Pi,j,ns. In
addition, the balance equations obtained are also used to
consider the transitions between these planes to take all
possible transitions into account.

3.2.1 Balance Equations for Plane1 and Plane0
In order to accumulate the effect of transitions together for
the Plane0 and Plane1, all possible balance equations can
be derived from Fig. 3 and Fig. 4, respectively. Thus, as an
example, the generalized balance equations which give an
idea how to obtain all balance equations for the Plane1 and
the Plane0 when 2 ≤ i < S and 0 < j < L are given in
equations 8 and 9, respectively. However, the more specific
transitions and all balance equations for Plane1 as well as
Plane0 can be found in Appendix B.

Pi,j,1 =
min(i, (j + 1))µPi,j+1,1 + (i+ 1)ξPi+1,j,1 + λPi,j−1,1

λ+min(R,S − i)η +min(i, j)µ+ iξ
+

min(R,S − i)ηPi−1,j,1

λ+min(R,S − i)η +min(i, j)µ+ iξ
(8)

Pi,j,0 =
(i+ 1)ξPi+1,j,0 + λPi,j−1,0

λ+ iξ
(9)

Therefore, the final values of Pi,j,0 and Pi,j,1 can also
be obtained using all balance equations in Appendix B.
Please note that the general balance equations are derived
for both planes separately. However, the relation between
both planes and balance equations are also required for
the proposed system in order to obtain more accurate and
correct results which are presented in the next section.

3.2.2 Essential Balance Equations
In order to obtain correct steady state probabilities of the
proposed system, the essential balance equations have to
be considered. Figure 6 indicates the relation between two
planes in the proposed model.

Fig. 6: The relation between two planes in the proposed
model

Hence, as in Fig. 6, ηhPi,j,0 = ξhPi,j,1. Since this applies to
all states on both planes, the relation between two planes
can be written as follows:

ηhPlane0 = ξhPlane1 (10)

Hence, the relation between two planes with essential bal-
ance equations for each state can be obtained by using
given relation in equation 10. Thus, similar to previous
balance equations, the generalized balance equations for
plane Plane1 and Plane0 taking into account the effect
of Plane0 and Plane1 when 2 ≤ i < S and 0 < j < L
are given in equations 11 and 12, respectively. However,
the more specific essential balance equations obtained for
Plane1 and Plane0 taking into account the effect of Plane0
and Plane1 for all value of i and j can be found in Appendix
C.

Pi,j,1 =
min(i, (j + 1))µPi,j+1,1 + (i+ 1)ξPi+1,j,1 + λPi,j−1,1

λ+min(R,S − i)η +min(i, j)µ+ iξ + ξh
+

min(R,S − i)ηPi−1,j,1 + ηhPi−1,j,0

λ+min(R,S − i)η +min(i, j)µ+ iξ + ξh
(11)

Pi,j,0 =
(i+ 1)ξPi+1,j,0 + λPi,j−1,0 + ξhPi+1,j,1

λ+ iξ + ηh
(12)

Thus, in order to obtain all accurate Pi,j,ns, the iterative
procedure is applied and given in algorithm 1. First S, L, R,
λ, µh, µ, ηh, η, ξh, ξ, ∆, and the number of iterations can be
defined as input. Using Equation 7 the approximate steady
state probabilities of the Plane1 can be evaluated to get
faster computations and more accurate results. Equations
in Appendix B and C can then be used to calculate rough
steady state probabilities of the system considered for both
planes to have a faster convergence when the essential bal-
ance equations are employed. Please note that QoSconverge
and QoSapprox are general terms for calculating MQL,
THRP and MRT in algorithm 1. For example, MQLconverge
can be obtained by using mathematical relations in appli-
cation as shown in steps 4 to 9. Then, the correct steady
state probabilities, Pi,j,n can also be calculated by using the
equations in Appendix B and C. Steps 10 to 11 are repeated
until the normalization condition is satisfied. Once the sum
of all Pi,j,ns converges to 1, all QoS outputs can be calcu-
lated. Thus, as an example, MQL calculation can be obtained
by checking ∆, where ∆ is taken as 0.001 in this paper,
from steps 14 to 27. Thus, the iteration will be ended when
|MQLapprox−MQLconverge| ≤ ∆, or the iterative approach
will assign the recent values of performability measures
to previous values i.e, MQLconverge = MQLapprox and
continue from step 14 separately for both planes. At the end
the QoS output parameters MQL,MQL = MQL0+MQL1,
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THRP, THRP = THRP0 + THRP1 and MRT, MRT =
MRT0 +MRT1 can be calculated using the recent Pi,j,n as:

MQL =
S−1∑
i=0

i
L∑
j=0

Pi,j,0 +
S∑
i=1

i
L∑
j=0

Pi,j,1 (13)

THRP =
S−1∑
i=0

L∑
j=0

jµPi,j,0 +
S∑
i=1

L∑
j=0

jµPi,j,1 (14)

MRT =
MQL

THRP
(15)

Algorithm 1: Iterative solution procedure
Input: S, L, R, λ, µh, µ, ηh, η, ξh, ξ, ∆
Output: MQL, THRP, MRT

1 Evaluate the approximate steady state probabilities by
using 7.;

2 Obtain Pi,j,1 of the Plane1 to get faster computations
and more accurate results.;

3 Equations in Appendix B and C are then used to
calculate rough Pi,j,1 ;

4 QoSconverge = 0.0;
5 for (i=0; i≤ S; i++) do
6 for (j=0; j≤ L; j++) do
7 QoSconverge = QoSconverge +j ∗ Pi,j,n
8 end
9 end

10 Calculate correct Pi,j,ns by using the equations in
Appendix B and C;

11 Apply normalization;
12 Steps 10 to 11 are repeated until the normalization

condition is satisfied;
13 The sum of all Pi,j,ns converges to 1;
14 while |QoSapprox −QoSconverge| ≤ ∆ do
15 QoSconverge = 0.0;
16 for (i=0; i≤ S; i++) do
17 for (j=0; j≤ L; j++) do
18 QoSconverge = QoSconverge +j ∗ Pi,j,n
19 end
20 end
21 if |QoSapprox −QoSconverge| = 0, 001 then
22 Assign the recent values of QoS measures to

previous values;
23 i.e, QoSconverge = QoSapprox;
24 else
25 go back to the beginning of step 14;
26 end
27 end
28 Evaluate the QoS output parameters MQL, THRP, MRT.

4 NUMERICAL RESULTS AND DISCUSSIONS

This section presents numerical results of large-scale HPCC
considering multi-repairmen analysis along with availabil-
ity of the head node as well as the computing nodes.
Numerical results are presented for mean queue length,
throughput, and mean response time in order to show

the capabilities of the proposed analytical model and the
solution approach.

Please note that the rest of the analysis presented in this
paper considers the optimum number of repairmen in or-
der to get more realistic QoS results for each experiment.
The assumptions and parameters used in [30], [31], [34]–
[36], [38]–[40], [46]–[49] are also employed in this paper
for consistency. However, the proposed analytical model
and solution approach can be easily applied to any similar
system. For instance, the failure and repair times of the
computing nodes are taken from studies [35] and [36] taking
into account the availability of HPC clusters as well as cloud
computing systems for consistency. Therefore, time between
failures for head node and computing nodes can be taken as
250 (ξ=ξh= 0.004/h), 500 (ξ=ξh= 0.002/h), and 1000 (ξ=ξh=
0.001/h) hours. The parameters used for computations are
µ=0.25 requests/sec, η=ηh=0.5/hr, ξ=ξh=0.001/hr and the
λ rate per user, which varies from 10 requests per second
unless stated otherwise. In addition, all numerical results
presented in this paper are obtained using PCs with Intel(R)
Core(TM) i7-363QM CPU @ 2.40GHz, 16GB RAM, running
a 64-bit operating system.

For system reliability, an important parameter of large scale
HPCC is the number of repairmen. As shown in [35] the
number of R affects the system performance significantly.
Thus, the multi-repairmen analysis is also included in this
paper in order to find the optimum number of R to obtain
desired QoS outputs for such systems. To illustrate the
effect of multi-repairmen on the system performance, the
throughput and mean queue length results are presented as
a function of arrival rate in Table 2, Figs. 7 and 8.

TABLE 2: Throughput results as a function of mean arrival
rate to obtain optimum multi-repairmen for the given sce-
nario. S=200, L=600, µ = µh=1 req/sec, η = ηh=0.5/h,
ξ = ξh = 0.001/h

λ R=1 R=2 R=3 R=4 R=5 R=6 R=50
10 20 20 20 20 20 20 20
20 39.96 40 40 40 40 40 40
30 49.92 60 60 60 60 60 60
40 50 79.99 80 80 80 80 80
50 50 96.84 100 100 100 100 100
60 50 99.97 119.99 120 120 120 120
70 50 100 139.15 140 140 140 140
80 50 100 149.04 159.99 160 160 160
90 50 100 149.98 179.49 180 180 180

100 50 100 149.99 188.03 194.53 195.63 195.72

As shown in Table 2 and Figs. 7, 8, R=1 gives the worst QoS
results in terms of MQL and THRP when S=200 and S=512.
The system performance increases when R increases to 2,
3 and 4 in Table 2. However, when R is increased further,
it can be observed that the system performance does not
change, rather it stays constant. It is clear from Table 2 that
THRP results for R=6 and R=50 are same whereas negligibly
different from results when R=5. Considering R as 5, 6 and
50, the THRP results are 194.53 req/sec, 195.63 req/sec and
195.72 req/sec for λ=100 in Table 2, respectively. The results
from Table 2 and Figs. 7, 8 show that there is a threshold
value of R based on η, ξ and the number of computing
nodes. Hence, Rη ≥ Sξ is one of the essential conditions
to obtain more realistic QoS results in HPCCs. In addition,
when the condition: Rη ≥ Sξ is satisfied and the threshold
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value is obtained, the differences of the performance results
are very small or negligible. Thus, the optimal number of
repairmen for the HPCC considered in Table 2 is 5.
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Similarly, MQL and THRP results are shown in Figs. 7 and
8, respectively in order to optimize R for a large-scale HPCC
system (S=512). In this experiment, the number of comput-
ing nodes is increased from 200 to 512. In order to do a fair
comparison, other parameters are kept at the same values.
As shown in from figures, R=10 is the optimum number of
repairmen to get desired QoS outputs. Obviously, in order
to achieve high service quality in large-scale HPCCs, it is
necessary to increase the number of repairmen when the
number of computing nodes increases until it reaches the
threshold value.

Figs. 9-11 present MQL, THRP, and MRT results as a func-
tion of λ for proposed analytical model and DES, respec-
tively with different computing node failure rates. A system
with S=500, and L=1000 is considered. The figures clearly
show that the effect of failure of computing nodes on the
QoS of the system is quite significant in large scale fault-
tolerant HPCCs. The system quickly reaches full utilization
when a higher value of ξ is considered. However, the consid-
ered HPCC can serve the arriving requests due to the large
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Fig. 9: Mean queue length results as a function of λ with
different values of ξ

mean arrival rate, λ  (req/sec)
10 20 30 40 50 60 70 80 90 100 110 120

th
r
o

u
g

h
p

u
t 

(r
e

q
/s

e
c

)

0

20

40

60

80

100

120

130

S=500,L=1000, µ=µ
h
=0.25 req/sec, η=η

h
= 0.5/h, ξ

h
= 0.001/h

ξ=0.001,R=10-Analytical

ξ=0.001,R=10-Simulation

ξ=0.002,R=13-Analytical

ξ=0.002,R=13-Simulation

ξ=0.004,R=15-Analytical

ξ=0.004,R=15-Simulation

Fig. 10: Throughput results as a function of λ with different
values of ξ

mean arrival rate, λ  (req/sec)
10 20 30 40 50 60 70 80 90 100 110 120

m
e
a
n

 r
e
s
p

o
n

s
e
 t

im
e
 (

s
e
c
s
)

0

5

10

15

20

25

30

35
S=500,L=1000, µ=µ

h
=0.25 req/sec, η=η

h
= 0.5/h, ξ

h
= 0.001/h

ξ=0.001,R=10-Analytical

ξ=0.001,R=10-Simulation

ξ=0.002,R=13-Analytical

ξ=0.002,R=13-Simulation

ξ=0.004,R=15-Analytical

ξ=0.004,R=15-Simulation

Fig. 11: Mean response time results as a function of λ with
different values of ξ

number of computing nodes for lower values of ξ. In other
words, increasing the time between failures of computing
nodes decreases the MQL as shown in Fig. 9. For instance,
in Fig. 9, the MQL value is 280.924 when ξ=0.001 and
λ = 70. However, increasing the failure rate of computing
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nodes to 0.002 and 0.004 when λ = 70, the MQL values
increase to 976.147 and 999.188, respectively. In addition,
the average number of requests in the system reaches the
maximum capacity of the system, L, when the failure rate
increases. It can be clearly observed in Fig. 10 that THRP
of the system increases as λ increases. However, the THRP
reaches saturation after certain values of λ, depending on
the failure rates of the computing node. Thus, the system
cannot serve the requests efficiently and requests start to
queue up to be served in the system especially for the
systems that are highly loaded. Higher THRP values are
obtained for the systems with lower failure rates due to
the average value of operative computing nodes. On the
other hand, similar behavior is observed for MRT in Fig.
11. The MRT increases when the failure rate of computing
node increases as expected. Moreover, the optimum R value
is also obtained in order to get best QoS results for each
experiment as the failure rate of computing nodes changes
in Figs. 9-11. Hence, optimum R is obtained as 10, 13, 15
for ξ=0.001, ξ=0.002, and ξ=0.004, respectively. The effects
of the failure and the repair rates of head node are given
in Figs. 12 and 13, respectively. Figure 12 shows the THRP
results as a function of arrival rate for different head node
failure rates. The THRP results decrease when ξh=0.01; this
is due to the increased failure rate of the head node since
the computing nodes directly depend on the head node.
Even though a good repair facility is provided to the system
(η = ηh=0.5/h), the QoS degrades due to the failure rate of
the head node. In addition, the MQL results are presented in
Fig. 13 as a function of arrival rate for different repair rates.
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Fig. 12: Throughput results as a function of λ with different
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The significance of the head node repair rates is clearly
shown in the figure in terms of the mean queue length.
In other words, when the system has a moderate traffic
(λ = 70), the MQL is 281.849. However, for the same situa-
tion the MQL is almost full (999.189) due to the increased
failure of the head node. In the case of frequent failure
of the head node, the rest of the computing nodes are no
longer able to serve. Hence, the MQL of the system increases
rapidly and the THRP of the system decreases because the
system does not serve. If a head node is unable to serve
(fails), the system stops serving the requests. The head node
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Fig. 13: Mean queue length results as a function of λ with
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Fig. 14: Mean queue length results as a function of λ with
different number of nodes

Fig. 15: Mean queue length results as a function of λ with
different queue capacities

may regain connectivity and rejoin the system after some
time. The results for this situation are shown in Fig. 13.
Hence, as a summary, the repair and failure rates of the
head node have a notable effect on the system performance.

Figure 14 shows the MQL results as a function of arrival
rate for different number of computing nodes. The various
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TABLE 3: Comparison of MQL, THRP and MRT results of proposed model and DES for S=500, L=1000, µ = µh=0.25
requests/sec, η = ηh=0.5/h, ξ = ξh = 0.001/h, D=Discrepancy

Mean Queue Length Throughput Mean Response Time
λ Analytical DES D(%) Analytical DES D(%) Analytical DES D(%)
10 40.12 40.45 0.83 9.99 10.01 0.10 4.01 4.04 0.73
20 80.23 80.42 0.22 20 20.12 0.59 4.01 3.99 0.37
30 120.36 121.76 1.14 29.99 30.05 0.17 4.01 4.05 0.97
40 160.48 160.82 0.21 39.99 40.10 0.25 4.01 4.01 0.04
50 200.60 200.10 0.25 49.99 50.02 0.04 4.01 4.00 0.29
60 240.75 240.15 0.24 59.99 60.12 0.20 4.01 3.99 0.44
70 280.92 281.25 0.11 69.99 70.01 0.01 4.01 4.01 0.10
80 321.15 322.56 0.43 79.99 80.42 0.52 4.01 4.01 0.09
90 361.51 365.16 0.99 89.99 90.12 0.13 4.01 4.05 0.85
100 402.24 404.48 0.55 99.98 100.92 0.92 4.02 4.01 0.37
110 449.53 452.32 0.61 109.97 110.72 0.67 4.08 4.08 0.06
120 682.03 684.75 0.39 118.87 120.18 1.09 5.73 5.69 0.69

TABLE 4: Comparison of MQL, THRP and MRT results of proposed model and simulation for S=1000, L=2000, µ = µh=0.25
requests/sec, η = ηh=0.5/h, ξ = ξh = 0.001/h, D=Discrepancy

MQL MRT THRP
λ DES Analytic D(%) DES Analytic D(%) DES Analytic D(%)
50 200.599 200.607 0.004 4.01 4.01 0.038 50.016 49.999 0.033
100 402.304 402.399 0.023 4.022 4.024 0.044 100.02 99.999 0.02
150 1993.03 1994.709 0.084 13.284 13.803 3.763 150.031 144.507 3.822

TABLE 5: Comparison of the CPU times of proposed model and DES for S=500, L=1000, µ = µh=0.25 requests/sec,
η = ηh=0.5/h, ξ = ξh = 0.001/h

ξ = 0.001 ξ = 0.002 ξ = 0.004
λ Analytical(sec) DES(sec) Analytical(sec) DES(sec) Analytical(sec) DES(sec)
10 3006.295 6012.59 3056.45 7513.74 3389.355 6268.16
20 3343.078 11217.54 3417.078 13733.21 3309.25 13094.34
30 3200.668 16381.27 3564.879 16773.36 3455.56 15938.84
40 3207.955 16415.91 3407.955 18724.66 3745.23 16102.76
50 3556.91 17113.82 3656.91 19567.83 3856.963 16231.36
60 3679.825 17359.65 3629.825 17562.31 3880.412 16437.25
70 3737.205 17474.41 3837.205 18720.11 3996.45 17076.91
80 3788.445 17576.89 3988.445 112262.7 4215.53 17587.06
90 3602.6 17565.46 3745.433 113542.6 4422.64 17586.19
100 3835.69 17671.38 3935.69 19358.46 4424.52 19682.15
110 3261.104 17826.65 3344.438 19600.47 4439.09 20043.66
120 3379 33793 38752 202842.4 4459.36 35186

TABLE 6: Comparison of the CPU times of proposed model
and DES for S=1000, L=2000, µ = µh=0.25 requests/sec,
η = ηh=0.5/h, ξ = ξh = 0.001/h

λ Analytical (sec.) DES(sec.)
50 18320.877 76930.53
100 15860.703 80878.871
150 16440.566 79505.016

numbers of computing nodes (S=32,64,128,256 and 372) are
taken from [35], [36], [48], [49] as presented in Fig. 14. It
can be seen that the proposed model and solution can easily
handle the large amount of computing nodes: up to several
hundreds. Fig. 15 shows the MQL results as a function of
arrival rate for different queue capacities. It is clearly seen
from the figure that queue capacity is the limiting factor of
large scale HPCCs.

A comparative study is further performed in order to show
a certain degree of accuracy of the proposed solution ap-
proach and DES. Tables 3 and 4 present MQL, THRP and
MRT results comparatively with the simulation results for
S=500, L=1000 and S=1000, L=2000, respectively.

The differences between the proposed analytical model and

DES are also presented in all the figures. The maximum dis-
crepancies for MQL, THRP and MRT are less than 1.149%,
3.82%, and 3.76% in Tables 3 and 4, respectively. It is clearly
seen that discrepancies are well within the 5% confidence
interval of the simulation. In this paper, the DES is mainly
used for the validation purposes, however it can also be
used for the QOS evaluation of such systems as it simulates
the actual scenario rather than the Markov models pre-
sented. The DES model is implemented in C++ and adopted
for the scenario considered in [42]. In addition, the CPU
times of the analytical approach and DES for the computa-
tions are also presented comparatively in Tables 5 and 6. The
proposed 3D analytical model uses an iterative approach to
obtain steady state probabilities based on (S)x(L+1) number
of equations for both Plane0 and Plane1. For instance, the
number of states is considered in Table 6 is (1000 x 2001) x
(1000 x 2001).

Thus, the processing time of analytical models are also
presented with the DES processing time for comparison
purposes. Tables 5 and 6 show the CPU times of systems
with S=500, L=1000, and S=1000, L=2000, respectively. The
computational efficiency of the proposed solution approach
with the DES is clearly given in both tables in terms of
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CPU times. For instance, in Table 6, 80878.871 seconds (22.46
hours) is the longest CPU time for DES for S=1000, L=2000.
However, the longest CPU time of the analytical approach
is less than 5 hours for an extreme case. Thus, the proposed
analytical model and an iterative solution approach are
efficient in QoS evaluation of HPCCs with a large number
of nodes and an optimum R.

5 CONCLUSION

This paper has proposed an analytical model and an it-
erative solution which obtains more realistic QoS results
by finding optimum number of repairmen for large-scale
HPCCs in the MCC environment without encountering a
state explosion problem. The performability models were
developed which considered both performance and avail-
ability models for large-scale HPCCs. In addition, the op-
timum number of repairman is obtained for more realistic
QoS in such systems. The QoS results obtained from the
analytical model are compared with DES results.

The main focus of this work is performability output param-
eters such as MQL, THRP and MRT. The obtained numerical
results clearly show that, the proposed model and proposed
solution approach can easily handle a large number of states
(i.e, several billion states such as (1000 x 2001) x (1000
x 2001)) in HPCCs without encountering the state explo-
sion problem. Findings show that the analytical models
and approximate solution approach presented in large-scale
HPCCs are in good agreement with DES. The comparative
results show that the discrepancy between the DES and
the analytical model is less than 5% for all cases. Hence,
the analytical models and the solution approach used in
this paper can be adopted and mapped to many other
practical, fault-tolerant large-scale systems. In addition, the
computation time of the proposed model is significantly
reduced in comparison to DES, especially for loaded and
large-scale cases.

A major hindrance to using this method is the large number
of equations. In the proposed model, the balance equations
depend on each other and are chained together for obtaining
steady state probabilities. An iterative technique was used to
solve the steady state probabilities. This technique increases
the computation times for results. Furthermore, increasing
the queue capacity, the number of computing nodes, or
mean arrival rate force a significant increase in computation
times. Therefore, it is essential that programming techniques
are effectively used to further reduce computation times.
Although the computational speed is an issue, the proposed
method is superior to DES under all circumstances. Results
show that proposed method works with large queue capac-
ities and large numbers of computing nodes such as as 500
to 1000 for both effectively while giving accurate results. A
potential future extension of this work would involve the
incorporation of heterogeneous nodes which will result in
multiple service rates that would affect the performance of
the overall system. In addition, the effect of user mobility in
MCC environment is another future concern.
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