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PREFACE 
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ABSTRACT 

A distributional analysis has been undertaken of the event mean 

concentrat ions (EMCs) of pollutants discharged during storm events from 

separately sewered stormwater drainage systems in four representative 

French urban catchments. Six basic distributions have been tested following 

a review of both the literature and of actual fitting procedures which 

demonstrated that stormwater EMCs appear to conform to a lognormal 

distribution. A BASIC program compatible for IBM PC use has been developed 

and the goodness of fit eva 1 ua ted for COD, BOOs, TSS, 2n:2 .... , NO:3 - and N

NH 4 .... , in respect of two sets of urban catchments located in the Par is and 

Aix-en-Provence regions respectively. 

The optimum fits are provided by maximum likelihood methods with three of 

the tested distributions possessing broadly similar fitting performances: 

the three parameter lognormal distribution; 

the Frechet (Extreme Value type 2) distribution; 

the two parameter lognormal distribution. 

These three distributions showed best fits for TSS and COD EMCs. 

A stepwise regression analysis has also been undertaken to provide a 

regional di fferent'iation of the pollution parameters based on lumped 

hydrological and storm event characteristics. Although the resultant 

multiple correlation coefficients are relatively weak, the main explanatory 

variables confirm the significance of peak flow rates and rainfall 

intensity in driving the stormwater flow quality within the sewer system, 

especially in the case of the southern Mediterranean catchments. Antecedent 

dry period is only of significance in the northern Parisian catchments. 
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CHAPTER 1: INTRODUCTION AND BACKGROUND 

1.1 Context and objectives of the Research 

During the last ten years, the problem of water-course pollution in the UK 

and wi thin Europe generally has become an increasing cause for concern. 

The Scottish Development Department (1977) originally highlighted the 

deleterious effects of many storm sewage overflows on receiving watercourse 

quality and more recently Aspinwall and Ellis (1986) have described some 

impacts of both combined sewer overflows (CSO) and urban stormwater runoff 

on river quali ty in terms of the pollutant load. Strong impairments of 

river quality objectives due to both short-term (acute) and long-term 

effects were presented. 

During the early seventies, computer simulation was introduced to describe 

runoff phenomena from urban areas during a storm event. Today, reasonably 

accurate predictions of the volumetric discharge of a stormwater drainage 

system can be made for varying time periods through a storm event. Similar 

techniques applied to the simulation of pollutant transport have not been 

so successful. One must admit that such processes are the product of a 

random variability which does not readily allow deterministic relations to 

be worked out easily. Data bases of pollutants in urban runoff exhibit a 

high degree of variability, which is typical for all discharge sources 

generated by rainfall-runoff processes on impermeable surfaces. A 

probabi 1 ist ic model 1 ing approach would appear to be part icularly sui table 

to deal with this natural variability. 

The storm event has been adopted as the basic unit of measurement, because 

knowledge of within-event pollutant concentration variability provides 

little useful information for the decision maker in terms of appropriate 

control measures. Therefore, in this study, individual storm events are 

characterised by the "Event Mean Concentration" (EMC) of each of the 

described pollutants. 
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The EMC is defined as the concentration that would result if the entire 

storm event discharge were collected in a container, and its concentration 

determined. It can also be defined as the total mass of pollutant 

discharged during the event divided by the total quantity of water 

discharged during the event. 

Acute effects of pollutants can be assessed on the basis of EMCs: the 

discharge of biological oxygen demand (BOO) causes oxygen depletion during 

the event and the discharge of acute toxicants can damage the fish 

population almost instantaneously. The discharge of nutrients or heavy 

metals, on the other hand, leads to accumulation in the receiving water 

environment and causes problems only when critical levels have been 

reached: such processes are considered to be long-term or accumulat i ve 

effects judged on an yearly basis. 

Both acute and accumulative effects have to be considered on the basis of 

statistical distributions in order to work out the return period of an EMC 

or a poll utant load. For example the concentrat ion corresponding to a 10 

year return period means that, on average this concentration will be 

exceeded once every ten years. As Section 1. 4 will argue, a review of the 

fitting procedures applied to runoff or combined sewer overflow (CSO) 

diSCharges clearly demonstrates the value of the lognormal distribution as 

an appropriate and simple tool to analyse the variabi 1 i ty of stormwater 

pollutants. A very powerful property of this distribution is that any 

linear combinat Ion of var iables which follow the lognormal distri but ion 

will approximately follow a lognormal distribution. This property has 

already been used to est Imate the return per iod of the concentr'at ion of 

pollutants within a receiving stream fed by stormwater discharges (US EPA, 

1984). However, a number of methodological quest ions remain unresolved 

including the universality of the procedure for both separate and combined 

systems as well as for differing catchment and storm event characteristics. 

The appropriateness of the I ognorma I distribution in terms of sensitivity 

and goodness of fit also needs thorough testing if it is to be used for 

reliable forecasting. 
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The purpose of this research project has been to evaluate the 

distributional properties of EMC data in relation to transient and short-

term changes in river quality due to storm events. 

the immediate aims of the study are: 

In less general terms, 

(a) To select from amongst six statistical distributions, the best one to 

fit data sets of pollutant parameters based on four separately sewered 

catchments chosen as test catchments during the French National 

Programme (1980-1982). 

The six distributions to be tested are widely used in hydrology. They 

are the two parameter lognormal distribution, the three parameter 

lognormal distribution, the General Extreme Value Type 1 (Gumbel> and 

Type 2 (Frechet> , the Pearson Type 3 (3 parameters) and the gamma 

distributions. The goodness of fit is assessed graphically as well as 

analytically for both the method of moments and the method of maximum 

likelihood. The BASIC program and the fitting procedures are 

described in Chapter 3 whereas the results are presented in Chapter 4. 

Six sets of stormwater quality data, which formed the basis of data 

collected in the four French catchments, are used here ie. COD, BOOs, 

TSS, NO:?, --, N-NH4 +, 2n2+. General comments about this data set are 

given in Chapter 2. It must be emphasised here that an independent and 

original BASIC program has been developed for this research, because no 

avai lable stat ist ica 1 package provided the appropr iate answers to our 

specific working objectives. Packages such as Minitab, SPSSX, GLIM, MLP 

and Statgrafics do not offer the range of distributions that have been 

chosen to be tested. 

(b)- Calibration and correlation of the pollution parameters EMCs against 

lumped hydrological charac ter ist ics such as antecedent dry period 

duration, rainfall volume, rainfall intensity, etc., are undertaken to 

derive regionalisation factors for use in forecasting methods. Chapter 

5 presents the procedure and the results of this regionalisation work 

involving a stepwise regression analysis. 
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The outcome of this research is intended to provide a further contribution 

towards answering the question of which statistical distribution is best 

sui ted to stormwater qual i ty data sets. Such a distribut ion wi 11 first ly 

provide a reliable 

balance approach 

return period for an EMC and secondly be used in a mass 

which would provide the return period of a given 

concentration within the receiving stream. 



1.2 The Water Quality Runoff Data Bases 

1. 2.1 The European Urban Runoff Data Base 

Table 1. 1 lists f low weighted average concentrat ions (EMCs) and loadings 

for urban runoff that have been reported to the European Water Pollution 

Control Association (EWPCA) Urban Runoff Quali ty Commi ttee (1987). Nine 
I 

countries from the western part of Europe have reported work in the field 

of urban runoff showing that concern is growing. Nevertheless there Is a 

need for more catchment data covering various characteristics involving 

sediment properties, etc. which need to be further investigated. 

Evaluation of the data shows that, whilst pollution concentrations and 

loadings vary between di fferent urban areas and sewer type wi thout any 

readily desirable causative factors, there can be no doubt that urban storm 

runoff can be highly polluted and is at best equivalent to secondary 

effluent quality. Although it may have limited value as a statistic, the 

average runoff concentration is reported consistently and can be used to 

illustrate the inherent variabi 1 i ty in reported data. Mass loadings also 

enable different sized catchments to be compared. This statistic also 

displays a high degree of variabi 1 i ty between areas, wi th the possible 

except ion of metals, which are reasonably consistent for the limi ted data 

base available. 

Individual studies of pollutant sources and types, washoff transport 

processes, outfall/catchment loadings and receiving stream impacts have 

been reported from most European countries but there have been few if· any 

attempts to provide co-ordinated or consistent data bases similar to those 

establ ished under the US EPA Nat ionwide Urban Runoff Program (1983). The 

development of appropriate analyt ical methodologies for the modelling and 

assessment of receiving stream impacts of intermi ttent urban runoff have 

likewise been slow in comparison to the United States where a variety of 

urban runoff quality simulation models have been available for some time. 
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1.2.1.1 The European EMC Data 

The EMC data base for the various European experimental catchments 

presented in Table 1.1 includes data from the four French catchments 

investigated in the present study. 

The EMC (event mean concentration) is defined by the .following formula: 

EMC = Mass of Pollutant discharged during the event 

QuantIty of water dIscharged during the event 

or with discrete measurements: 

N-1 

EMC= ~i=~l------~N~i--------------------------

2: [ Qi + Q.t+7) lH/2 

1=1 

wi th C j , i = "instantaneous" sample concentration for time 

and pollution parameter j; 

Qi = "instantaneous" discharge at time I; 

t.t = time between samples; 

N = number of ordinates. 

i 

As reported by EWPCA (1987), 

EMCs can provide a degree 

"the avai labi 1 i ty of a large populat ion of 

of reliability to any derived statistical 

measures or distributional analysis, and also offers a number of other 

add1tional advantages: 

provides concise summaries of what is inherently variable data; 

provides a more useful method of reporting data than the use of ranges; 
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enables comparison of resul ts from di fferent si tes, events condi t ions 

etc., to be conveniently made; 

provides a convenient quantitative framework for examining the 

transferability of data; 

the use of a "constant" concentration value for a particular sewer 

type, land use, hydrology etc., in conjunction with an accurate 

hydraulic analysis, can provide a very useful load estimation; 

can be used to compute loading on the annual timescale associated with 

long term receiving water quality impacts". 

The EMC values associated with hydrological catchment and sewer data 

provide an appropriate characterisation of urban runoff quality. 

1. 2.2 The American Urban Runoff Data Base 

During the Nationwide Urban Runoff Program (NURP) launched by the US 

Environmental Protect ion Agency (1983), data were collected by 31 

nationwide projects. Figure 1.1 shows the locations of those study areas. 

As presented in Terstriep et. a1. (1986), over the 31 projects, 19 were 

undertaken with little or no participation of the US Geological Survey. 

There were 237 catchments (sampling stations) related to those 19 projects 

for which 588,650 rainfall and runoff observations were recorded and 

102,720 samples including in-stream data, atmospheric dust and street dirt 

samples were analysed. The major i ty of the samples for water qual i ty 

analysis basis were flow-weighted composite samples although a few discrete 

samples collected through the course of the events are available. The raw 

data from non-USGS data have been stored in the USEPA STORET Data Base 

which provides fixed site data as well as measurement data. 

The fast track data base compiled the information of all sites in terms of 

EMC. In order to evaluate whether or not a real problem (with a manageable 

solut ion) existed on a nat ional scale, the informat ion corresponding to 

8 



( twel ve poll utants was inc I uded 

TSS, COD, BOOs, CUI Pb, Zn, 

in this data base. The pollutants were: 

total col i forms, faecal col i forms, Ptot. , 

Psol. TKN, total nitrate + nitrogen. 

A lot of work has already been done upon this plentiful and positive data 

base in terms of statistical and physical modelling. A good review of this 

work can be obtained in papers included in the proceedings of an 

Engineering Foundation Conference (1986) whereas various reports 

corresponding to local sites can be obtained from local authorities in the 

US. Final reports on the results of the NURP have been published by US EPA 

(1983) . 

40° 

30" 

110" 100" 

,0 

117~":~ 
HAWAII () 

'--. 

S11JDY AREA LOCA nON-Number refers 10 metropolitan arells and 
roman numerlll refers to region listed below. 

16 'V U.S. Geoiogk:al SlJJ'\IeY study area 

1114. U.s Envtrornental Protection Agency study area 

11123" U.S EnviromentaJ Protection Agency and 
US. Geological Survey study areas 

REGION J-M211n-annual rainfall less than 20 Inches. 

I. Anch:>rage. Alaska 

2. Fresno. California 

3 Oenver. Colorado 

4. Albuquerque. New Mexico 

5. Rapid' City, Sout.h Dakota 

6. Sah Lake City. Utah 
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1) .!(uJ .tr,p ,,(O(lr..1Il!', 

f----,--','-".L, _--l' 
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10. Ann Arbor, Mkhlgan 
11, Lanslng. Mk:hl9lln 
12, SI Paul, Minnesota 
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14. Lake George, New York 
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17. Portland. Or.gon 
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Figure 1.1. Locations of urban-stormater study areas and 

40' 

mean-annual 

rainfall regions in the US. After Driver et. al. (1986). 
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1.3 Characteristics of Urban Runoff 

1. 3.1 General Statistics of Urban Runoff 

Urban runoff qual i ty is affected by the combinat ion of many non-point, 

diffuse sources since rainfall, runoff and pollutant concentrations vary in 

space and time. The effects of this combination are a high variability of 

runoff quality within and between events, as well as from site to site. 

The discharge of pollutant loadings is usually of relatively short duration 

in comparison with the time separating events. Table 1.2 illustrates this 

fact by showing average values for several catchments in the United States. 

Table 1.2. Average storm durat ion and time between storms for selected 

locations in the United States. After Mancini et. a1. (1986). 

Locat i on 

At lanta. GA 
8i rmingham, AL 
Boston. HA 
Cari bou. ME 

" Champa i gn-Urbana. IL 
Chicago. IL 
Columbia. SC 
Oa venport. I A 
Oetroit. MI 
GaineSYi1le. FL 
Greensboro. se 
Ki ngston. NY 
Loui svi lIe. KY 
Memphis. TN 
Mineola. NY 
Mi nneapo lis. MN 
New Orleans. LA 
New York Ci ty. NY 
Steubenvi lIe. OH 
Tampa. FL 
Toledo. OH 
Washi ngton. OC 
Zanesville. OH 

Denver. CU 
Oak land CA 
Phoenix. AZ 
Rapid City SO 
Sa 1t Lake City. UT 

Port I and. OR 
Seatt le. WA 

Note: Typical values. 

Mean 

Hean 

Average Annual Values in Hours 

Storm Ti me Between 
Durat ion Storm Midpoints 

8.U 94 
7.2 ~5 
6.1 68 
5.8 55 
6.1 80 
5.7 72 
4.5 68 
6.6 98 
4.4 57 
7.6 106 
5.0 70 
7.0 80 
6.7 76 
6.9 89 
5.8 89 
6.U 87 
6.9 89 
6.7 77 
7.0 79 
3.6 93 
5.0 62 
5.9 ""110 
~ 77 

6.1 81 

9.1 144 
4.3 320 
3.2 286 
8.0 127 
7.8 133 

6.5 202 

15.5 83 
~ 101 

18.5 n 

Average 901 
hours hours 

Storm durat i on 6 IS 

Interval between 80 200 
storm midpoints 

10 



In terms of EMC, typical figures illustrating si te-to-site var iations and 

event-to-event variations at a site ara presented in Table 1.3. 

Table 1. 3 Water quality characteristics of urban runoff in the US. After 

Manc ini et. a1. (1986), 

Event-to-Eyent SIte Hedun [1'1( 

Constituent Vui,lbility 
in EK:!. For For 

(Cod V.r) I"edi.n 90th Percentile 
Urb.n site Urb." sile 

TSS (1I11~/I1 I·' IOU 'UO 

BUO (myll) 0.!I-1.0 , 
" COO (mg/I) O.!I-l.O " "0 

Tot.1 P (111911) C.S-l.U 0.33 0.10 
SolId P (111911) 0.5-1.0 0.12 0.21 
TKN (111911) 0.S-1.0 1.50 3.30 
PWZ*3-N (11\9/1) a.s-l.O U.68 1.75 

Total Cu (ug/!) O.S-I:U " " Tou.1 Pb (ugl1) 0.5·1.0 '44 "0 
Total In (ug!l) 0.5-\.0 160 500 

The coefficient of variation <standard deviation/mean) varies according to 

the type of catchment. Figures 1.2 to 1.7 show the results (US EPA, 1983) 

based on 37 low. densi ty resident ial si tes, 3 high densi ty resident ial 

sites, 10 commercial sites and- 2 industrial sites. In the paper by 

Terstriep et. al. (1986), it has been indicated that for low density 

resident ial si tes, the coeff ic ient of variat ion ranges between 0.45 and 

0.61 for BODs , COD, Ptot. and TKN whereas it varies between 1.09 and 1.53 

for TSS, N0:.2+3' Cu and Zn .. For the commercial sites, the coefficient of 

variation is lower with Pso1. and Zn being at 0.75 and 0.86 respectively 

whereas for the remaining pollutants it ranges between 0.22 and 0.60. For 

. all the p6l1utants presented except the TSS, the high density residential 

sites seem· to be more polluting than the other types of site. 

'" E 
z 
« 

1000 

~ 100 
I
Z 
w 
> w 

TOTAL SUSPENDED SOLIDS 

10~----~ ____ -+ ____ ~ ____ ~ 

LO-DEN HI-DEN COMM IND 
RES RES 

PRIMARY LAND USE 

Figure 1. 2. Maximum, minimum and 

mean concentrations of TSS. 

After Terstr iep et. a1. (1986). 
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Figure 1.3. Maximum, Minimum and 

mE!an concentrations of COD. 

After Terstriep et. a1. (1986). 
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Figure 1.4. Maximum, minimum and 

mean concentrations of total 

nitrate nitrogen. After Terstriep 

et . a!. (1986). 
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Figure 1.6. Maximum, minimum and 

mean concentrations of total zinc. 

After Terstriep et. al. (1986). 
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Figure 1.5. Maximum, minimum and 

mean concentrations of total 

phosphorus. After Terstriep et. 

al. (1986). 

TOTAL LEAD 

O~--__ ~ ____ ~ ____ ~~ __ ~ 

LO-DEN HI-DEN COMM IND 
RES RES 

PRIMARY LAND USE 

Figure 1.7. Maximum, minimum and 

mean concentrations of total lead. 

After Terstr iep et. a!. (1986). 

The stormwater quaIl ty and the loads carried during an event are also 

highly influenced by the climatic conditions before and during the event. 

Ell is et. al. (1985) have shown, through stepwise regression analysis, 

that climatic parameters such as the total rainfall volume, the maximum 5-

minute duration rainfall intensity, the storm duration, the antecedent dry 

period length or the total surface discharge are highly correlated wi th 

poll utant loads from highway runoff. The combinat ion of three of these 

parameters can explain from 70% to 99% of the variance of the polluting 

loads for T55, Pb, Cd, Fe, Zn, and Cu in the particular example presented. 
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The range of average EMCs for Europe are displayed in Table 1.4, which has 

been prepared from Table 1. 2. Those ranges are very similar to those 

measured in the United States and displayed over Figures 1.2 to 1.7. 

Table 1.4. Range of average (site-to-site) EMCs for separate drainage 

systems in Europe. 

Pollutant 

Indicator 

TSS 

BOO 

COD 

N-N03 -

Ptot. 

Zn 

Range of average EMCs for 

separate systems in Europe 

<rug/ 1) 

15 - 930 

4 - 45 

11 - 280 

0.6 - 10 

0.1 - 3.2 

0.04 - 0.9 

An overview of the poll ut ing potent ial of stormwater runoff is given in 

Table 1.5 where typical EMCs for urban runoff and typical concentrations of 

domestic wastewater after secondary treatment are given. Table 1. 5 also 

shows that in terms of TSS and Zn, stormwater is, on average, more polluted 

than treated wastewater whereas COD concentrations are roughly comparable. 
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Table 1.5. Compar ison of waste qual i ty parameters in urban runoff wi th 

domestic wastewater (mg/l). After Bastian (1986). 

Typical concentrations for 

poll utant Typical EMC Domestic wastewater <mg/l) 

concentration 

for Urban Runoff before secondary after 

(mg/l) treatment treatment 

TSS 150 220 20 

COD 75 500 80 

Ntot. 2 40 30 

Ptot. 0.36 8 2 

Zn 0.2 0.28 0.08 

1. 3. 2 Within-Event Characteristics 

The mechanisms involved in urban runoff quality during a storm event are, 

as described previously, highly variable in nature as well as complex in 

form. However some basic patterns can be identified. 

The 'first-flush' phenomenon is now well recognised by stormwater 

p!,act i t ionners for both separate and combined systems <Thorn ton et. aI., 

1987). This process occurs when in-pipe pollutants and deposits are 

removed early in the storm event, showing a pollutant peak preceding the 

flow peak. Revitt et. al.' (1986) have shown that soluble components can be 

washed through the system very early in the storm whereas the delivery of 

solids and their associated pollutants is dependent on re-suspension of in-

pipe sediments. The 

particular importance 

temporal variation 

for control 1 ing 

in the TSS pollutograph is of 

the behaviour of correlated 

poll utants such as BOOs. COD and lead, the latter having a high aff inl ty 

wi th the part iculate phase. BOO, COD and TSS have also been found to be 

highly correlated within an event. It has also been shown that maximum TSS 

concentrations within an event can be linked with the maximum flow of the 
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hydrograph. This tendency seems to be well marked for the highest maximum 

flows (Ministere de I' Urbanisme, du Logement et du Transport, 1985). 

Figure 1.8 from the Maurepas catchment displays both BOOs pollutograph and 

hydrograph for the event No. 3 recorded during the French National 

Programme. This graph shows the first flush concentration peak as well as 

the peak corresponding to the maximum flow. 

28 
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.. Figure 1. 8. BOOs pollutograph and hydrograph at the Maurepas catchment, 

France. After Hemain (report LHM 25/1983, 1983). 
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1.4 The Effects of Stormwater Runoff on Receiving Streams 

The impacts of urban runoff upon a receiving body can be different for each 

individual case considered. They depend mainly on: 

the nature and concentration of the pollutants involved; 

the nature of the receiving body and its hydrological, biological and 

chemical characteristics; 

The activities and practises undertaken in the water body ego water 

supply, fishing, bathing, etc. 

Pollution problems from urban runoff are generally divided into two 

categories depending on their time-based effect, (Harremoes, 1982; US EPA, 

1983; Hvi tved-Jacobsen, 1986): short-term (acute) and long-term effects. 

When the water body threshold of tolerance is reached because of the effect 

of intermi ttent runoff loads discharged, then acute impacts appear. The 

nature and time scales of urban runoff impacts on receiving water quality 

are illustrated in Figure 1.9. 

Hydraulic Effects 

Bacteria(Public Health) 

Biodegradable Organic Matter 
I.·. ···············1 i '(Dissolved Oxygen) 

Suspended Solids 

Nutrients(Eutrophication) 
F··

l 

~3··· 104 ..... : 0
5 
I 

(hours) 
1 hour lmonth 10 Time 

Short-Term 

Figure 1.9 Time scales of urban runoff pollution impacts on receiving 

waters. After Driscoll and Mancini (1978). 
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1.4.1. The Short-Term Impacts 

Short-term effects are characterised as discrete events in terms of 

ident 1 fying the durat 10n of their impact which, ideally, has no overlap 

from one event to the next. 

The impact caused by specific pollutants lasts as long as the duration of 

the event but the damage to the biology and fish population may extend 

beyond the duration of the event. The first flush phenomenon described 

earlier may result in localized drastic effects such as fish kills and high 

turbidity. Villeneuve and Lavallee (1986), in assessing the impact of 

combined sewer overflows, reported that sediments immediately downstream of 

outfalls were 10-50 times more contaminated than those upstream. It was 

concluded that instream pollutant concentrations downstream of outfalls 

increased during wet weather by as much as 2-7 times above the dry weather 

levels. The recovery period was found to be 48 hours for most parameters. 

It must be noticed that resuspension of pre-existing pollutants during a 

storm event is likely to be responsible for this impairment of the 

receiving stream water quality. Released toxicity of deposited heavy 

metals, high turbidity or dissolved oxygen (DO) depletion are usually side 

effects of the resuspension phenomenon. 

In the particular case of metal toxicity, the sensitivity of aquatic 

organisms is highly variable depending on the chemical parameters of the 

receiving water, the metal considered, the aquatic species being considered 

and their life stage. Table 1.6 illustrates the effect of hardness and 

alkalinity on the acute toxicity of zinc to rainbow trout. The term 96 hr 

LC50 is the lethal concentration for which 50% of the fish population will 

die over 96 hours (4 days) under laboratory conditions. 

the acute toxicity of zinc to rainbow trout. 
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Table 1.6. Effect of hardness and alkalinity on the acute toxicity of zinc 

to rainbow trout of similar size (a). 

Hardness 
mg/1 

315 
102 

23 

aGoett1 et al. 1971. 

Alkalinity 
mg/1 

227 
81 
20 

96 hr LC50 
mg/1 

7.21 
1.00 
0.56 

Table 1.7. Effect of f ish size on the acute toxici ty of zinc to rainbow 

trout in hard water at a temperature of 15°C (a). 

Length Weight 96 hr LC50 
cm g mg/1 

11.9 18.3 4.52 
5.6 2.0 1.19 

acoett1 et a1. 1971. 

In the case of DO deplet ion, recent studies have shown that for combined 

sewer overflows, the organic matter is adsorbed by the solid surfaces of 

the river muds much faster than it is degraded (Harremo~s, 1982; Hvited

Jacobsen, 1982 and Hvited-Jacobsen and Harremo~s, 1982). This process 

causes a delayed oxygen depletion at the bottom of the river bed downstream 

of the discharge point where organic matter settles on solid surfaces. 

This delay effect lasts at least 12-24 hours after the discharge event. 

This process is illustrated in Figure 1.10. 

Figure 1. 10. 

organic matter fixed 
to solid surfaces 

surface 

;S ~;t~;:. 

pottuted 
water 

~:~~~org(> ,. 9~mif.' lIS! ] " 

organic matter fixed 
to solid surfocE'S 

• surface 

Removal of organic matter from a water volume under 

transport down a river. After Harremo~s (1986). 
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The same authors found that the removal rate of organic matter by 

sedimentation is approximately ten times greater than the actual 

degradation rate. Therefore the depletion will be maximum in reaches close 

to the discharge pOint. In addi tion, diurnal oxygen fluctuations have also 

to be taken into account. The superposition of oxygen depletion caused by 

an event during the day with high oxygen concentrations created by 

photosynthetic activity is different during the night when respiration 

depletes oxygen resources. A three dimensional illustration of this 

phenomenon is shown in Figure 1.11. The graph shows that total oxygen 

deplet ion can occur during a few hours causing adverse effects to the 

animal populat ion of the stream. It must be noted that the in-stream 

oxygen depletion is caused by a well known pollution indicator, the 

biological oxygen demand (BOO). Figure 1.12 illustrates the short-term 

impact of BOO on the in-stream DO during a storm. 

Figure 1.11. 

Clmg/lJ 

A three-dimensional i llustrat ion of the superimposi t ion of 

diurnal oxygen fluctuations on the delayed oxygen sag in 

the river resulting from a discharge of 127 Kg COD to a 

river with a baseflow Qb = 50 115. C = oxygen concentration 

(mgll)i th = distance down the river. as time of travel In 

hoursi t'= time in hours after passage of the runoff 

volume. After Harremo~s (1982). 
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Figure 1. 12. The short-term effect of a storm discharge on the river 

Tame, UK. After Hvited-Jacobsen (1986). 

1.4.2. The Long-Term Impacts 

The long term impacts of stormwater discharges are the result of an 

accumulative process. A gradual build-up in the concentrat ion of the 

pollutant occurs in-stream or in the water body sediments. The detrimental 

effect appears when the concentration exceeds a threshold value. Hence 

long-term effects usually occur some weeks, months or even years after a 

series of stormwater inputs. Those effects inc lude fish kills, 

eutrophication due to nutrients (phosphates, nitrates, etc.) and continued 

oxygen depletion due to settling-out of the BOD fraction of the suspended 

solids, as well as toxicity of heavy metals due to the resuspension 

processes. A typical example of long-term impacts of urban runoff is the 

dramatic changes that occurred in Lake Erie (Bastian, 1986) during the late 

1960s. At that time, severe oxygen depletion and blooms of blue-green 

algae were observed and fish kills were common. These were the disastrous 

consequence of the excessive nutrient and other pollutant loads from both 

point and non-point sources created by a fast population growth. Beeton 
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(1969) indicated that ammonia-N increased fivefold and total nitrogen 

increased about threefold between 1930 and 1958 whereas total phosphorus 

concentration doubled between 1942 and 1958. 

Figure 1.13 illustrates the response of long-term pollution on the fish 

population of Lake Erie once the threshold of tolerance has been reached. 

,~, 

'~,~rrr-rt, ,..."." .... ,~ ... ~n1I!r"TI, 
'I'(AI'I 

Figure 1. 13. Commercial production of blue pike and cisco in Lake Erie 

(USA). After Beeton (1969). 

In the part icular case of Lake Erie it must be not iced that efforts to 

reduce pollution effects have resulted in dramatic and rapid improvement in 

water quality in the lake probably because of its very short detention time 

(2. 6 years). 

The two categories, acute and long-term effects, in terms of loads 

discharged, can be treated statistically in a similar way but with a 

different time basis. For acute effects, time scales are of the order of 

hours but for long terms effects, 

relevant. This approach developed 

Sec t ion 1. 5. 2. 

monthly or even annual data are more 

by Harremoes (1986) is included in 
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1.5 Review of Distribution Fitting 

For the pollutant concentrations encountered in urban runoff, it is likely 

that exposures in terms of hours have a high probability of causing adverse 

environmental impacts. Hence an appropriate and convenient time scale for 

analysis of urban runoff loads, concentrations and effects is the event 

duration. The parameter analysed in this case is the average concentration 

of a given pollutant during the event, the event mean concentration. A 

considerable amount of work has been done by the US EPA using this basic 

average approach. Recently other researchers 

have used the same approach but introduced the 

data with a different time basis (ie. yearly). 

in Europe such as Harremo~s 

idea of using pollution load 

In the United States and in 

Europe a distributional analysis was applied to EMC data in order to work 

out the return periods of EMCs and to test their compatibility with 

national standards. In all cases the lognormal distribution was considered 

best suited for frequency estimation of EMCs. 

1. 5.1 The Work Done in the United States 

1.5.1.1 The Lognormality of Water Quality Data 

Driscoll (1986) presented a paper in which a series of probability plots of 

water quality data from a variety of discharge sources was displayed. 

Representative examples of observed EMC and site median concentration data 

from highway stormwater runoff, combined sewer overf lows, urban runoff 

point sources disCharged from sewage treatment plants as well as 

agricultural runoff were analysed and plotted for their lognormality 

properties. Driscoll concluded: "such examination, suggests that a 

lognormal distribution either actually defines the underlying population of 

pollutant concentrations, or is at the least a satisfactory approximation 

for most environmental analyses". Al though all the plots displayed in the 

paper present a fairly good fit with the method of moments, several remarks 

can be made: 

the same pollution indicators were probably not available for all the 

differing types of pollution cited: highway runoff, urban runoff, etc. 
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A lack of consistency (certainly involuntary) was apparent for the 

pollution indicators used; 

15 out of the 64 samples presented (23%) contained 10 or less values; 

no goodness of fit index was computed. The f it was judged by eye, 

hence it is difficult to quantify how good the fit actually was; 

no distributions other than the lognormal distribution were analysed or 

displayed. 

Another paper by Strecker et. a1. (1987) supported the lognormal i ty of 

highway pollutant concentrations with an analysis of data from 31 sites in 

the Uni ted States cover ing a total of 993 separate storm events. The 

informat ion was collec ted for the Federal Highway Administrat ion. The 

initial assumption that EMC data for a site could be fitted by a two 

parameter lognormal distribution was made because, as written in this 

paper, "the US EPA NURP study (1983) reached a similar conclusion regarding 

pollutant concentrations in stormwater runoff from urban areas, based on a 

significantly larger data base than is available here". In the study 

conducted by Strecker et. al., a "probability plot correlation coefficient" 

<Vogel, 1986) was used as a stat ist ical test for conf idence that the 

distributions of EMCs for each si te were lognorma1. This test despi te its 

convenience, cannot be applied to three parameter distributions. The 

authors concluded "almost all data sets were concluded to be adequately 

described by a 1 ognorma 1 distribution". When they examined the distribution 

of si te median suspended sol ids concentrat ions for all highway si tes, they 

discovered a cut-off point in the pattern suggesting that two separate 

1 ognorma 1 distributions were present. The authors suggested that the 

average traff ic densi ty per day was the factor that del ineated the two 

distributions at the threshold of 30,000 vehicles per day. 

Table 1.8 summar ises the successful appl icat ion 

distribution over the two papers discussed previously: 

Strecker et. a1. (1987), 
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Table 1.8. Synthesis of the successful application of the lognormal 

distribution as presented by Oriscoll (1986) and Strecker et. 

a1. (1987). 

Origin of pollution 

Highway runoff 

Combined sewer overflow 

Urban runoff 

Agricultural NPS runoff 

Treatment plant effluent 

Highway runoff 

Combined sewer overflow 

Treatment plant effluent 

Urban runoff 

Surface and subsurface 

runoff of conventional 

tillage (agricultural 

runoff) 

Type of data 

EMC 

EMC 

EMC 

EMC 

EMC 

Site median 

concentrations 

Site median 

concentrations 

Site median 

concentrations 

Site median 

concentrations 

Annual average 

concentrations 

at a si te 
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Pollutants analysed 

TSS. Total N, TKN, Pb, Zn 

BOOs, TSS 

COD, Ptot. 

N-NHA~' N-N03 -, TKN, Psol. 

BOOs 

TSS 

BOOs, TSS 

Cd 

Ptot. 

Psol., NO:3-



1.5.1.2 The Probabilistic Mass Balance Approach as a Tool for Decision 

Making 

If the lognormality of EMC data is admitted, a more integrated approach can 

be carried out. 

In Europe, the theory of the mass balance approach for river quality 

modelling was first developed by Warn et. a1. (1980). The computation, 

involving Monte Carlo simulation and the assumption that the parameters are 

lognormally distributed, provided appropriate results. 

A probabilistic model including the mass balance equation has been proposed 

by the US EPA (1984) in order to determine the recurrence interval of the 

pollution concentration in a receiving stream and the violation frequency 

of water quality criteria. The same approach was proposed by Gaboury et. 

a1. (1987) for highway runoff. They based their work on an analysis 

methodology initially developed by Di Toro (1984). A basic description of 

the method is presented here. 

During a runoff event the receiving water concentration (CO> for a given 

pollutant depends on the upstream flow (QS), the upstream concentration 

(CS) and, of course, the runoff concentrat ion (CR) and runoff discharge 

(QR). The mass balance equation links all those parameters: 

CO = <OF . CR) + ([ 1-DF] . CS) 

where DF (or ~), the dilution factor is defined as: 

DF = QR = 
QR + QS 

1 

1 + QS/QR 

= _1_ with 

1 + 0 

D= ~ 

QR 

If we assume the variables QS, QR, CS, CR, to be lognormally distributed 

and independent then CO will be approximately lognormally distributed since 

the sums of lognormal random variables have tails which are approximately 

lognormal (Janos, 1970). Hence the knowledge of the parameters 
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characterising the lognormal distributions of QS, QR, CS and CR allows the 

computation of the cumulative probability distribution of CO and therefore 

the recurrence interval (or return period) of CO wi 11 be known. 

general schematic approach is displayed in Figure 1.14. 

This 

Figure 1. 14. 
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Schematic outline of probabilistic method for computing the 

return period of in-stream pollutant concentration due to 

water runoff. After Gaboury et. a!. (1987). 

Oespi te the assumpt ions made about the lognormal i ty of runoff and stream 

flows, the di lut ion factor OF (or ~) is not truly lognorma1. To calculate 

accurately the probabi 1 i ty distribut ion of DF, a numerical proc,edure using 

26 



quadratures is avai lable but however a simple form of lognormal 

approximation is presented here. It has been emphasised that the method of 

moments provides a conservative computation (overestimation of the in-

stream concentration for a given non-exceedance probability). However the 

method of moments matches quite well the exact method of quadratures 

between the 5% and 95% percentiles. Table 1.9 provides the basic 

relationship (drawn from the moments estimates) used in the computation of 

a lognormal distribution. 

Table 1.9. Lognormal distribution relationships and terminology. After 

Gaboury et. a1. (1987). 

T = 

M= 

M= 

V 

S .. 

MEAN 
STD DEVlA TlON 
COEF OF VARIATION 
MEDIAN 

up (u) 

exp (U + ~W2) 

T • SQR (1 + cv2) 

SQR ( exp Cw2) -1 ) 

M·CV 

ARITHMETIC LOGARITHMIC 

M 
s 
cv 
T 

W= 

U 

U 

u 
W 

SQR ( LN (1 + cv2) ) 

LN ( M/ up ( ~W2 ) ) 

LN ( M / SQR (1 + cv2) ) 

LN(x) designates the base e log of the value x, 
SQR(x) designates the square root of the value x, 
up(x) designates e to the power x. 

Assumming no correlation between stream and runoff flows: 

Wo = (WQS2 + WQR2)1/2 

and the value of OF for any probability percentile a is: 

OFa = Tq E2' 

TQR + TQS . exp<Za . Wo) 

where Za is the standard normal variable corresponding to the probability 

a. 
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The ar i thmet ic mean of the recei v ing water contaminant concen trat ion is 

defined as: 

Meo = <MeR . M.:>F) + <Mes . [1 - MoF]) 

The arithmetic standard deviation is: 

Seo = SOF 2 
• [MeR - MeS]2 + SeR2 

• [SOF2 + MbF2] + Ses2 
• (SOF2 

+ (1-M6F)~])v.. 

The corresponding log transforms must be computed to develop the desired 

information on probability: 

log standard deviation: Weo = (In(1 + CVeo2])1/2 

log mean: 

Then the concentration that will not be exceeded at the probability a can 

be computed: 

COQ exp(Ueo + Za . Weo ) 

Conversely, the probability a of CO exceeding a given stream concentration 

COa can be determined with a normal probability table after computing: 

Za = In(COa]-Uco 

Weo 

In the US EPA draft report (1984), a verification of computed 

concentrations is proposed. Data from approximately 20 storm events 

acquired during the NU RP program at Rapid Ci ty, was used to test the 

reliabili ty of the methodology. Figure 1. 15 shows the lognormali ty of 

upstream and runoff flow data whereas Figure 1.16 shows, as an example, a 

good lognormal fit of the downstream TSS data. The straight line 

represents the theoretical distribution calculated by the method of moments 

described in the methodology. 
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Figure 1. 15. 

Figure 1. 16. 
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The methodology described above shows good results and the mean recurrence 

interval (or return period) MRI can be computed from: 

MRI = 1 

(exceedance probability) . N 

MRI = 1 

(l-cx) . N 

where N = number of storms per year. 

Then the significance of a particular magnitude/frequency pattern of 

downstream concentrations caused by urban runoff can be evaluated by 

comparing them with a specific water quality criterion. 

Figure 1.17 from the NURP final report (US EPA, 1983) illustrates such an 

approach. The toxicity effect levels for copper are those suggested by the 

NURP study for short duration exposures and are quoted for a total hardness 

of surface waters of 50 mg/l. In this situation the in-stream 

concentration of copper caused by untreated urban runoff discharges exceed 

the "EPA Maximum" criterion more than ten times per year on average whereas 

the threshold level (concerning adverse biological impacts) is exceeded, on 

average, five times per year (MRI = 0.2 year). It must be noted that 

significant mortality of more sensitive biologlcal specles occurs once 

every three years on average. In the case of "treated urban runoff" I 

threshold levels are reached only once every 3 or 4- years on average. 

Signif icant mortal i ty levels are never reached al though the "EPA Maximum" 

cri ter ion is exceeded once or twice a year on average. The "acceptable" 

frequency at which speci f ic adverse effects can be tolerated is st i 11 a 

difficult and subjective problem to assess. 
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Figure 1. 17. Distribution and recurrence of in-stream concentrations. 

After US EPA (1983). 

1. 5. 2 European Approaches 

1.5.2.1 The Lognormality of Water Quality Data 

Relatively little work has been undertaken in Europe to test the 

lognormality of EMC data in comparison wi th the USA effort. Although the 

lognormality of EMC data is generally admitted and included in integrated 

probabilistic approaches, no basic or consistent work appears to have been 
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undertaken to assess the goodness of fit of various statistical 

distributions. 

In the UK, the conclusions presented in the status report of the European 

Water Poll ut ion Control Assoc iat ion (EWPCA, 1987) are: "a two parameter 

1 ognorma 1 distribution is quite adequate for urban runoff data and can be 

completely spec if ied by a central tendency and a dispersion parameter. 

However, because of its several assumptions and its inability to simulate 

control alternatives explicitly, the log frequency distribution approach is 

probably best sui ted for general management/planning survey work". Figure 

1.18 displays the graph presented in the EWPCA report to illustrate the 

lognormality hypothesis. 

In another paper from Pratt et. a!. (1987), the hypothesis of lognormali ty 

distr i but ion of suspended sol ids EMCs in flows from highway gull ies was 

tested graphically, and the authors conc luded: "the hypothesis was 

confirmed and close fit achieved to the assumed mean and standard 

deviation". Figure 1.19 shows the graph presented by the above authors. 

In Denmark some work presented by Harremo~s (1986) gives evidence of a good 

visual fit of the two parameter lognormal distribution to EMC data sets. A 

bulk sample of COD data sets drawn from two combined systems was 

successfully fitted by a lognormal distribution. The same result was 

achieved for a bulk sample of COD data drawn from three separate systems. 

Figure 1.20 displays those plots and the small table insert presents some 

basic statistics of the observed distributions. 

Although graphical tests of goodness of fit are essential, all the examples 

cited in this section do not include statistical tests that would allow the 

reader to quantify the so called "good fit". 
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Figure 1. 18. 

Figure 1. 19. 
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Figure 1.20. 
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Lognormal distribution of COD EMC in runoff from separate 

and from combined sewer systems in Denmark. The table 

gives the distribution characteristics: lnC is the mean of 

the logar i thm of the concentrat ion in mg/l, 0'1" is the 

standard deviation of InC, Cln = e 1nC , Ca,.. is the 

arithmetic mean. After Harremo~s (1986a). 

1.5.2.2 A Probabilistic Approach to Assess Stormwater Runoff Impacts: the 

Danish Example 

The Approach for Short-term Effects 

As previously described, short-term effects can be assessed in terms of 

concentration or load of a given pollutant for individual events. Harremo~s 

(1981, 1986a, 1986b) has been the main proponent of this probabi 1 ist ic 

approach. 
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The Danish Water Quality Standards 

Harremoes et. al. (1982) proposed an in-stream oxygen concentration standard 

based on single event stat ist ics. This standard combines concentrat ion, 

event frequency and event duration and type of river. This standard, as a 

wet weather standard, is different from dry weather standards where 

frequently only a single number is used. Appendix 1. 1 shows extracts of 

EEC water quality standards <percentile standards) for surface water 

intended for the abstract ion of drink ing water and freshwater support ing 

fish life. Figure 1.21 presents the Danish standards recommended by the 

Danish Water Pollution Control Committee for two durations of DO depletion 

(1 and 12 hours) and for three types of water qual i ty <habi tats for 

spawning f ish, salmon and carp). The standard expresses the reqUired 

oxygen concentration as a function of return period. The criterion 

selected is that half the fish population may be killed at the 

concentration and duration, indicated for the rarest events; 8, 12 and 16 

year return period. These standards have been derived from li terature 

studies on the effects of low oxygen concentrations, referenced in Hvited

Jacobsen (1984). 

In the case of the DO standard, the direct i ves from the EEC for salmonid 

waters and the standards proposed by the Danish Water Pollution Control 

Committee for trout rivers are not easily comparable but the second one 

could be complementary to the first one when, as written in Appendix 1.1, 

"major daily variations are suspected" (in the case of urban runoff for 

example) . 
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Figure 1. 21. 
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Control Committee for oxygen concentrations in rivers 

affected by combined sewer overflows. After Harremoes 

(1986b) . 

DO concentrat ions in the river can be calculated using historical rain 

series as input to simulation models. Figure 1. 22 shows the comparison 

between Danish standards and calculated instream DO concentrations due to 

combined sewer overflows. 
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Figure 1. 22. 
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Plot of required and predicted oxygen concentrat ions in 

Danish river affected by combined sewer overflows. After 

Harremoes (1986a). 

The Mass Balance Modelling 

If the parameter that matters in terms of impact is considered to be the 

load of COD or BOD discharged during a storm event then a mass balance 

approach can be applied (Harremoes, 1986b). 

The event mass discharge (M) is derived by multiplication of the event mean 

concentration (C) by the volume of discharge (V): 

M = C.V 

If In(C) and In(V) are independent and normally distributed wi th known 

mean m and standard deviation cr then In(M) is approximately lognormal: 

In(M) = In(C) + In(V) 
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The hypotheses of lognormality and independence are now examined. 

The lognormali ty of EMC data has been demonstrated for COD as shown in 

Figure 1.20. 

Concerning rainfalls, the natural logari thm of rain volume data at Odense 

in Denmark has been plotted on Figure 1. 23. The distribution is skewed 

because of the cut-off point of 3mm rainfall which is used for screening 

the data. However data higher than the median value do appear to be 

lognormally distributed. Rain volumes are then changed into actual runoff 

volumes by a simple multiplication of the runoff coefficient. 

After an analysis of independence 

conc luded: "the concentrat ion can be 

of rain and discharge volume". All 

between the parameters Harremoes 

considered statistically independent 

the condi t ions being sat isf ied the 

return period of event load of COD can be determined as shown on Figure 

1.24 for both separate and combined systems. The steepest of the lines 

accounts for the variability of the concentration while the other curve is 

based on mult ipl icat ion of each discharge volume of the rain series wi th 

the log-mean concentration without regard to the variability of the 

concentration. The distance between the two lines is determined by a 

correction factor depending on the return period. 
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Figure 1. 23. 

Figure 1.24. 
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The Approach in the Case of Long-term Effects 

In the case of long-term effects of stormwater runoff, the evaluation of 

pollution discharged has to be based on a yearly basis to model, for 

example, eutrophication effects. There can be a very significant 

statistical variability from year to year in the runoff loading as shown 

on Figure 1.25 and Figure 1.26. So far no standards on a yearly basis have 

been proposed. 

Figure 1.25. 

Figure 1.26. 
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1. 6 Cond us i on 

In this chapter, the presentation of up to date statistical models reveals 

that these are normally constructed on the assumpt ion of a well known 

underlying statistical distribution. The convenience and the properties of 

the lognormal distribution make it particularly suited to be integrated in 

a mass balance model. However no consistent studies using statistical 

tests and testing several distributions seem to emerge. It is of 

importance to tackle the problem of "best-suited" distribution in a 

consistent way in order to derive reliable EMC return periods for a given 

catchment and a given pollution indicator. 
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CHAPTER 2: THE DATA USED 

2.1 The French Urban Runoff National Programme 

2.1.1 Context and Background 

In 1978, the Service Technique de l'Urbanisme from the Ministere de 

l'Environnement et du Cadre de Vie, aware of the potential pollution 

problems caused by urban runoff in France, established a working group to 

review three objectives: 

characterisation of catchments and the "pathology" of sewage networks; 

to define technical aspects of measurement and interpretation of data; 

to identify appropriate approaches to resolve the runoff pollution 

problem. 

Those objectives were defined after unconclusive results were drawn from 

exist ing data. Hemain (1981), using pre-1980 data from French and North 

American catchments, concluded that it was not possible to highlight strong 

links between pollutants (BOO, COD, TSS) and hydrological characteristics 

and land use types. The variability and incoherence of the derived results 

were probably due to the measurement procedure rather than the 

misunderstanding of the actual runoff processes involved. Hemain stated 

that initial data was collected at the outlet of catchments and therefore 

included the combination of several undesirable parameters such as the 

variability of drainage system type, the variability of measurement 

devices, the var iabil ity of hydraulic design, leaks from the network, 

seepage of more or less polluted water, atmospheric pollution, etc. A 

global and consistent approach as well as a thorough investigation of 

selected catchment character ist ics were to be undertaken as part of the 

National Programme. 

The exist ing data being inadequate, the work ing group dec ided that it was 

necessary to start a nat ional data collect ion programme in France. Two 

targets were therefore defined: 

an estimation of the annual average loadings of various runoff 

pollutants from varying urban land uses in order to define, in the long 

term, their likely impacts upon the receiving environment; 
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an estimation of severe or acute pollution hazards that could impair 

receiving steam quality over very short time periods. 

The work ing group then commissioned a data collect ion methodology to be 

undertaken within suitable urban catchments. 

Four separately sewered catchments were eventually chosen as experimental 

uni ts: Les Ul is and Maurepas are located in the Paris area whereas Aix

Nord and Aix-Zup which are located in the Aix-en-Provence area (South of 

France). The data collection started in September 1980 and ended in 

December 1982. The measuring equipment set up in each catchment comprised: 

an autographic raingauge <Precis Mecanlque PL 1000); 

a flowmeter including an air pressure sensor (ISCO 1870); 

two automatic samplers, one collecting a bulk sample in a single 

container (ISCO 1580) and another one collecting fractionated samples 

<ISCO 1680). 

Technical maintenance was ensured at least three times a week. 

2.1.2 Outcome of the Data Collection Programme 

According to a previous report (Hemain, report LHM 25/1983, 1983), the 

outcome of the programme was regarded as being very satisfactory since: 

the measurement equipment was found to be very reliable with breakdown 

rates lower than 10%; 

the volume of data collected was very large as Section 2.3 of this 

report shows; 

numerous data der i ved from each storm event permi t ted a check on the 

samples to ensure they give mean samples and thus are representative of 

the runoff at the measuring point. A comparative study carried out on a 

given parameter during a given event has shown that an accuracy of !30% 

can be associated with the pollutant concentration data; 

a careful evaluation of the data was carried out by the creation of 

computerised files containing information such as flow rates, . mass 

loads, pollutant concentrations, rainfall volumes/intensities, etc. 

However, two anomalies were detected: 

the observed runoff volume on the Aix-Nord catchment is believed to be 
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too small. A runoff coefficient of 35% was expected instead of the 12% 

figure that was actually derived. The origin of this anomaly could not 

be determined despite thorough complementary research; 

dry weather flows carried by the Les Ulis drainage system were found to 

be quite polluted. The presence of foul water in the system was 

suspected. 



2.2 Characteristics of the Catchments 

The main characteristics of the four catchments studied in the French 

National Programme are presented in Table 2.1. More detailed information is 

gathered in Appendix 2.1. 

Table 2.1. Characteristics of the catchments of the French National Runoff 
Programme. After Hemain (report LHM 25/1983, 1983). 

catchment 

characteristics 

Total area (ha) 

Average slope (%) 

Impervious area (%) 

Nature of the 
ground 

Individual housing, 
1. e detached/ 
semi-detached 
(% of total area) 

MAUREPAS 

26.7 

0.5 

60 

silt-clay with 
millstone 

(little 
perviousness) 

70 

Collective housing i.e 17 
multistorey/blocked 
(% of total area) 

Kind of roofing on flat 
collective housing 

Population density 
(inh./ha) 95 

Sewer type separate 

Pipe size at T 130,80 
measuring point 

Slope at measuring 0.5 
point (%) 

LES ULIS 

43.1 

0.55 

42 

si It-c lay vi th 
lIillstone 

(li ttle 
perviousness) 

o 

100 

flat 

340 

separate 

~ 1800 mm 

0.1 

AIX ZUP 

25.6 

2.9 

78 

llarl under 
scree 

(illpervious) 

4 

AIX NORD 

92.0 

6.5 

35 

scree-calcareous 
marl 

(illpervious) 

7 

27 13 

flat 40% flat 
60% sloped 

210 35 

separate separate 

~ 1200 mm T 180-108 

1. 7 2.0 

Measurement period 09/80-12/80 12/81-12/82 10/80-02/82 10/80-02/82 
12181-12/82 
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2.3 The Data Collected under the French Programme 

2.3.1 Operational Performance of the Recording Equipment 

A subsequent report (report LHM 09/1986) has presented the data which have 

been collected under the French National Programme and their corresponding 

computerised fi les. This section briefly summarises the relevant points 

drawn from this report. 

Table 2.2 displays the performance of the various measuring apparatus and 

it is important to note: 

the number of runoff events recorded at Aix-Nord is similar to that at 

of Aix-Zup because of the geographic proximi ty of the two catchments. 

However the number of events is lower at Les Ul is than at Maurepas. 

This difference can be explained by the fact that more rainfall is 

needed over the Les Ulis catchment to initiate the runoff process; 

the efficiency of the raingauges varies from 73% to 85% which is 

considered to be satisfactory; 

the efficiency of the flowmeters is high varying from 81% to 92%; 

the efficiency of the samplers can also be considered as satisfactory 

since: 

(1) basic chemical analyses (COD, BODs , TSS) have been completed for 

68% to 80% of the sampled events; 

(2) at least 18 pollutants out of the 21 pollutants presented have 

been analysed, for 36% to 59% of the total number of events. The 

efficiency at Aix-Nord is the lowest in this respect. This is due, 

firstly, to more flowmeter breakdowns than normal and, secondly, to 

insufficient collected volumes as the triggering switch was placed 

too high in comparison wi th the expected water level. If only 14 

pollutants are considered, the sampling efficiency increases to 47% 

for this catchment; 

(3) Proper pollutogrammes have been worked out for 64% to 79% of the 

events for which runoff volume was abundant enough to fill the 

bot tles. 
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Table 2.2. Efficiency of measurements under the French National Programme. 

After the Laboratoire d'Hydrologie Mathematique (1986). 

catchment MAUREPAS LES ULIS AIX-ZUP AIX-NORD 

Total number of events (TNE) 174 97 75 73 

RAINFALL 

Number of leasured events (N"E) 151 88 73 71 

Correct recordings (CCR) 156 85 69 59 

Efficiency: CRR/THE (S) 75 85 85 73 

DISCHARGE 

Number of measured events 172 90 73 66 

Correct readings (CRO) 156 85 69 59 

Efficiency: CHO/TNE (S) 90 88 92 81 

CHEMICAL ANALYSES 

Number of sampled events 153 88 56 51 

Number of uniform sampled events (NUSE) 125 78 52 50 

Efficiency 1: NUSE/TNE (S) 742 80 69 68 

NUlber of uniform sampled events with at 
least IS pollutants analysed (NUSIS) 79 47 41 26 

Efficiency 2: NUS1SlTNE (S) 53 2 59 2 55 36 

POLLUTOGRAMMES 

NUlber of possible pollutogramles (NPP) 29 2 222 23 13 

NUlber of actual pollutogralles (NAP) 23 14 16 9 

Efficiency: NAPINPP (S) 79 70 69 

2 Corrected value taking into account the number of events not 
analysed for financial reasons. 
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2.3.2 Description of the Computerised Files 

The raw data as first collected was organised into raw files which have 

been reviewed and corrected when necessary. After this essential step, four 

kinds of file were set up for each catchment: 

the corrected raw files; 

the "event" files; 

the "pollutogramme" files; 

the "event mean concentration" files. 

The following section describes the content of those files. 

2.3.2.1 The Corrected Raw Files 

For each of the four catchments, four raw files contain the entire 

information collected. The content of the four files is as follows: 

The raw files for "rain" contain: 

technical characterist ics and geograph ical locat ion of the raingauges. 

Calibration corrections to be made are also indicated; 

date of the raingauge starting up; 

sequence for each measurement (or rain event>: quali ty code of the 

rainfall measurement, amount of rainfall, date of measurement. 

The raw files for "discharge" contain: 

technical characteristics of the apparatus and characteristics of the 

measuring section. The flow calibration figures are also provided in 

the file; 

date of the raingauge starting up; 

sequence for each measurement (or discharge event): quality code of the 

flow measurement, flow measurement, date of measurement. 

The raw files for "event mean concentration" contain: 

technical characteristics of the sampling instruments; 

date of the sampler starting up; 

sequence for each sampled event: dates of starting and ending of the 
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samp I ed event, qua lit Y code of the mean samp I e, vo I ume of the mean 

sample, number of analysed pollutants, code of the analysed pollutant 

No 1, concentration of the corresponding pollutant No 1, code of the 

analysed pollutant No 2, concentration of the analysed pollutant No 2, 

etc. 

The number of analysed pollutants depends on the amount of pumped water. 

The parameters COD, BODs and TSS are the parameters that were consistently 

and systematically analysed. The complete list of the pollutants that , 
should be analysed if a sufficient amount of water was available is: 

COD, BODs , TSS, organic fraction of TSS, mineral fraction of TSS, COD 

after a two hour decantation, BODs after a two hour decantation; 

lead, mercury, nickel, chromium, copper; 

kjeldahl ni trogen, ammoniacal ni trogen, ni trates, orthophosphates, 

total phosphorus; 

non-floating hydrocarbons, phenols. 

The raw files for "spl it sample" contain: 

technical characteristics of the sampling instruments; 

date of the sampler starting up; 

sequence for each sampled event: dates of starting and ending of the 

sampled event, qual i ty code of the spl it samples, number of bott les 

analysed, number of analysed poll utants, ident if icat ion number of the 

bottle, dates of starting and ending of the bottle filling period, code 

of the analysed pollutant No 1, concentration of the pollutant No 1, 

code of the analysed pollutant No 2, concentration of the pollutant 

No 2, etc. 

The parameters COD, BODs and TSS were always analysed whenever possible. 

2.3.2.2 The Files for "Events" 

These files have been drawn from the corrected raw files with one "event" 

file created for each flow event. In the case of the Maurepas catchment, 

for example, 174 "event" files have been created. 
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Each file contains several parts: 

the first 1 ine provides general informat ion about the f low event, the 

rain event and the sampling event. No flow rates, rainfall or 

concentration values are given herej 

the second line presents the starting date of the flow event and the 

dry weather flowj 

the third I ine provides several pieces of informat ion about rainfall 

such as the starting date of the rain, the rainfall amounts during the 

event and during the previous one, the rainfall amounts during the last 

7, 14 and 28 previous days, the number of sub-events during the rain 

timej 

the values contained in this first block are flow and time data that 

can be plotted as the hydrographj 

the second block contains data to plot the hyetographj 

in the third block, the event mean concentrations are given for five 

pollutantsj 

the fourth block contains data to plot several pollutogrammes (COO, 

BOOs, and TSS constituting the important parameters). 

2.3.2.3 The Files for "Pollutogrammes" 

These files have also been drawn from the corrected raw files whenever it 

was possible to do so. Each file contains several parts. The first five 

parts are similar to those presented in the files for "events". The sixth 

part provides several sequences. Each sequence gives: the number of the 

event, the recording number, the bottle number, the dates of starting and 

ending of the filling period for each bottle, the runoff volume of the 

event, the code of the analysed pollutant No 1, the concentration of the 

analysed pollutant No 1, the code of the analysed pollutant No 2, the 

concentration of the analysed pollutant No 2, etc. 

The number of pollutogrammes (see Table 2.2) is smaller than the number of 

events because it was not always possible to construct a satisfactory 

pollutogramme. Figure 1.8 displays the pollutogramme of the third event at 

Maurepas. 

50 



2.3.2.4 The Files for "Event Mean Concentrations" 

Three types of files for "event mean concentrations" have been created for 

each of the four catchments. The structure of the three types of file is 

presented here. 

The type 1 file contains: 

event numberj 

event datej 

quality code for flow data; 

total runoff volume during the event; 

runoff durationj 

maximum flow recorded; 

dry weather flow; 

quality code for rainfall dataj 

amount of rainfall measured by the raingaugej 

amount of rainfall measured by the total rainfall recorder (bucket); 

duration of rainfall; 

maximum intensity over the time of concentration; 

maximum 5 min. duration intensity; 

dry weather duration before the event; 

amount of rainfall that has fallen during the last storm event; 

amount of rainfall that has fallen during the dry weather durat ion 

before the event considered (without causing any runoff); 

amount of rainfall that has fallen during the last 7, 14, and 28 

previous days; 

event mean concentration of various pollutants: COD, BOOs, TSS, 

percentage of organic matter contained in TSS, COD after a two hour 

decantation, BOOs after a two hour decantation, lead, mercury, zinc, 

cadmium, nickel, chromium, copper, kjeldahl ni trogen, ammoniacal 

nitrogen, nitrates, orthophosphates, total phosphorus, non-floating 

hydrocarbons, phenolsj 

a code indicates whether the analyses have been carried out using the 

global mean sample or choosing the global mean sample reconstituted 

with the split bottles. A combination of the two possibilities can also 

be used. 
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The type 2 file contains the same information given by the type 1 file but 

the event mean concentrations for the three main pollutants have been 

deduced from the pollutogrammes when possible. These concentrations are 

considered to be more accurate when they are drawn from the pollutogrammes. 

The type 3 file contains less general information than the type 1 file but 

the estimated COD, BOOs and TSS loads carried during the event are 

provided. 

52 



2.4 The Data Used in this Report 

All the files detailed in the previous sections have been computerised as a 

data base on a magnetic tape. The files are recorded in EBCDIC format with 

lines containing up to 80 characters. ASCII files were drawn from the tape 

in order to be used on IBM PC compatible computers. All the files 

previously described, except the "events" files, have been purchased by the 

Middlesex Polytechnic Centre for Urban Poll ut ion Research. They are now 

available, as ASCII files, on floppy discs. 

The event mean concentrations used in this research come from two sources: 

the COD, BOOs and TSS data for the four catchments have been drawn from 

Hemain (1983). These data are presented in Appendix 2.2. These data 

have been or iginally drawn from the type 2 files for "event mean 

concentrat ions". The data corresponding to the var lable "NUM" > 1000 

have not been used in this report because they are the concentrations 

of multiple mean samples (the mean sample analysed corresponds at least 

to two successive flow events); 

the zinc, ni trates and ammonia event mean concentrat ions have been 

drawn from the type 2 "event mean concentrations" files and are 

included in Appendix 2.2. A type 2 file is presented in AppendiX 2.3. 

As previously stated, the concentrations worked out for mul tiple mean 

samples have not been used in this report. 

Table 2.3 displays the number of usable EMCs for all the analysed pollution 

parameters. 
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Table 2.3. Number of available EMCs for each catchment and each pollution 

parameter. After le Ministere de I' Urbanisme, du Logement et 

des Transports (1985). 

Indicator Detection Catchment 
Threshold 

MAUREPAS LES ULIS AIX-ZUP AIX-NORD 
( 174 events) (97 events) (7S events) (73 events) 

(A) (B) (A) (B) (A) (B) (A) (B) 
COD 4 mgll O2 

TSS 2 mgll 
BOOs 2 mgll O2 

COD. 4 mgll O2 

BOOs· 2 mg/l O2 

Pb 0.0015 mgll 107 87 63 57 19 19 18 16 
Hg 0.0001 mgll 61 59 29 52 49 33 19 19 2 18 16 2 

Zn 0.01 mgll 107 87 52 56 19 19 18 16 
Cd 0.0002 mgll 107 87 52 49 19 19 18 16 
Ni 0.001 mgll 88 76 3 52 49 4 19 19 18 16 
Cr 0.0005 mgll 88 76 52 49 2 19 19 17 15 2 

Cu 0.001 mgll 107 87 51 48 0 0 0 0 
N kjeldahl 0.05 mgll N 98 79 47 44 47 47 33 31 
NH4+ 0.02 mgll N 98 79 47 44 48 48 37 35 
NO:3 - O. 1 mgll NO:3 98 79 47 44 48 48 36 34 
o-P04:3- 0.1 mg/l P04 79 68 47 44 47 471 34 32 
total P 0.1 mf 11 P 79 68 47 44 41 411 25 24 
N/F HCs 0.04 mgll 86 70 46 43 20 20 5 7 6 2 

phenols 0.025 mgll 28 26 24 12 1111 34 34 6 19 181 

(A) Number of analyses performed on a given pollution parameter. 

(B) Number of correct data usable for statistical purposes. 

* After a 2 hour settling period. 

Superscripted values represent the number of analysed values less than the 
detection threshold. 

N. B. when the heavy metals samples arrived in the laboratory, they were 
acidified (HNO:3' 1 mIll) and then kept in glassware. Afterwards the samples 
were filtered and the filtrate analysed by atomic absorption 
spectrophotometry. 
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2.5 Review of Work Previously Undertaken on the Data 

Some analytical work has already been undertaken on the data derived from 

the French National Programme. Hemain and Servat from the "Laboratoire 

d'Hydrologie Mathemathique" (Universite des Sciences et Techniques du 

Languedoc, Montpellier, France) are the main researchers who have published 

some work on the data collected during this programme. Hemain (1983, 1984) 

presented a thorough data investigation which has been issued in four 

reports. The main findings have been collated into a single report (le 

Ministere de l' Urbanisme, du Logement et des Transports, 1985). Some of 

these findings are detailed here. 

2.5.1 The MaIn Pollution Parameters (COD. BOOs. TSS) 

2.5.1.1 General Statistical Analysis 

COD, TSS and BOD.s parameters appear to be rather well correlated. They are 

better correlated for the Paris catchments (R=0.7 to 0.9) than at Aix-en

Provence (R=0.4 to 0.8) for both EMCs and events loads. The best 

correlations have been found between COD EMCs and BOOs EMCs (R=O.83 to 

0.97) . 

The variable which best explains the variation of the main pollutants EMCs 

is the length of dry weather duration occurring before the event although 

the correlation is still relatively poor (R ~ 0.7). For the Paris 

catchments, the use of the maximum 5 min duration rainfall intensity or the 

amount of rainfall as a second variable in a multiple correlation analysis, 

increases significantly the correlation with, respectively, TSS EMC and COD 

EMC. The work carried out on TSS EMCs from the French National Programme by 

Desbordes and Servat (1984), involving classical regression analysis, 

principal components analysis and the Kalman filtering procedure, leads to 

the same conclusions: 

"antecedent climatic conditions during a not well defined period 

preceding a given rainfall event have great influences on TSS values"; 

"the whole sol ids transform process cannot be precisely modelled by a 

linear model between TSS and hydrological or classical parameters". 
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The two authors cited above pointed out that 50% of the total variance of 

TSS is explained by two variables: the maximum 5 min duration rainfall 

intensity and the dry weather duration. 

For the event loads, the best variable which explains the variation in 

concentrations is the maximum flow rate or the maximum rainfall intensity 

divided by the concentration time. The dry weather duration is not very 

strongly correlated with the main pollution parameters loads but can be the 

second or third main variable in a multiple regression equation. Ellis et. 

a1. (1985) found that up to 99% of the variance of highway runoff TSS 

loadings could be explained by three parameters which are, in order of 

importance: the total surface discharge, the antecedent dry period length 

and the total rainfall volume. 

2.5.1.2 Statistical Analysis of the Highest EMCs 

Significant correlations have been noted, mainly for the Paris catchments, 

between the concentration of organic matter and the dry weather duration 

before the event. For example, the correlation coefficient between COD and 

dry weather duration was R=0.88 (N=15) at Maurepas and R=0.85 (N=13) at Les 

Ul is. 

At Aix-en-Provence, the only noticeable correlation appears between the TSS 

EMC and the mean maximum rainfall intensi ty dur ing the time of 

concentration. 

Nevertheless, given the few strong correlat ions that have been noted, it 

seems that the main explicative variable is missing. It could be the mass 

of pollutants built up over the catchment at the beginning of the rain. It 

could also be referred to solids deposited in the sewer pipe following an 

event and which are flushed out on the rising limb of the following storm 

event. 
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2.5.1.3 Statistical Analysis of the Highest Loads 

No strong stat ist ical 1 inks have been found for the highest mass loads, 

except between the TSS and the peak flow rate for the Aix-en-Provence 

catchments. The correlation between the TSS event loads and the peak flow 

rate is R=0.73 (N=19) for the Les Ulis catchment whereas R=0.97 (N=16) for 

the Aix-Zup catchment and R=0.96 (N=13) for the Aix-Nord catchment. The dry 

weather duration does not appear to be a principal variable in explaining 

the highest loads. 

A load analysis has shown that the loads removed during a single event can 

reach: 

3 to 7 tonnes of TSSi 

1 to 3 tonnes of CODi 

0.1 to 0.2 tonnes of BOOs. 

The corresponding rainfalls are characterised by their high depths and 

intensi ties. However the associated discharges correspond to events 

presenting a return period of up to 2 years. We can therefore conclude that 

the highest estimated mass loads over the period are not due to exceptional 

events. This conclusion confirms the generally held view that it is the 

more frequently occurring events that are of significance for receiving 

waters. 

2.5.1.4 Estimation of the Annual Polluting Loads 

The procedures and the figures presented here are drawn from Hemain (report 

No 2, 1983). 

Table 2.4 shows the annual est imated loads of poll utants discharged from 

the respective catchments. The loads are representative of the real loads 

removed during the year of measurement. However the figures are unlikely to 

characterise the loads for a typical mean year because the year 1982 was 

except ionally wet with high rainfall intensi ties being recorded in the 

Paris area. The year 1981 (when measurements were made at the Aix-en

Provence catchments) is, on the other hand, a rather dry year. 
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Table 2.4. Annual estimated loads removed from the four experimental 

French catchments. From Hemain (report No 2, 1983). 

Pollutants 

Catchment Annual Load (kg) COD SS BOD5 

MAUREPAS Total 10 000 25 000 1 500 
Per hectare 380 940 55 
Per impervious ha. 630 1 550 95 

LES ULIS Total 20 000 48 000 3 800 
Per hectare 460 1 100 85 
Per impervious ha. 1 100 2 650 210 

AIX-ZUP Total 11 000 16 000 2 000 
Per hectare 430 630 75 
Per impervious ha. 550 800 100 

AIX-NORD Total 15 000 27 000 2 500 
Per hectare 160 300 30 
Per impervious ha. 470 840 80 

The annual loads seem to be rather higher on the Les Ulis catchment. This 

fact is almost certainly due to the presence of possible foul water in the 

separate drainage system. The relatively low loads recorded at Aix-Nord is 

most probably linked with the particularly small runoff coefficient noted 

on this catchment. 

It was noticed that the first portion of the first runoff volume of the 

hydrograph carries a heavy polluting load when the flow rate is high. Hence 

the major events recorded carry most of the pollution load. The five most 

polluting events collectively carry, 29% of the total annual load of COD at 

Maurepas and 46% at Aix-Zup. The figures for TSS are 49% and 51% 

respec t i vely. The resul ts conf irm the high potent ial pollut ing role of 

urban runoff: 

in terms of concentrat ion, the average annual figures vary from one 

catchment to another between 100 to 300 mg/l for COD, 200 to 500 mg/I 

for TSS and 15 to 45 mg/I for BOOs. The figures exceed the authorised 
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1 imi ts for sewage treatment plant outlets which are, according to the 

UK Royal Commission standards, 20 mg/l for BOOs and 30 mg/l for TSS. 

in terms of total loads, the quantities of TSS and COD represent 30% to 

100% of the outlet loads of an average sewage treatment plant. For BOOs 

the percentage vary between 10% and 20%. 

2.5.1.5 The Modelling Approach 

In order to reproduce the TSS, COD and BOOs loads for the three out of the 

four catchments <Aix-Zup, Les UI is and Maurepas), a model I ing approach, 

involving the production-accumulation and surface transport mechanisms, was 

carried out by Servat <1984, 1986). 

A two-step approach taking into account accumulation and transport 

processes was first proposed and good resul ts were obtained wi th TSS. A 

linear accumulation model was chosen. It involved a constant daily 

production rate and the assumption that, over a long enough time period, 

the total mass produced will be removed. A three-variable model was set up 

to describe rainfall-runoff TSS transport and good results <general fit of 

± 5%) were observed for simulation over a long time period. The following 

deposition limited model was used: 

E 

Md 

Imax5 

VR 

K, 0:, 13 , Y 

E= K . Md~ . Imax5~ . VR~ 

= 

= 

= 

= 

= 

transported mass during any event <kg) 

available mass <kg) 

maximum intensity within a five-minute time interval <mm/h) 

runoff volume<m3 ) 

parameters peculiar to each catchment. 

The same two-step approach did not provide such sat isfactory resul ts for 

BOOs and COD. A one-step approach was then tested wi th only two control 

variables. This model was basically different, assuming that available mass 

is not a limiting factor. Results for COD and BOOs were satisfactory 

<general fit of ± 10%) but not as good as those obtained for TSS. 
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Transported loads were estimated by the following transport-limited 

equation: 

E= K' . Imax5~' . VR' .. · 

However it must be noticed that COD and BOOs computed results are always 

overestimated for the Maurepas catchment whereas, more generally speaking, 

the modelling of the observed mass loads for each of the proposed 

approaches is not very good with respect to small events. Hence, the 

modelling of pollutant accumulation and transport could be improved either 

by the introduction of other parameters such as surface type and condition, 

boundary roughness, in-pipe decay as well as wind speed, humidity, etc. or 

by a measurement procedure which is better adapted to pollutant sampling. 
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2.6 Work Done on Pollutants other than TSS, COD and BODs 

2.6.1 General Statistical Analysis 

With respect to correlations existing between the main pollution parameters 

and other parameters ci ted in Table 2.5, the general outcome is rather 

disappointing. The expected high correlations between zinc and TSS or 

between kjeldahl ni trogen (or total phosphorus) and COD (or BOD.s) are not 

always significant on each catchment. 

The links between the minor pollution parameters and the event 

characteristics are strong for all the nutrients with the exception of 

ammonia. Their concentration can be linked to the dry weather duration 

(particularly in the Paris area) and their loads can also be estimated by 

the dry weather duration and by either the runoff volume or the amount of 

rainfall or the maximum flow rate. 

No noticeable correlation has been noted as existing between heavy metals 

and event characteristics. 

2.6.2 Highest EMCs and Highest Loads during an Event 

For the major part of the minor pollution parameters presented here, the 

ratio between the maximum concentration and the mean concentration varies 

from 3 to 5 (depending on the catchment) whereas this ratio varies from 5 

to 8 for TSS and 5 to 15 for COD or BOOs. 

The nature of the events which correspond to the highest concentrations or 

loads is very unsteady and the characteristics of their cprresponding rain 

events are unl ikely to explain them. Table 2.5 shows that the highest 

concentrations and loads are quite homogeneous from one catchment to 

another. 
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Table 2.5. Highest EMCs (mgll) and highest loads (kg) observed during an 

event for the four experimental French catchments. After le 

Ministere de l'Urbanisme, du Logement et des Transports (1985). 

. Indicator 

Pb 
Hg 
Zn 
Cd 
Ni 
Cr 
Cu 
N kjeldahl 
NH4 ..... 

NO:1'-
P0

4
3'-

total P 
HCs 

(A) 
(B) 

MAUREPAS 
CA) CB) 

0.436 1. 89 
0.022 0.02 
0.959 3.91 

0.0449 0.01 
0.0648 0.181 
0.021 0.029 

0.0750 
10.5 
5.12 
14.6 
5.63 
5.23 
43.3 

0.146 
21. 9 
8.6 

68.7 
6.34 
6.94 

LES ULIS 
(A) CB) 

0.731 0.94 
0.0168 0.013 

1. 920 2.55 
0.0177 0.016 
0.0469 0.103 

0.106 0.039 
0.0610 0.111 

35.2 31. 3 
7.81 13.4 
14.1 44.3 
6.24 5.38 
9.85 13.4 
66.9 

AIX-ZUP 
(A) (B) 

0.835 0.54 
0.0111 0.075 

0.908 1. 71 
0.0054 0.014 
0.0680 0.105 
0.0312 0.011 

39.6 25.1 
6.77 8.1 
15.0 67.5 
5.98 4.96 
3.56 7.02 
16.0 

Highest EMCs observed during an event (mg/l). 
Highest loads observed dur ing an event (kg). 

AIX-NORD 
CA) (B) 

1. 125 1. 71 
0.0142 0.067 

1. 312 2.09 
0.0073 0.020 

0.059 0.157 
0.086 0.018 

32.6 22.5 
1. 56 1. 92 
15.5 14.8 
4.1 2.27 
3.4 5.43 

Table 2.6. Estimated annual loads (kg/year) and specific loads 

Indicator 

Pb . 
Hg 
Zn 
Cd 
Ni 
Cr 
Cu 
N kjeldahl 
NH4 ..... 

NO:::.-
P0

4
3--

total P 
HCs 

(A) 

(B) 

(kg/ha/year) .for the four experimental French catchments. After 

le Ministere de l'Urbanisme, du Logement et des Transports 

(1985) . 

MAUREPAS 
(A) (B) . 

11 0.41 
0.13 0.0049 

44 1. 65 
0.18 0.0067 

1. 7 0.064 
0.69 0.026 
2.0 0.075 
440 16 
120 4.5 
620 23 
150 5.6 
110 4.1 
370 14 

LES ULIS 
CA) (B) 

13 0.30 
0.10 0.0023 

37 0.86 
0.24 0.0056 

1.5 0.035 
0.54 0.013 

2.3 0.053 
710 17. 
200 4.6 
620 14 
130 3.0 
210 4.9 
910 21 

Annual loads (kg/year). 
Specific loads (kg/ha/year). 
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AIX-ZUP 
(A) (B) 

9 0.35 
0.27 0.011 

17 0.66 
0.11 0.0043 
0.90 0.035 
0.17 0.0066 

300 12 
52 .2.0 

290 11. 0 
53 2. 1 
66 2.6 

AIX-NORD 
CA) (B) 
16 O. 17 

0.23 0.0033 
21 0.23 

0.13 0.0014 
1.0 0.011 

0.26 0.0028 

300 3.3 
21 0.23 

170 1. 8 
30 0.33 
60 0.65 



2.6.3 Estimation of the Annual Polluting Loads 

Table 2.6 displays the estimated polluting loads for the four catchments. 

Missing EMCs have been worked out wi th the help of der i ved mathemat ical 

relations between the minor parameters and the event main characteristics. 

The percentage of runoff vol ume for which concentrat ion measurements are 

available is generally higher than 60%. 
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2.7 Conclusion 

The quantity and quality of the data collected during the French National 

Programme allow a modelling approach and a general statistical analysis to 

be performed. The first conclusions of the programme appear to be similar 

to those that can be generally found in the literature. 

The statistical analysis performed on the main parameters shows: 

for the two catchments situated in the same area, the variables 

involved in the correlation equations are identicalj 

the dry weather duration seems to be a more important variable for the 

Paris area catchmentsj 

for the Paris area, it appears that collective housing (Les Ulis) 

generates 

housing 

two to three times more runoff pollution than individual 

(Maurepas), given the same surface, runoff coefficient and 

amount of rainfall; 

the annual loads are probably not inf I uenced In a signif icant way by 

the hydrological regime (for the same amount of rainfall)j 

the maximum mean concentrat ions seem to be of the order of: 1000 to 

4000 mg/l for TSS, 600 to 1300 mg/l for COD, 100 to 400 mg/l for BOOs. 

The housing type does not seem to influence the annual heavy metal loads 

since these are probably linked to the road traffic denSity. 

The findings from this initial programme are intended to form the basis of 

future similar programmes. However, this initial work on the data collected 

can be regarded as providing an excellent basis for a distributional 

analysis, which is the subject of the remainder of this report. 
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CHAPTER 3: THE BASIC PROGRAM AND THE FITTING PROCEDURES 

3.1 The BASIC Program 

In order to test the goodness of fi t of distributions to data sets, a 

program of about 36 000 bytes has been written in BASIC and run on an IBM 

PC compatible microcomputer (VICTOR VPCII, 640 Kbytes). 

This program allows the user to enter data and to store them on files. The 

operator can then choose the statistical distribution he wants to fit from 

one of six distributions: 

lognormal with 2 or 3 parameters; 

general extreme value wi th 2 parameters (Gumbel distribution) or 3 

parameters (Frechet distribution); 

Pearson type 3 with 2 parameters (gamma distribution) or 3 parameters. 

Two statistical tests (Kolmogorov-Smirnov and Chi-Squared) are performed 

for the chosen distribution and for each of the two fitting procedures 

(method of moments and method of maximum likelihood). ASCII files 

containing the informat ion to visual ise the goodness of fit between the 

data and the calculated values are created. These files are transfered to 

the sUbdirectory LOTUS 1-2-3 and can be graphically displayed. Moreover, 

printed outputs giving general information about the fitting procedure 

(parameters, quanti tiles) and the statistical tests can be provided. 

3.1.1 The Program Inputs 

The first choice offered when running the program is either to create a new 

file or to work with a file previously created: 

-TO CREATE A NEW FILE --------------------------) 1 
-TO WORK WITH AN EXISTING FILE -----------------) / 

YOUR CHOICE IS No :? 

If choice No 1 is chosen then three sets of data can be entered at the same 

time until the first of the three values entered is "9999" showing that the 
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end of the data set has been reached. In the following example, the values 

4, 45 and 56 belong to the same COD set, and the three data sets belong to 

the same file whose name is "OLD": 

-TO CREATE A NEW FILE --------------------------) 1 
-TO WORK WITH AN EXISTING FILE -----------------) 2 

YOUR CHOICE IS No ? 1 

ENTER FILENAME:? OLD 
ENTER NAME OF CATCHMENT OR SITE :? AIX-NORD 
VALUES =? 4,50,45 
VALUES =? 45,356,15 
VALUES =? 56,84,31 
!\./(:l!....LJF:~::, ::;;:,,:,-", 

If "OLD" was a file already existing (choice No 2) then. the following menu 

would have been immediately displayed. This menu would also have been 

displayed after the file "OLD" corresponding to choice No 1 was complete: 

PARAMETERS AVAILABLE : 

-COD (~q!ll----------------------) 1 
""·S" ::).. (mg./ 1. ) ... -............... -.-.--.. - ............ -.-.. -........... ---.. -.-.) :: 

-BOD 5 (mq./ll--------------------) 3 

CHOOSE PARAMETER DESIRED ~? 

Whatever parameter is chosen, the following menu is displayed: 

DISTRIBUTIONS AVAILABLE : 

* LOGNORMAL WITH 2 PARAMETERS 
* LOGNORMAL WITH 3 PARAMETERS 

----------------------------~ 1 
."~, ----------------------------/ ~ 

(1::::IV1:!. ) 
___________________________________________ ) 3 

* FRECHET (EV2) ------------------------------------------? 4 
* PEARSON TYPE 3 WITH / PARAMETERS (GAMMA) ---------------} 5 
* PEARSON TYPE 3 WITH 3 PARAMETERS -----------------------) 6 

Then the program runs for about 15 minutes. The calculation time depends on 

the chosen distribution and the size of the data set. Both GEV 
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distributions (Gumbel and Frechet) have a shorter calculation time. At the 

end of a calculation period several types of results are available. 

3.1. 2 The Program Outputs 

Two kinds of output are obtained from the program: printouts and ASCII 

files. 

3.1.2.1 Printouts 

The first output to be printed is the complete list of the ranked EMC data 

for a given poll ut ion indicator. The corresponding cumulat i ve probabi 1 ity 

of each EMC is also displayed. Some statistical parameters of the sample 

(mean, standard deviation, skewness) are also presented (wi thout any bias 

correction) on the same printout. An example of such a printout, 

characterising the data sample, is given in Table 3.1. The size of sample 

is smaller than the number of events because chemical analyses have not 

been performed for all the flow events recorded. 

Table 3.1. Example of printout from the BASIC program. 

EVENT MEAN CONCENTRATION OF COD (mg/l) CATCHMENT: AIX-NORD 
SIZE OF SAMPLE= 50 NUMBER OF EVENTS= 72 

-----------------------------------------------.-----------------------
... 48 o. 012 62 O. 032 63 
;; 71 o. 092 77 o. 1 12 86 

*' 92 0. 171 106 o. 191 108 
~. 120 (1. 251 121 O. 271 127 
;; 155 0.331 156 0.351 157 
... 178 o. 410 185 o. 430 188 

"" 199 i) .. 490 .204 o. 51.0 208 

""' 21 7 o. 570 220 o. 590 240 
... 349 (I .. 649 :::::59 o. 669 361 
... 396 o. 729 416 o . 749 428 

""' 512 o. 809 547 0 .. 829 566 
... 60B 0 Bfl8 630 o. 908 668 
. jIt- 1090 O~ 968 1260 o. 988 

... ... STATISTICAL PARAMETERS OF THE SAMPLE 

... 

... 

... 
... 

MEAN= 302.64 
STANDARD DEVIATION= 261.761 
SKEWNESS= 1.726541 
COEFFICIENT OF VARIATION= .8649253 
SMALLEST VALUE= 48 
LARGEST VALUE= 1260 
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O. 052 65 
0. 131 86 
O. 21 1 120 
o. 291 130 
O. 371 173 
o. 450 194 
o. 530 21 1 
o. 610 274 
o. 689 371 
o. 769 487 
o. 849 583 
o. 92fl 860 

o. 072 
o. 151 
o. 231 
o. 31 1 
0.390 
o. 470 
O. 550 
O. 629 
O. 709 
O. 789 
0.869 
o. 948 

;; 

... 

... 

... 
""' ... 
;; 

""' 
""' ... 
... 
-I(-

... 

... 

... 

... 

... 
* ;; 

""' ... 



The second type of printout <Table 3.2) shows general information about the 

d1str i but ion <parameters of the distribut ion, quant iles) and the goodness 

of f1 t <statistical tests, percentage of points wi thin the 90% confidence 

fitting procedures 

maximum likelihood): 

limits) for both <method of moments and method of 

Table 3.2. Example of the second type of printout from the BASIC program. 

DISTF:I8UTfOrJ : GlJMBEL (EV 1 ) 

Event Mean Concentration of COD (mgll) Catchment: AIX-NORO 

.. F'AF-'.-4t;E fERS CALCULATED RY 

THE t'I;::::THOD OF Not1ENTS THE METHOD 01=" MAX. LH~. 

U= 195.76':: U= 183.682 
ALPHA= .206.1663 ALPHA= 160.2414 

CHI'::::: TEST 

CHI~ CALCULATED (MOMENTS) = 18 
CHI::? CALCUL';TED (MA~. LII-:.)= 16.4 
CH I::: 9(1"1. .; 7 degr'ees of freed.:· = 11.99354 

LOU'lOGOPOV-Sl'"lIF:NOV 'TEST 

The P: signIficance level (i.e. satisfactor-y flt)= 0.231 
The 5% significance level (i.e. good fit)= 0.192 
The l')i: signlfic2.nce level .:i.e. very good fit)= 0.173 

THE i .. s. TEST 3TATISTIC (MOl'lENTS)= ':'.168 
THE f':.S. lEST ST';TISTIC (MAX. LIf<.)= (1.177 

PF:OPl]F,TrON OF POINTS WITI-1IN 
THE 9')1. CONFIDEHCE INTEF:\/':;L {METHOD OF MOMENTS) 

FJ;OPOf.:TIO"'l WITH :,\) VALUES: 74 /. 

THF:DPET teAL F'ERCEt~ rILES 

METHOD OF t'lOMEr-lfS: 

FEF<;CENrtLES \mg/l) 901. CONFIDENCE INTERVAL 

Cone. (,). ')1 )=-1 :.1.: 
Cone. (0. ')5) = -42.5 
Cone.((l.h)= 11.7 
Cone. «1.3(1)= 145.4 
Cone. (0.51)= 259.2 
Cone. (0.70) = 396.2 
Cone. (').90)= 647.6 
Cone. (0.95)= 796.0 
Cone. (0.99) =1132.1 

LOWEF: VALUE 

-220.1 
-115.0 
-52.1 
93.5 

202.8 
319.9 
519.2 
63:::.8 
89(1.7 

t'lETHOD OF NAXI. LIKELIHOOD: 

Cone. (0. 1)1)= -49.0 
Cone. (0.05)= 19.Q 
Cone. 1').10)= 6'2.1 
Cone. (0.3')= 166.0 
Cone..:. ~O.50)= 254.5 
Cone. (1).70)= 361.0 
Cone. (1,.1.9(1) = 556.4 
Cone. (0.95)= 671.7 
Cone. (t).99)= 932.9 
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UPPER VALUE 

-42.2 
29.9 
75.6 

197.3 
315.7 
472.6 
776.1 
958.3 

1373.5 



3.1.2.2 The ASCII Files 

Two ASCII files are created and stored for each calculation period and 

hence for each distribution. The first file contains information about the 

graphical goodness of f it with the fit t ing procedure being the method of 

moments. The second file contains the same kind of information but the 

fitting procedure is the method of maximum likelihood. For each file the 

information is stored according to the following structure: 

the first column contains the values of the reduced variates 

corresponding to the ranked EMCsj 

the second column contains the values of the corresponding ranked EMCsj 

the third column contains the corresponding values of the lower 

confidence limitsj 

the fourth column contains the values of the calculated EMCs 

corresponding to the plotting positionsj 

the fifth column contains the values of the higher confidence limits. 

The files corresponding to the method of moments have the name of the 

distribution finishing with "1" (LOG2P1.PRN, LOG3P1.PRN, GUMBEL1.PRN, 

PEARSON1.PRN, GAMMA1.PRN, FRECHET1.PRN) whereas the files corresponding to 

the method of maximum 1 ikel ihood have a name finishing wi th "2" 

(LOG2P2.PRN, LOG3P2.PRN, ... ). 

Those files, at the end of a calculation period, can be transfered through 

MS-DOS to the subdirectory LOTUS 1-2-3 and can be displayed as graphs. 

Examples of such graphs are given in Section 4.4. 
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3.1.3 The Program Organisation 

The general organisation of the program can be visualised by the following 

flow chart <Figure 3.1): 

( Start) 
-~ 

/ Menus: / Choice of the data sample 
and the distribution 

-l-
Calculation of the statistical 
parameters of the sample 

J. 
/ PrIntout of the values of the / sample and the statistical 

parameters 
_.1-

Subroutine to calculate Fitting of the chosen distribution: 
the percentiles of f-4 • calculation of the parameters 
the normal distribution by the method of moments 

• calculation of the parameters 
Subroutine to perform ~ by the method of maximum 
the Chi-Squared test 1 ikel ihood 

For both methods: 
Subroutine to calculate • Chi-Squared test 
the confidence limits ~ • calculation of the quantiles 
by both methods • calculation of the confidence 

limits at the 90% level and 
the proportion of plotting 
positions within them 

• calculation of the plotting 
Subroutine to perform positions, the reduced 
the Kolmogorov-Smirnov ~ variates and the confidence 
test intervals for each of the 

sample values 
• Kolmogorov-Smirnov test 

Various subroutines peculiar • Creation of ASCII file 
to each distribution ~ containing information to 
(calculation of the parameters) visualise the goodness of fit 

'" / PrIntout of general Infor- ,j 
mat ion about the goodness of 
fit of the chosen distribution 

-*--
( End 

Figure 3.1. Flow chart of the BASIC program. 
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3.2 The Fitting Procedure 

3.2.1 Notion of Statistical Distribution and Reduced Variate 

The EMCs from a given catchment and for a given pollutant are considered to 

be drawn randomly from the same population over a period of time varying 

from 12 to 16 months. A random variable is characterised by its probability 

distribution. Two ways of describing a probability distribution are 

currently used: 

the distri but ion funct ion F (x) (or cumulat i ve densi ty funct ion) which 

is the probability that the variate value of a unit drawn randomly from 

the population is less or equal to x: 

F(x) = prob(X ~ x) 

f(x) is the derivative of F(x) and is called the probability density 

function <pdf) which is the probability of obtaining x at random from 

the population: 

f(x) = dF(x)/dx 

the linear relation between the variate x and another variate y: 

x = a + by 

where a and b are the location and scale parameters of the x 

distribution. The variable y, which is called the standardised or 

reduced variate with respect to x, has location and scale parameters 

equal to 0 and 1 respectively. If G<y) is the cumulative density 

function of y, then we can write: 

F(x) = G(y) 

Figure 3.2 shows the difference between the plots of F(x) and x versus y. 

The advantage of this last plot is that the goodness of fit between the 

straight line (theoretical distribution) and the individual points 

(plotting positions) is more easily visualised (see Section 3.2.2). 
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(a) (b) 

Figure 3.2. An EVl variate x shown as a function of (a) its own df which 

itself may be considered as a variate distributed between 0 and 

1 and (b) an EVl reduced variate y. After Flood Studies Report 

(NERe, 1975). 

3.2.2 The Graphical Comparison between the Plotting Positions and the 

Theoretical Distribution Fitted 

Since x is a random variable, y(x) or F (x) should ideally be chosen such 

that the values of x lie on the population line. For each ranked value Xi 

(Xl ~ X2 ~ ••• Xi ~ ••• X.,) a cumulat i ve probabi 1 i ty F i is calculated by a 

general formula: 

F 1 = (i - (X) / (N + 1 - 2(X) 

where i = rank 

N = size of sample 

(X = coefficient depending upon the type of distribution. 

The plotting of Xi versus Fi or Xi versus Yi gives the plotting positions 

of the sample. For example the plotting posi tions are represented by the 
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individual points on Figure 3.2. Because Xi is random, its probability of 

falling on the population xly line is almost negligible but y can be 

specified so that the mean of Xi' E(xi ), when plotted, lies on the 

population line <Figure 3.3). 

Such a plott ing posi t ion is unbiassed because, on average, the plot ted Xi 

indicates the population line. 

x 

Eu<;) 

~:y(\)and Fj 

are auch that. £(-(ill 
plots on populaticro 
lIne. 

I 
1\ 

-- ---\/ 

I 
1 

Iy. 
~-2~~~--~O-T~1--~2--~3--y 

~-r-~o~:"'~oR~M-r~.lpI;'..-IlUC~ED~o ~V'~RIA_T_E -F(y) 

103)5070 !to gg 
PA06ABILlTY PERCENT 

Figure 3.3. Illustration of plotting position criterion, after Cunnane 

(1978). 

Typical values of IX are proposed in the literature to obtain unbiassed 

plot t ing posi t ions. Table 3.3 summar ises the typical formulae that have 

been used in this study . 

Table 3.3. Plotting positions for samples drawn from specific statistical 

distributions. After Cunnane (1978). 

Distribution 

Lognormal (2 or 
3 parameters) 
GEV (2 or 3 
parameters) 
Pearson Type 3 
or gamma 

Proponent of 
plot ting 
posi t ions 
formula 

Blom (1958) 

Gringorten (1963) 

Value of 
IX 

3/8 

0.44 

2/5 
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Plotting 
probability 
Fi 

(i 3/8) 1 (N + 114) 

(i - 0.44) 1 (N + O. 12) 

(i 2/5) 1 (N + 1/5) 



Once the plotting positions and the theoretical distribution are plotted on 

the same graph (see Fig. 3.2), one can judge the goodness of fit between 

them by several means: 

by computing the correlation coefficient between x and Yi 

by computing the ideal least squares fitting straight line and 

comparing it with the actual theoretical distribution line; 

by eye. 

In this study, given that two statistical tests have been used to evaluate 

the goodness of fit, a comparison by eye has been adopted. 

3.2.3 The Statistical Tests 

The X2 and Kolmogorov-Smirnov goodness of fit indices express the agreement 

between an observed sample of data and some theoretically specified 

population. The index is a sample statistic having a distribution. If the 

observed index value lies in the tai 1 of its sampling distribution, doubt 

is thrown on the original hypothesis that the sample comes from the 

theoretically spec if ied distri but ion. These two stat ist ical tests are the 

most commonly used tools to estimate the goodness of fit of statistical 

distributions. 

Although these tests are not often used as tools to select the best 

distribution among a set of distributions, it is admi tted that the lower 

the index, the closer the sample is .to the theoretical distribution under 

test. Hence, the lowest index corresponds to the best fitted distribution. 

3.2.3.1 The Kolmogorov-Smirnov Test 

This test is based on the difference between the empirical distribution 

<plot t ing posi t ions) SN(X) and the distr ibut ion funct ion under test F (x). 

Figure 3.4 shows those distributions plotted for a specific example. 
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Figure 3.4 Empirical distribution funct ion SN(Q) , and fitted EVl 

distribution function F(Q). After NERe (1975). 

The empirical distribution function SN(X) is defined by: 

N 

At each observed Xi value, the difference between F(x i ) and SN(.Yj ) has two 

values as SN(X) changes at each such value of x. Denote these two values 

which are illustrated in Figure 3.5 by 0+ and 0-. 

0'" = rank (Xi) - F (Xi) 

N 

0- = F(x.t ) - rank (Xi ,) 

N 
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'----'---'---'-_ ......... _ ... Q 

Figure 3.5 Illustration of the two distinct differences, ~+ and ~- between 

F(Q) and SN<Q) at each data point as used in Kolmogorov-Smirnov 

test. After NERC (1975). 

The maximum value of all the d j values Is the Kolmogorov-Smirnov goodness 

of fit index, DN: 

For 20 < N < 35: 

if DN ~ 1.483 (N-0.479:3) 

if DN ~ 1.1097 (N-0.4445) 

if DN ~ 0.9196 (/rO. 4 '175) 

the distribution under test is rejected 

at the 10% level of confidence; 

the distribution under test is rejected 

at the 5% level of confidence; 

the distribution under test is rejected 

at the 1% level of confidence. 

76 



For N) 35: 

if DN ~ 1.07/}J1/::2 

if DN ~ 1. 22/}J1 /2 

if DN ~ 1. 63/}J1 /2 

the distribution under test is rejected at the 

20% level of confidence; 

the distribution under test is rejected at the 

10% level of confidence; 

the distribution under test is rejected at the 

5% level of confidence; 

the distribution under test is rejected at the 

1% level of confidence. 

If the observed value of DN does not exceed the critical value at the 10% 

level of confidence, then the fi t is considered to be very satisfactory. 

This test involves only one value (measuring the maximum "distance" between 

the empirical distribution and the theoretical distribution) to evaluate 

the goodness of fit. 

3.2.3.2 The X2 Test 

This test compares the size EJ of each class of the theoretical pdf(x) = 
f (x) wi th the size 0.; of each c lass of the sample histogram according to 

the following formula: 

j=l E.; 

where K= total number of classes 

In this study OJ = 5 for the first (K-1) classes and 5( OJ (10 for the last 

class. 

The above quanti ty is distributed as X2 wi th (K-1-number of parameters 

estimated) degrees of freedom. 
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The quanti ty (E.; - OJ) is an obvious parameter to be used as an index 

because large values of this quantity indicate poor agreement between 

sample and distribution. 

When the distribution being tested has been fitted to the sample, the 

degrees of freedom are reduced by the number of parameters estimated. 

If we set the hYF,othesis Ho: the distribution fits the data at the 0:% level 

of confidence them we compare the computed value of X2 with the values in 

X2 tables given for acceptance levels and number of classes. If Xl 

(computed) > X2 (K - 1 - number of parameters est imated) then we reject Ho 

at the 0:% level of confidence. 

In contrast to the Kolmogorov-Smirnov test, the X2 test takes into account 

the distribution as a whole to evaluate the index. 

Figure 3.6 gives a graphical interpretation of the Xl test. 

8 

block 5 

jth block 

OJ = height of shaded rectangle 

Figure 3.6 A sample histogram wi th a theoret ical pdf superimposed on it 

and illustrating the notation Ej and OJ' After NERe (1975). 
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3.2.4 The Confidence Limits of Quantiles 

Given a random variable x, the probability for x to be lower than the 

numerical value of ~~ is: 

The numerical value of x corresponding to a non-exceedance probabi 1 i ty p, 

is called a quanti le xp. 

The estimation of a quantile xp is done by calculating the parameters of a 

given distribution. For the method of moments those parameters are 

estimated with the use of the sample basic statistics (mean, standard 

deviation, skewness) whereas for the maximum likelihood estimation, other 

statistics are required. Therefore the estimation of xp varies with the 

sample. Hence xp can be considered as a random variable whose value depends 

upon the sample drawn from a population. 

To compute the confidence interval of a quantile one must know the sampling 

distribution of the variable xp. The simulation work undertaken by Ki te 

(1975) has shown that the sampling distributions of the variable xp is very 

close to that of the normal distribution. Hence the bounds of the 

confidence interval are calculated with the following general formula: 

xp ± U (J 
(l-cx/2 ) xp 

where U = standard normal variable at the (l-cx/2) 
(l-cx/2 ) 

level of confidence 

(J = est ima te of the standard error of the xp 
quant i le xp' 

Figure 3.7 illustrates the distribution of a standard normal variable. 
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Figure 3.7 Distribution of a standard normal variable. 

When plot t ing the upper and lower conf idence 1 imi ts of the theoret ical 

quantl1es, 

quant i les. 

corresponds 

instead of 

some measure of prec ision can be placed on the est imated 

An example of this concept is gi ven in Figure 3.8. Line AB 

to some arbitrary cumulative probability distribution and 

the return per iod x axis the author could have employed a 

cumulative probability scale. 

A 

10 20 
_tu,,, Period. Yea" 

,/ 
/ 

I 
I 

I 

100 

/ 

d 

/ 

"".I' 
/ 

\ , 
I 

I 

B 

Figure 3.8 Confidence limits for design events. After Kite (1975). 
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The plotting posi tions could also have been displayed on Figure 3.8. The 

percentage of plotting positions situated within the confidence limits is 

an indicator of goodness of fit. The higher the percentage the better the 

fi t is. 

3.2.5 The Fitting Methods 

When a random sample of data is available from a population whose 

distribution is unknown, then the primary objective is to work out the 

parameters of each distribution (characterised by its own equation) using a 

method of fitting. The two main methods of fitting that are in current use 

are the method of moments and maximum likelihood. 

3.2.5.1 The Method of Moments 

The principle of the method of moments is that if all the moments of a 

distribution (mean, variance, skewness, etc.) are known, then the 

distribution is known. In the distributions used in this work, the number 

of moments needed to calculate the parameters equals the number of 

parameters of the distribution. In a two parameter distribution, the first 

two moments (mean and variance) are sufficient to specify the distribution. 

The location parameter is dependent on the first moment whereas the scale 

parameter is dependent on the standard deviation. The third parameter, 

known as the shape parameter, depends on the skewness. Of course, the 

assumption has been made that the distribution of variate values in the 

sample is a good estimate of the population distribution and unbiassed 

estimates of the population characteristics are to be used. The three first 

unbiassed moments used are presented here: 

N 

mean P,1 = 1 2: X,i 

N 1=1 

N 

variance: P,2 = __ 1 __ 2: (Xi - P,1)2 

N-l j=1 

81 



N 

skewness: g = wi th N L (x - P. ):3 .i 1 

3.2.5.2 The Method of Maximum Likelihood 

If we call 11 A" the set of parameters of the distr i but ion to be est imated 

and x the sample values Xi. then PR(xIA) is the probability of drawing the 

observed random sample x from a populat ion wi th parameters A. In the 

expression PR(xIA) the variable is A. Define a new expression L(xIA) where 

x is the variable: 

L (xl A) = 

f(xlA) is the pdf and L(xlA) is called the likelihood of A given the 

observed sample x. The maximum 1 ikel ihood pr inc iple is based on the 

attempt to find the set of parameters A which maximises the likelihood 

function L(xl A). In other words, the maximum likelihood estimates of the 

parameters make the given sample most likely or probable. 

This method of fitting is generally preferred to the method of moments by 

most modern statisticians because it is generally more efficient although 

it is more difficul t to compute . Convergence problems may appear during 

the computation. 

3.2.6 The Mixture of Distributions 

Some statistical distributions to be fitted to observed data can be 

expressed as superposi tions of two or more single distributions. Such 

superpositions are termed mixture of distributions. 

If f (x, p, a, ~) is the mixture of C distributions of the same kind gi (x, 

ai' ~i) then we can write the equality 
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c 

f (x, p, (J, fJ.,) = 2: Pig i (X, (J i' fJ. i) 

where Pi is the mixing proportion of each distribution: 

c 

j=1 

The example given in Figure 3.9 illustrates the mixture of 2 normal 

distributions. 

Figure 3.9 Mixture of two univariate normal densities. After Everitt and 

Hand (1981). 

The case of mixed distributions is presented here, although it has not been 

considered in this report. Such mixture of population inputs could be 

expected to occur in an EMC data sample. 

It is known that under particular hydraulic conditions suspended solids up 

to a given diameter and density are likely to be removed within the pipe 

whereas other larger diameters would not be affected. Over a sufficiently 
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long period of time one can end up wi th a set of TSS EMCs (or other 

pollutants linked to them such as COD, BODs "') presenting the 

characteristics of two or more mixed populations. Deciding on the number 

of mixed distributions is not a simple problem to deal with and little work 

has been done on this subject. The study of the sample histograms is an 

obvious approach. However unimodal i ty of a distribut ion does not imply a 

single distribution just as multimodality does not imply a mixture. 

Nevertheless histograms have been constructed for each pollutant and each 

catchment. They are displayed in Chapter 4. 
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3.3 The Statistical Distributions Used 

The six distributions presented in this section have a common posi tive 

skewness. Most of the following presentat ion has been drawn from the 

Flood Studies Report (NERC, 1975) and from the Laboratoire d' Hydrologie 

Mathema t ique (Montpell ier, France) internal publ icat ions of J. M. Masson, 

(1982, 1983, 1985). Only general information about the distributions is 

presented in this section. Further developments about fi tting procedures 

for both the method of moments and maximum I ikel ihood as well as detai Is 

concerning the calculation of quantiles and confidence intervals are 

included in the appendices. 

3.3.1 The Lognormal Distribution 

3.3.1.1 Theoretical Basis 

The lognormal distribution has been mostly used when dealing with EMC data 

because, being related to the normal distribut ion, it is fairly easy to 

apply and to compute. However there could be a theoret ical basis to its 

successful appl icat ion. For example, Chow (1954) stated that the annual 

maximum flood would be lognormally distributed if it is assumed that it is 

the product of a large number of random effects. As a matter of fact the 

central limit theorem states that the sum of lognormally distributed random 

variables is normally distributed. However, as stated in the Flood Studies 

Report (NERC, 1975), to be val id as a deductive theory, this property would 

have to be identifiable. Failing this, the distribution can only be 

supported by empirical data. However storm runoff quality can be 

considered as the product of random processes. The lognormal distribution 

is therefore probably the most suitable theoretically based distribution 

meant to fit EMC data. 
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3.3.1.2 Definition and Characteristics 

The variable x follows a lognormal distribution when the variable z=ln(x

xo) follows a normal distribution with Xo being the third parameter of a 

three parameter distribution. 

The probability density function of x is: 

f{x) = _1_ 

I2Ti; 

_1_ 

~ 

1 . e 

(x - xo) 

0: is the scale parameter (0: = ~:",) 

~ is the shape parameter (~ = az ) 

Xo is the location parameter (xc. = 0 for a two parameter lognormal 

distribution). 

The cumulative probability density function is defined as: 

F(x) = J f(x) . dx 

The plotting position formula used is the Blom formula: 

F j = (i -3/8)/(N+ 114) 

Appendix 3.1 provides details about the fitting procedures and the 

confidence interval for the two and three parameter lognormal 

distributions. 
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3.3.2 The General Extreme Value Distribution 

3.3.2.1 Theoretical Basis 

The statistical theory of the extreme value was developed in the 1920's by 

Fisher et. a1. (1928) and was promulgated by Gumbel <1935, 1937) during 

the 1930's. Gumbel tested the theory by fitting the type 1 distribution (2 

parameters) to long flow records and stated that the extreme value theory 

was supported by sufficient evidence. 

As described in the NERC Flood Studies Report (1975), "Extreme values 

theory implies that if the random variable Z is the maximum in a sample of 

size N from some population of x value, then provided N is sufficiently 

large, the distribution of Z is one of three limit ing types, the choice 

depending on the distribution of x ". But so far, the theoretical basis 

has been doubted, since firstly, dai ly flows cannot be considered to be 

stat ist ically independent and, secondly, mean and variance of the dai ly 

flow have been shown to vary wi th season (Quimpo, 1967). Besides, the 

theory is not helpful when choosing types of extreme value distribution. 

With respect to the EMCs values, although they are assumed to be 

independent, they are unlikely to fit the extreme value theory. 

Nevertheless two types are tested in this work (type 1 and type 2) assuming 

that the theoretical basis is not convincing or restricting enough. 

3.3.2.2 Definition and Characteristics 

Each of the three types of extreme value (EV) distribution is characterised 

by the value of the parameter k. If k is negative it corresponds to type 2 

(known as EV2 or Frechet distribution), k positive corresponds to type 3 

(EV3) and k equal to zero corresponds to type 1 (EV1 or Gumbel 

distribution). Type 2 and type 3 are three parameter distributions whereas 

type 1 needs two parameters to be def ined. A property to be not iced is 

that if x follows the Frechet distribution then In (x) follows the Gumbel 

distribution. 
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The general formulation of a three parameter EV probability density 

function is: 

f(x) = 1. (1- kC'l('-U)/CX)'I/k-l e 

cx 

The cumulative density function is: 

F(x) = exp(-[l-k(x - U)/CX]I/k) 

wi th: 

CX = scale parameter 

u = location parameter 

k = shape parameter. 

-[ 1-k(x-u)/cx] l/k 

Figure 3.10 shows, as an example, how the different values of k are related 

to each other. 

Figure 3.10 

x 
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The three types of extreme value variate shown as functions 

of the type 1 reduced varlate by the relation x=u+cx(1-exp(

kYl»/k. After Natural Environment Research council (1975). 
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Figure 3.11 shows an interesting property of the EV distribution. An 

empirical way of determining which type of distribution could be applied to 

a sample is to work out its skewness. Then, using the relationship between 

g and k, one can decide which type to use. 

Figure 3.11 

9 EV2 EV3 
6.~----~~------~4---------------~~ 

3 

Skewness g of extreme value variates as a function of the 

shape parameter k. After Natural Environment Counci 1 

(1975) . 

Since all the samples of EMCs present a skewness higher than 1.14, the 

Frechet distribution has been tested upon them as well as the Gumbel 

distribution. 

Appendix 3.2 gives further details about fitting procedures. 

3.3.3 The Pearson Type 3 Distribution 

3.3.3.1 Theoretical Basis 

Pearson sought a family of distributions that could satisfactorily 

represent observed data. The Pearson Type 3 distribution is a particular 
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case drawn from this family built on the limiting case of the 

hypergeometrical distribution. The curves representing those functions are 

usually unimodal and have a smooth contact wi th the ..raxis when reaching 

the limit f(x)=O, for a given value of x. In the case of the Pearson type 

3 distribution, the curve is J shaped when the parameter y (see section 

below) is less than or equal to O. 

3.3.3.2 Definition and Characteristics 

The Pearson Type 3 distribution has three parameters denoted by ~, ~ and 

y. When y=l a special case gives the exponential distribution whereas xo=O 

gives the gamma distribution. The cases of xo=O and Xc:.;t0 have been 

considered in this report. 

The general formulation of the probability density function is: 

f(x)= _1_ 

~""r<y) 

. e 

where r<y) is the complete gamma function. 

x 

the cumulative probability function is: F(x)=J f(x).dx 

xo 

~ is the scale parameter, y is the shape parameter and Xc. is the location 

parameter. 

The plotting positions can be obtained by the compromising formula: 

F i = i - 2/5 

N + 1/5 
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The reduced variate y is related to x such that F(x) = G<y) y=<x-xc,)/~ 

and g(y) = yY-l, e-Y 

r(y) 

Details about the fitting procedures and confidence interval calculations 

are provided in Appendix 3.3 for both Pearson Type 3 and gamma 

distributions. 
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CHAPTER 4: INTERPRETATION OF THE RESULTS 

The outcome of the computational analysis provides several types of 

information for six selected pollution parameters: 

general information about the shape of the EMC distribution. These 

results are drawn from basic statistics such as histogram plots, 

coefficients of variation and skewnessesj 

the comparison of significance testing such as the Kolmogorov-Smirnov 

and X2 indices yfor all the distributions and for six pollution 

parameters enables an identification of the most appropriate 

distribution sets and fits. 

4.1 The Shape of the EMC Distributions 

4.1.1 The Frequency Plots 

The histograms for the EMCs in respect of COD, BODs , TSS, Zinc, N-NH4~ and 

N03 - are presented in Figure 4.1 to 4.4. The x axis gives the centres of 

classes <in mg/l) whilst the y axis represents the number of events per 

class. 

As expected all the histograms show that the pollutant distributions are 

clearly positively skewed. Some of the distributions such as the TSS at 

Maurepas or the COD and BODs for Aix-Nord possess a secondary peak 

suggesting that two separate distributions could be mixed. 

In the case of the Les Ulis catchment, it seems that the suspected presence 

of foul water in the separate drainage system is confirmed by the plot of 

the histograms for COD and N-NH4+. Secondary peaks are apparent for both 

COD and N-NH4-", being particularly well pronounced in the latter case and 

together wi th the persistent occurrence of high ammonia levels, reflects 

foul wastewater contamination. It should be borne in mind however that the 

N-NH4+ data set for Les Ulis is relatively small consisting only of a total 

of 47 values. 
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The distribution of TSS could also be affected by hydraul ic resuspension 

effects on in-pipe deposits. Beyond a given velocity of water and critical 

boundary stress in the pipe, a different population of in-pipe particles 

could be flushed through, affecting the TSS concentration in the discharge 

waters. The distributions of other parameters <BOD.sl COD> which are linked 

to TSS might also be affected. 

4.1.2 The Skewness and Coefficient of Variation 

Both skewness and coefficient of variation have been computed using 

formulas that do not take account of any removal of bias. Little further 

informat ion would be achieved by bias correct ion. These stat ist ics are 

presented in Table 4-.1 and Table 4.2 whereas the tables displaying the 

ranked EMCs and their stat ist ics are gi ven in Appendix 4.1. The ranges of 

the coefficients of variation (CV) are: 

* 0.9 to 1.4 for TSS 

• 0.8 to 1.3 for COD 

• 1 to 1.5 for BOD.s 

• 0.5 to 0.9 for Zn 

• 0.4 to 0.8 for NO;3'-

• 0.7 to 1.1 for N-NH4 .... 

Table 4. 1 Coefficients of variation calculated for the event mean 
concentration of the pollution parameters. 

Parameters 
TSS COD BODs Zn N03 - N-NH4 + 

Catchment 

Maurepas 1.008 0.806 1.040 0.587 0.485 0.9 

Les Ulis 0.921 1. 276 1.467 0.833 0.435 0.783 

Aix-Zup 1.052 0.896 1.391 0.859 0.65 1. 108 

Aix-Nord 1.428 0.865 1. 183 0.522 0.765 0.78 
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Table 4.2 Skewness calculated for the event mean concentrations of the 
pollution parameters. 

Parameters 
TSS COD BOOs Zn N03 - N-NH4 + 

Catchment 

Maurepas 2.313 3.067 4.216 1.436 1.175 1.680 

Les Ulis 1.976 3.578 3.817 2.225 2.25 1.6 

Aix-Zup 2.747 1.748 3.365 2.078 2.00 2.01 

Aix-Nord 4.844 1.726 1.522 0.748 2.611 0.9 

For the main pollution parameters (TSS, COD and BOOs), the ranges of the CV 

values generally fit into the range quoted in the literature although if a 

comparison is made wi th the figures reported by Mancini et. a1. (1986) in 

Table 1.3, the data in Table 4.1 are greater for COD and BOOs but are lower 

than expected for TSS. Some values of CV can be considered to be 

relatively high in cases of TSS at Aix-Nord (CV = 1.43), COD at Les Ulis 

(CV = 1. 27) and NO:3 - at Aix-Zup (CV = 1. 52). The highest COD EMCs having 

been found at Les Ulis, it is not surprising that this parameter possesses 

such a high value. Again, this is additional and strong evidence of the 

possible presence of foul water in the separate drainage water system. 

Although the highest N-NH4 .... EMC has been found on the Les Ulis catchment, 

the CV value is relatively low because the secondary peak of the 

corresponding histogram (see Figure 4.2) is situated around the mean. 

The relatively high value of the CV for TSS at Aix-Nord is due to the very 

high EMC recorded (3780 mg/l) as shown in Figure 4.4. 
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The ranges of skewness are: 

.. 1.9 to 4.9 for TSS 

.. 1.7 to 3.6 for COD 

.. 1.5 to 4.2 for BOOs 

.. 0.7 to 2.2 for Zn 

.. 1.2 to 2.6 for NO:3 _. 

.. 0.9 to 1.7 for N-NH4'+ 

It is generally rare to find skewness values for EMCs in the literature so 

it is difficult to know whether the values obtained here are really 

representative of urban runoff. 

The apparent ly anomalous values for the Aix-Nord catchment are readi ly 

noticeable in the data base. The high skewness value for TSS in this 

catchment is again due to the "exceptional" recorded EMC of 3780 mg/l. The 

remaining values of skewness are relatively weak in respect of COD, BOOs, 

Zinc and N-NH4~'. Considering the data sets for Aix-Nord were the smallest 

of the entire data base it is possible that the bias could be responsible 

for the reduced skewness values but a bias correction shows that the 

relative discrepancy is not affected. Inspection of the Aix-Nord 

histograms shows that a short "tai led" distribution can explain the low 

skewness. This phenomenon could be due to high EMCs not being recorded 

because of a very low runoff coefficient. 
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4-.2 The Goodness of Fit of the Tested Distributions 

4-.2. 1 Presentation of the Results 

The results derived from the computation of the X2 and Kolmogorov-Smirnov 

(KS) tests are presented in four tables <Table 4.3 to 4.6). Each table, 

corresponding to a given catchment, displays the computed values of the 

statistical indices for both methods of fitting and for the six pollution 

parameters corresponding to the data sets presented in Appendix 4.1. 

Particular features characteristic of the three parameter distributions 

fitted by the method of maximum likelihood can be identified: 

in certain cases (N-NH4 .·.. at Aix-Nord, Zinc at Aix-Zup, BOOs at Les 

Ulis) the computation of the indices for the three parameter lognormal 

distribution was not convergent. Nevertheless, the statistical indices 

were computed using the parameters calculated at the last iterationj 

in the case of the Frechet (EV2) distribution, the third parameter k 

cannot be computed for skewness values lower than 1.14. However the 

accuracy of the "k" computation has been considered to be "poor" when 

the skewness of the sample is less than 1.4 which is the case for zinc 

and ammonia at Aix-Nord as well as nitrates at Maurepas. The 

parameters of the Frechet distribution could not be calculated for 

these cases and so the log-Gumbel distribution was applied because the 

variable In(x) follows a Gumbel distribution if x follows a Frechet 

distribution. In the following tables an asterisk <*) shows when a 

log-Gumbel distribution has been appliedj 

for many cases the convergence point has not been achieved for the 

Pearson Type 3 distribution so the parameters of the distribution could 

not be computed. 

Calculat ion di ff icul ties and "anomalous behaviour" have been observed 

for the confidence interval of the three parameter distributions so no 

notice has been taken of the confidence interval as a tool to estimate 

the goodness of fit. 
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Table 4-.3 Results of the computation of the X2 and Kolmogorov-Smirnov tests for 
the pollution parameters from the MAUREPAS catchment. 

Distribution Fitting TSS COD BOOs Zn NO;3- N-NH,a+ 

Method ;e KS X2 KS X2 KS X2 KS X2 KS Xl KS 

Moments 19,2 0,073 25,4 0,073 60 0,144 11,06 0,0697 9,8 0,0732 25,8 0,137 
2 Param. Lognorllal Max, Lik, 15,2 0,062 29,8 0.0567 53 0,0621 11, 46 0, 0686 10,2 0,070 27 ,4 0,0804 

Moments 48 0,134 21,4 0,063 60 0,144 19 0,0917 9,77 0,0646 31 0,0875 
3 Param, Lognormal Max, Lik, 20,4 0,048 25,06 0,049 53 0.061 8,8 0,042 8,97 0,0728 23.9 0,0687 

Moments 78,8 0,181 59,8 0,153 102 0,238 24,2 0,107 9,37 0,0682 45,4 0,114 
Symbel (EV1) Max, Lik, 54,8 0,136 3,5 0,077 45,9 0.114 17,8 0,0845 18,17 0.0771 29.8 0,118 

Moments 57,2 0,14 30,6 0,091 71,8 0,180 16,6 0,0917 28,6* 0,118* 36,6 0,148 
Fr~chet (EV2) "ax, Lik, 16,7 0,0509 23,8 0.061 77.8 0.0645 14.2 0.0763 19, 9* 0,785* 38,4 0,124 

Moments 49,6 0,15 46,6 0,152 97,7 0,253 27,07 0,0948 10,57 0,0543 25,4 0,0722 
Samma Max, Lik, 35,3 0,103 38,4 0,074 48 0,1 20,9 0,101 13 0,0689 26.2 0.0683 

Moments 35,6 0,102 207 0,233 202,6 0,215 13,4 0,0820 8,2 0,0579 33,4 0,0769 
Pearson Type 3 Max, Lik, 29, 1 0,084 16,2 0,064 48,2 0,094 7,8 0.0707 9,8 0.0630 25,4 0,0621 

Sample size 126 126 126 96 87 87 

Table 4.4 Results of the computation of the to!: and Kolmogorov-Smirnov tests 
for the pollution parameters from the LES ULIS catchment. 

Distribution Fitting TSS COD BOOs Zn NO·3 - N-NH;I+ 

Method X2 KS X2 KS X2 KS X2 KS Xl KS X2 KS 

!lollents 11,1 0,070 17 0,101 22,6 0,115 16,1 0,0796 5,1 0,106 6,5 0,114 
2 Para!!), Lognormal Max, Lik, 10,18 0,041 10 0,086 15,2 0,123 6,3 0,0790 4.2 0,093 11,4 0,095 

!loments 26 0,112 39,3 0,189 62,2 0,249 17,3 0,125 7,5 0,1 65 0,111 
3 Parall, Lognormal !lax, Lik, 8,8 0,042 8,4 0,067 13,2 0,097 8,5 0,083 8,7 0,088 7,9 0,132 

Moments 36,4 0,148 87 0,256 141,8 0,290 26,5 0,176 7,9 0,116 23 0,135 
SU!lbel (EV1) Max, Lik, 17,1 0,117 34.3 0,180 57,2 0,213 16,8 0,122 2,7 0,084 10.4 0,125 

!lollents 26,4 0,117 57,3 0,205 90,6 0,256 16,9 0,136 5,9 0,084 22,6 0,115 
F r~chet (EV2) Max, Lik, 10,9 0,0526 9,6 0,0443 15,2 0.0708 10,9 0,0837 6,2 0,085 13,2 0,104 

!lollents 19,4 0,118 53,8 0,250 69 0,311 20,1 0,160 11.9 0,128 14,2 0,105 
Salll!la !lax, Lik, 14,7 0,092 24.8 0,152 42 0,177 11,5 0,123 7,9 0,108 8,3 0,092 

!lollents 16,2 0,092 31,8 0,155 28,2 0,205 15,7 0,110 6,7 0,144 11 0,096 
Pearson Type 3 Max, Lik, 15 0,089 - 48,9 0,220 7,9 0,089 26,6 0,153 

SillPle lii~e 1~ 19 19 se 41 41 
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Table 4-.5 Results of the computation of the t2 and Ko lmogorov-Smirnov tests for 
the pollution parameters from the AIX-ZUP catchment. 

Distribution Fi tt ing TSS COD BODs Zn NO-3 - N-NH,d+ 

Method X2 KS X2 KS X2 KS X2 KS X2 KS X2 KS 

MOllents 6 0,087 11,1 0,130 6,8 0,123 11,16 0,162 5,9 0,089 8,9 0,080 
2 Parall. Lognormal Max, Lik, 5.6 0,079 3,9 0,092 4 0,093 IU6 0,167 11,5 0,122 5,7 0,080 

MOllents 10.7 0,132 17,5 0,131 18 0,181 15,1 0,194 7,1 0,093 18,1 0,156 
3 Para;, Lognor;al Max. Lik , 5,6 0,076 3,1 0,071 7,6 0,0768 13,6 0,171 6,3 0,094 8,9 0.087 

MOllents 3,5 0,196 20,3 0,155 34,8 0,252 28,36 0,238 7,5 0,117 20,S 0,190 
GYllbel (EVI) Max, Lik, 20.7 0,170 18,17 0,173 18 0,155 5 96 0,192 6,3 0,085 15,3 0.126 

MOllents 17,9 0,148 9,1 0,109 23,2 0,203 23,9 0,206 6,28 0,943 15,7 0,161 
Freche1 (EV2) Max, Lik, 7,2 0,061 9 0,089 6,4 0,091 3,6 0,147 6,68 0,093 9,7 0.092 

MOllents 12,3 0,171 11,5 0,112 10,4 0,182 17,5 0,217 8,7 0,12 8,5 0,103 
Galla Max, Lik, 10,4 0,136 9,9 0,135 8 0,111 22,7 0,199 7,5 0,098 6,5 0,090 

MOllents 10.7 0,132 11,54 0,109 11,2 0,146 15,6 0,208 6,7 0,107 13,7 0,133 
Pearson Type 3 Max, Lik, 22,7 0,209 9.1 0,105 35,3 0,218 

Sallple size 52 52 45 41 48 48 

Table 4,6 Results of the computation of the X2 and Kolmogorov-Smirnov tests 
for the pollution parameters from the AIX-NORD catchment. 

Distribution Fitting TSS COD BOOs Zn NO;3- N-NH,d+ 

Method X2 KS X2 KS X2 KS X2 KS X2 KS X2 KS 

MOllents 12 0,107 12 0,119 19,3 0,282 4,4 0,112 9,8 0,145 9,2 0,193 
2 Param, Lognormal Max, Lit 8,4 0,0855 8 0,098 13.2 0,136 2 0,099 9.7 0,156 15 0,154 

MOllents 15,2 0,158 16,8 0,145 37,1 0,195 4 0,118 9,86 0,144 3,2 0,0896 
3 Param, Lognormal Max, Lik. 8,4 0,0894 8 0,0896 lU o 144 2 0,106 5,46 0,135 4,8 0,133 

MOllents 43,6 0,279 18 0,168 36,3 0,206 4,4 0,104 9,3 0,176 2,4 0,098 
GUllbel (EV1) Max, Lik, 13,2 0,122 16,4 0,177 46,9 0,240 4,4 0,100 4,2 0,145 5,2 0,109 

MOllents 21,2 0,216 11,6 0,124 4,7 0,126 17,6* 0,150* 10,9 0,130 15,1* 0,215* 
Frechet (EV2) Max, Lik, 21.2 0,216 7,6 0,0993 12,2 0, Jl6 15* 0,134* 5,46 0.126 27,6* 0,156* 

MOllents 26,4 0,256 12,8 0,122 19,6 0,145 2 0,091 10,5 0,155 6,8 0,113 
Gallla Max, Lik, 8 0,113 7,6 0,145 12,8 0,180 4,4 0,092 6,5 0,139 6,4 0,123 

MOllents 34,8 0,260 12,8 0,12 46,3 0,196 4 0,114 13,8 0,203 2,4 0,088 
Pearson Type 3 Max, Lik, 2,8 0,098 6,5 0,155 4,4 0,115 

Suple size 50 50 41 35 36 37 

* indicates that the log-Gulbel distribution is applied instead of the Frechet distribution, 
- indicates that no convergence has been reached in the cOlputation of the paraleters, 
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4.2.2 Comparison of the Methods of Moments and Maximum Likelihood 

Performance 

Tables 4.7 to 4.12 collate the relative performance of the statistical 

tests as defined by both methods of fitting. The tables indicate by which 

test <;(<:, KS or both) the fit by the method of maximum likelihood is 

better than the fit by the method of moments. Where "None" is entered in 

the tables, this indicates that, according to both tests, the method of 

moments provides a better fit than the method of maximum likelihood. 

It must be noted that the Kolmgorov-Smirnov test, applied to the two 

parameter lognormal distribut ion <method of maximum I ikel ihood) , has been 

successfully verified by the use of the Statgrafics package. 

The overall conclusion that can be drawn from these tables is that the 

method of maximum likelihood fits the data sets much better than the 

methods of moments since the percentages of better fit <shown by both 

indices) in favour of the maximum likelihood estimation vary between 56% 

and 83% for all the distributions considered. The Frechet and the three 

parameter lognormal distr i but ions are the ones present ing the strongest 

evidence of this fact and the results for the Pearson Type 3 distribution 

are the most contradictory. 
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Table 4.7 

Catchment 

MAUREPAS 

LES ULIS 

AIX-ZUP 

AIX-NORD 

Reported cases where the Xl and KS tests show a better fit for 
the method of maximum' likelihood in comparison with the method 
of moments for the 2 PARAMETER LOGNORMAL distribution. 

Pollution Parameters 
TSS COD BOOs Zn N03 -

KS X2_KS KS KS KS 

KS 

None KS 

X2 - KS KS 

total number of cases for the KS test = 21/24 = 
= 16/24 = 
= 14/24 = 

87% 
66% 
58% 

" " 11 

" It " 
.. " 11 

.. 
It both 

X2 " 
tests 

Table 4.8 Reported cases where the X2 and KS tests show a better fit for 
the method of maximum likelihood in comparison with the method 
of moments for the 3 PARAMETER LOGNORMAL distribution. 

Pollution Parameters 
TSS COD BOOs Zn N03 -

Catchment 

MAUREPAS X2 -KS 

LES ULIS X2 -KS X2 -KS KS 

AIX-ZUP 

AIX-NORD 

total number of cases for the KS test = 20/24 = 
= 21/24 = 
= 18/24 = 

83% 
87% 
75% 

.. It .. It 

" " " " 

.. .. 
" both 

X2 .. 
tests 
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Table 4-.9 

Catchment 

MAUREPAS 

LES ULIS 

A IX-ZUP 

AIX-NORD 

Reported cases where the X2 and KS tests show a better fit for 
the method of maximum likelihood in comparison with the method 
of moments Jor the GUMBEL distribution. 

Pollution Parameters 
TSS COD BODs Zn N03 - N-NH4 + 

X2-KS None 

X2 -KS 

X2 - KS 

KS X2 -KS None 

total number of cases for the KS test = 18/24-
= 20/24 

= 75% 
= 83% " " " " " " X2 " 

" " " " " both tests = 17/24 = 71% 

Table 4.10 Reported cases where the X2 and KS tests show a better fit for 
the method of maximum likelihood In comparison with the method 
of moments for the FRECHET distribution. 

Pollution Parameters 
TSS COD BODs Zn N03 -

Catchment 

MAUREPAS KS 

LES ULIS X2 -KS None 

AIX-ZUP X2 -KS X2 -KS KS 

AIX-NORD 

totol number of cases for the KS test = 22/24 = 91% 
" " " " " " 
" " " 11 " both 

X2 " 
tests 

= 19/24 = 
= 19/24 = 
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• 
KS 



Table 4.11 Reported cases where the X2 and KS tests show a better fit for 
the method of maximum likelihood in comparison with the method 
of moments for the GAMMA distribution. 

Pollution Parameters 
TSS COD BODs Zn N03 - N-NH",+ 

Catchment 

MAUREPAS X2- KS X2 -KS X2 -KS X2 None KS 

LES ULIS X2 - KS X2-KS X2 -KS X2-KS X2 -KS X2 -KS 

AIX-ZUP X2-KS X2 X2-KS KS X2 -KS X2 -KS 

AIX-NORD X2-KS X2 X2 None X2-KS X2 

total number of cases for the KS test = 17/24 = 71% 
" " 11 " 11 11 X2 " = 20/24 = 83% 
" 11 11 11 

11 both tests = 15/24 = 62% 

Table 4. 12 Reported cases where the X2 and KS tests show a better fit for 
the method of maximum likelihood in comparison with the method 
of moments for the PEARSON TYPE 3 distribution. 

Pollution Parameters 
TSS COD BODs Zn N03 - N-NH",+ 

Catchment 

MAUREPAS ;e-KS X2-KS X2 -KS X2-KS None X2 -KS 

X2 - KS No cony No cony None KS None 
LES ULIS Max Lik Max Lik 

No cony No cony No cony 
AIX-ZUP Max Lik Max Lik Max Lik None X2 -KS None 

No cony No cony No cony X2 -KS X2-KS None 
AIX-NORD Max Lik Max Lik Max Lik 

total number of cases for the KS test = 10/16 = 62% 
" 11 11 11 11 11 X2 11 = 9/16 = 56% 
11 11 " 11 11 both tests = 9/16 = 56% 
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4.3 The Fitting Performance of the Distributions 

The goodness of fit performance for the method of maximum 1 ikel ihood has 

been assessed for each distribution. To do so a procedure involving 

weighted scores depending on the level of confidence at which the test is 

performed has been adopted. The null hypothesis (the population from which 

the sample is drawn follows the distribution under test) is tested by both 

X2 and Kolmogorov-Smirnov tests at the 5%, 10% and 20% level of confidence: 

if both tests are s igni f icant (acceptance of the null hypothesis) at 

the 20% level of confidence, a total of 8 points is given; only 4 

points are given if only one test is significant at the 20% level of 

confidence; 

if both tests are significant at the 10% level of confidence but not at 

the 20% level then 4 points are given but 2 points are attributed if 

only one test is significant at the 10% level of confidence but not at 

the 20% level; 

if both tests are significant at the 5% level but not at the 10% level 

then 2 points are given; only 1 point is given if one test is 

significant at the 5% level but not at the 10% level: 

if a test is not significant at the 5% level of confidence no point is 

given. 

The performance of goodness of fit for each poll ut ion parameter and each 

distribution is given by the sum of the score from each test. The higher 

the total score is the better the fi t is expected to be. the maximum 

number of points that the total score can reach in each case is 8 points. 

The resul ts of the goodness of fi t performance are presented for each 

distr i bution in Table 4. 13 to Table 4.18. Examinat ion of these tables 

shows· a clear cut-off threshold between the "good" distributions and the 

"bad" distributions. Indeed, to estimate how good the fit of a particular 

distribution is on the overall data sets, it would appear that the higher 

the total score is the better the overall fit is. Three distributions 

attain similar highest scores: 
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the 3 parameter lognormal distribution (total of 160 points); 

the Frechet (EV2) distribution (total of 157 points); 

the 2 parameter lognormal distribution (total of 156 points), 

The other distributions, the gamma distribution (total of 128 points), the 

Gumbel distribution (total of 99 points) and the Pearson type 3 

distribution (total of 82 points but problems of convergence) can no longer 

be considered as suitable "contestants" to fit the EMC data sets studied in 

th 1s Repor t, 

It should also be noted that the pollution parameters TSS and COD seem to 

be the easiest contaminants fitted by the 1 ognorma 1 and Frechet 

distributions whereas zinc and nitrates are good secondary pollution 

parameters to be fitted by the same distributions. 
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Table 4.13 Goodness of fit performance of the 2 PARAMETER LOGNORMAL 
distribution (method of maximum likelihood) represented as the 
sum of scores for both X2 and Kolmogorov-Smirnov tests. 

Pollution Parameters 

Catchment TSS COD BOOs Zn N03 - N-NH4 ---

MAUREPAS 8 6 4 8 8 

LES ULIS 8 8 6 8 8 5 

AIX-ZUP 8 8 8 2 5 8 

AIX-NORD 8 8 4 8 4 4-

TOTAL= 156 32 30 22 26 25 21 

Table 4. 14 Goodness of fit performance of the 3 PARAMETER 
LOGNORMAL distribution (method of maximum 
1 ikel ihood) presented as the sum of scores for 
both X2 and Kolmogorov-Smirnov tests. 

Pollution Parameters 

Catchment TSS COD BOOs Zn N03 - N-NH4 ---

MAUREPAS 8 8 4- 8 8 4-

LES ULIS 8 8 8 8 6 6 

AIX-ZUP 6 8 6 2 8 6 

AIX-NORD 8 8 4- 8 6 6 

TOTAL= 160 30 32 22 26 28 22 
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Table 4. 15 

Catchment 

MAUREPAS 

LES ULIS 

AIX-ZUP 

AIX-NORD 

TOTAL= 99 

Table 4. 16 

Catchment 

MAUREPAS 

LES ULIS 

AIX-ZUP 

AIX-NORD 

TOTAL= 157 

Goodness of fit performance of the GUMBEL (EV1) 
distribution (method of maximum likelihood) 
represented as the sum of scores for both X2 
and Kolmogorov-Smirnov tests. 

Pollution Parameters 

TSS COD BOOs Zn N-NH4 + 

o 4 1 8 6 2 

6 o o 4 8 6 

1 1 4 5 8 4 

6 1 o 8 8 8 

13 6 5 25 30 20 

Goodness of fit performance of the FRECHET 
(EV2) distribution <method of maximum 
1 ikelihood) represented as the sum of scores 
for both X2 and Kolmogorov-Smirnov tests. 

Pollution Parameters 

TSS COD BOOs Zn 

8 8 4 8 

8 8 8 6 8 

8 8 8 8 8 5 

6 8 4 6 

30 32 24 26 28 17 

f shows that the equivalent log-Gumbel distribution is used. 
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Table 4.17 Goodness of fit performance of 
distribution <method of maximum 
represented as the sum of scores 
and Kolmogorov-Smirnov tests. 

the GAMMA 
likelihood) 

for both XZ 

Catchment 

MAUREPAS 

LES ULIS 

AIX-ZUP 

AIX-NORD 

TOTAL= 128 

Table 4. 18 

Catchment 

MAUREPAS 

LES ULIS 

A IX-ZUP 

AIX-NORD 

TOTAL= 82 

Pollution Parameters 

TSS COD BODs Zn 

4 4 4 6 8 4 

8 1 o 6 8 8 

6 6 8 1 8 8 

8 8 2 8 6 6 

26 19 6 21 30 26 

Goodness of fit performance of the PEARSON TYPE 
3 distribution <method of maximum likel ihood) 
presented as the sum of scores for both X2 and 
Kolmogorov-Smirnov tests. 

Pollution Parameters 

TSS COD BODs Zn N03 -

6 8 4 8 8 

6 No Conv. No Conv. 0 6 4 

No Conv. No Conv. No Conv. 1 6 o 

No Conv. No Conv. No Conv. 8 5 8 

12 8 4 17 25. 16 
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4.4 Graphical Fitting Examples 

Some graphical fitting examples are presented in this section as an 

illustration of the goodness of fit findings. 

Figures 4.5 to 4.7 show good examples of the two parameter lognormal 

distribution fitting of three pollution parameters from the Aix-Nord and 

Alx-Zup catchments. Figures 4.8 to 4.10 show examples of the 3 parameter 

lognormal fit upon TSS and zinc EMCs from the Les Ulis and Maurepas 

catchments. Figures 4.9 and 4.10 give a comparison of the two fitting 

procedures used in this study (moments and maximum likelihood) for the same 

data set. This comparison illustrates the fact widely observed throughout 

this study that the method of moments is influenced by the high values of 

the data set. This is the reason why the upper part of a moments fi tted 

line usually presents a better fit than a line fitted by the method of 

maximum likelihood. The latter gives less weight to the high values of the 

data set. The overall goodness of fit obtained from the method of maximum 

likelihood tends however to be better than the one resulting from the 

method of moments. 

Figures 4.11 to 4.12 show examples of good fit for the Frechet (EV2) 

distribution. 

Figure 4.13 shows a typical fi t observed throughout this study for the 

Gumbel distribution: a concave bow shape of the plotting positions with a 

fitted line underestimating the values in the tails. This "behaviour" of 

the Gumbel distribution suggested that a better fi t would be obtained if 

the Frechet distribution was applied (see Fig. 3.12 in chapter 3). 

Figure 4.14 displays a relatively good fit of the gamma distribution with 

the method of moments al though a sI ight concave bow shape can be not iced 

which has often been noticed for the gamma distribution. 
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Figure 4.5 Example of a 2 parameter lognormal 

distribution fitted by the method of 

maximum likelihood on N-NH4 + EMCs from 

Aix-ZUD. 
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Figure 4.6 Example of a 2 parameter lognormal 

distribution fitted by the method of 

maximum I ikel ihood on COD EMCs from 

Aix-Nord. 
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Figure 4.7 Example of a 2 parameter lognormal 

distribution fi tted by the method of 

maximum likelihood on BOOs EMCs from 

Aix-Zup. 
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Figure 4.8 Example of a 3 parameter lognormal 

distribution fitted by the method of 

maximum likel ihood on TSS EMCs from 

Les Ul is. 
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Figure 4.9 Example of a 3 parameter lognormal 

distribution fitted by the method of 

maximum likelihood on Zinc EMCs from 

Maurepas. 
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Figure 4. 10 Example of a 3 parameter lognormal 

distribution fitted by the method of 

moments on Zinc EMCs from Maurepas. 
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Figure 4.11 Example of a Frechet distribution 

(EV2) fitted by the method of maximum 

likelihood on COD EMCs from Les Ulis. 
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Figure 4.12 Example of a Frechet distribution 

(EV2) fitted by the method of maximum 

likelihood on COD EMCs from Maurepas. 
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Figure 4.13 Example of a Gumbel distribution 

fitted by the method of maximum 

likelihood on NO::;.- EMCs from'Les Ul1s. 
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Figure 4.14 Example of a gamma distribution fitted 

by the method of maximum likelihood on 

NO:3 - EMCs from Maurepas. 



4.5 Conclusion 

The outcome of the overall comparison undertaken for the best suited 

distributions and fitting procedures can be summarised as follows: 

the method of maximum 1 ikel ihood gives better resul ts than the method 

of moments al though the rarer high EMCs can be better fi tted by the 

method of moments. 

the three best sui ted distributions seem io be the three parameter 

lognormal distribution, the Frechet (EV2) distribution and the two 

parameter lognormal distribution. The literature review presented in 

Chapter 1 shows that the two parameter lognormal distribution has 

previously been found sui table for EMC data. Surprisingly the Frechet 

distribution, usually used as an extreme values distribution, has also 

been found suitable despite a theoretical background derived from 

extreme values statistics. 

TSS and COD EMCs seem to be more eas i 1 Y fit ted by the three more 

suitable distributions than any other pollution parameters. 
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CHAPTER 5: THE STEPWISE REGRESSION ANALYSIS 

5.1 Introduction and Background 

A stepwise regression analysis has been undertaken to ascertain the degree 

to which hydrological or climatic parameters could explain the variations 

of several pollutant EMCs and to determine if a regionalisation is possible 

between the data for the northern and the southern catchments. 

This work is complementary to the previous distributional analysis and will 

provide a better understanding of the modelisation of EMC variation. 

The main findings of a multiple regression analysis carried out in the same 

spir i t by the Ministere de l' Urbanisme, du Logement et des Transports 

(1985), are presented in Section 2.5 of this Report for the main pollution 

parameters and in Section 2.6.1 for the secondary pollution parameters. 

Although these findings are interesting, they are not detailed enough so a 

more detailed presentation is given in the present Section. 

The results of a stepwise regression analysis for TSS EMCs is presented in 

Desbordes et. al. (1984) for the four French catchments. The general 

outcome of this previous study was that, amongst the explanatory variables, 

the mean maximum intensity during a 5 minutes time interval (IMAX5) and the 

duration of the dry weather period preceeding the event (DTS) are the most 

important variables. However the main explanatory variable for the TSS 

EMCs is lMAX5 for the southern catchments whereas DTS presents the highest 

correlat ion wi th TSS EMCs for both northern catchments. The hypothesis 

proposed to explain this regionalisation were that "in the south of France 

(Aix-en-Provence), dry weather periods are much longer <almost twice) than 

in the north, on an average basis. So dusts should be more consol idated 

and their removal should necessi tate higher rainfall intensi ties" and "in 

the north of France (Maurepas and Les Ulis), dry weather periods are 

shorter, so dusts should be less consolidated, and the catchments are 

washed off by rainfall more frequently. The dry weather period duration 

DTS seems to be the best explanatory variable in that case". 
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As a complementary study to this approach, a simi lar stepwise regression 

analysis has been undertaken for several pollution parameters such as TSS, 

BODs , COD, zinc, ammonia and total phosphorus. 

5.2 Results of theStepwise Regression Analysis 

The stepwise regression analysis was performed with the STATGRAFICS package 

on an IBM PC compatible microcomputer. The confidence threshold for 

hypothesis testing of a zero correlation coefficient was 5% and the 

procedure used was a backwards selection. 

The pollution parameters tested are: 

TSS: EMCs of total suspended sol ids <mg/I> ; 

COD: EMCs of chemical oxygen demand <mg/I> ; 

BOD: EMCs of 5 days biological oxygen demand (mg/U j 

Zn : EMCs of zinc <mg/l) ; 

TOTP: EMCs of total phosphorus <mg/I) ; 

NNH4: EMCs of N-ammonia (mg/I) . 

The tested explanatory variables are: 

QMAX: peak discharge of the event <l/s); 

ITC: mean maximum intensity during the time of concentration (mm/h); 

lMAX5: mean maximum intensity during a 5 min interval (mm/h); 

VR: runoff volume during the event (m3 )j 

R: amount of rainfall during the event (mm); 

DTS: antecedent dry period duration before the event (days). 

The resul ts of the stepwise regression analysiS are summarised in Table 

5.1. The explanatory variables are presented by order of importance in the 

stepwise relationships. 

The correlation coefficients obtained are not as high as the ones computed 

for the event mean loads as reported by Hemain (1983) for a similar 

stepwise regression analysiS. Event mean loads seem more strongly 
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correlated with climatic and hydrological explanatory variables <especially 

wi th QMAX) than EMCs do. 

However before analysing the resul ts presented in Table 5.1 it must be 

emphasised that three explanatory variables are strongly correlated for all 

the catchments as displayed in Table 5.2: QMAX, ITC and lMAX5. The 

correlations between Rand lMAX5 can also be significant (except at Les 

Ulis): 0;41 at Aix-Nord, 0.57 at Aix-Zup and 0.61 at Maurepas. 

Table 5.1 

Catchment 

AIX-NORD 

Results of the stepwise regre~siori analysis. 

Stepwise relationship 

TSS = 14,43 IMAX5 - 6,19 R + 213,13 
TSS ' - 6,35 IMAX5 - 9,48 R + 306,66 
BOO =-O,19QMAX + 6,50 IMAX5 + 50,73 
ZN 
TOTP =0,0007' QMAX -0,0002 VR + 1,0 
NNH4 = 0,036 DTS + 0,39 

Multiple 
correlation 
coeff icients 

0,764 
0,378 
0,408 

not sign, 
0,543 
0;439 

Number of 
observations 

46 
46 
37 
32 
22 
35 

, , 
, . ' ---------------------------------------------------------------------------------------

AIX-ZUP 

LES ULIS 

MAUREPAS 

TSS '= 0,41 QMAX - 11,12 R + 293,01 
COD = 5,69 IMAX5 - 11,,39 R + 290,60 

, BOO 
ZN 
TOTP 

'NNH4 =-0,097 ITC + 1,76 

TSS = 68,14 DTS - 31,41 R + 15,57 IMAl5 + 301 
COD = 73,10 DTS - 26,23 R + 231,1 
BOO = 17,68 DTS - 4,11 R- 9,79 IMAX5 + 67,2 
Zn= 0,039 DTS - 0,023 R + 0,009 IMAX5 + 0,36 
TOTP = 0,39 DTS - 0,095 R + 1,79 
NNH4 = 0,305 DTS + 1,14 

TSS = 17,83 DTS + 8,08 IMAX5 - 8,16 R + 104,4 
COD = 12,30 DTS ~ 3,08 R + 82,8 
BOO = 2,7 DTS - 0,79 R + 14,4 
Zn = 0,015 DTS +0,005 IMAX5 + 0,28 
TOTP = 0,13 DTS -0,044 R + 0,018 IMAX5 + 0,88 
NNH4 =-0,073 R + 0,0003 VR + 1,34 
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0,469 
0,385 

not sign, 
not sign, 
not sign, 
0,296 

0,800 
0,822 
0,815 
0,618 
0,778 
0,691 

0,716 
0,677 
0,710 
0,454 
0,721 
0,221 

48 
48 

45 

64 
64 
64 
51 
41 
41 

96 
95 
96 
79 
58 
74 



Table 5.2 Simple correlations coeff ic ients between some of the 

explanatory variables. After Desbordes et. a1. (1984), 

---- ------
Relationships l\IX zur l\lX NOHD LES ULIS M 1·.UI<EP liS 

QMAX ITC 0.975 0.95~ 0.907 0.961 

QI1AX lMAX5 0.964 0.948 0.1l25 0.1l69 

ITC HlAX5 0.989 0.913 0.857 0.910 

The results of the stepwise regression analysis show that correlations are 

more significant for the northern catchments than for the southern 

catchments for reasons which are rather difficult to appreciate. 

The predominant explanatory variables are IMAX5 and QMAX (which are 

strongly correlated) for the southern catchments whereas DTS is undoubtedly 

the main variable for the northern catchments. Although this 

different iat ion would seemingly go in favour of a regionalisat ion 

hypothesis as explained in Section 5.1, local catchment characteristics 

might have an important role to play. Indeed the catchment average slopes 

are greater for both southern catchments (6.5% at Aix-Nord and 2.9% at Aix-

Zup) than for the northern catchments <0.5%). This fact suggests that 

steep slopes give more weight to high rainfall intensities in the process 

of generating runoff pollutant concentrations. 

The variables VR and ITC do not seem to play a major role as explanatory 

variables. The variable R is always present in the stepwise relationships 

as the secondary variable explaining TSS and COD EMC variations. 

TSS is the pollution parameter which usually presents the strongest 

correlation of the three main pollution parameters whereas total phosphorus 

presents the highest correlation of the three minor pollution parameters. 

The overall smallest correlations are obtained for zinc and ammonia whose 
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variations must strongly depend on non-climatic and non-hydrological 

factors. 

5.3 Conclusion 

The conclusion we can draw from this study is that not knowing to what 

extent the regional isat ion hypothesis may be val id, it is not possible to 

apply a general model describing the EMC variation and thus we reach the 

same conclusion as Jewell et. a1. (1982) "that local data should be 

gathered for each basin to be modelled and a representative model derived 

using statistical techniques". However in the case of this study the 

mul t iple correlation coeff ic ients deri ved for the main parameters <TSS, 

COD and BOOs) are not particularly high: varying from 0.38 to 0.82. The 

main explanatory variables are the 5 min maximum rainfall intensity and the 

peak flow for the southern catchments and the dry weather duration for the 

northern catchments. The amount of rainfall is an overall good secondary 

variable for the four French catchments. 
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CHAPTER 6: SUMMARY AND RECOMMENDATIONS 

The outcome of this Report can be summarised by the following comments: 

the statistical analysis shows that an overall better fit is obtained 

upon EMCs distributions by applying the method of maximum likelihood 

rather than the method of moments <independently of the distribution 

tested) j 

three distributions show similar fitting performances (by the method of 

maximum likelihood) over the EMC data sets tested: 

• the three parameter lognormal distributionj 

• the Frechet (EV2) distributionj 

• the two parameter lognormal distribution. 

The latter method is regarded as being the most convenient to handle 

whereas the two other distributions have never been tested before. 

The data sets which show a better fit with the three distributions 

cited, seem to be TSS EMCs and COD EMCsj 

the stepwise regression analysis, applied to EMCs clearly shows a 

di fferent iat ion between the southern and northern catchments probably 

because of a combination of climatic conditions and catchment 

characteristics. Although the multiple correlation coefficients are 

relatively small (varying from 0.38 to 0.82 for BOOs, TSS and COD), the 

peak flow and the maximum rainfall intensity over a five minutes time 

interval seem to be the main explanotory variables (amongst the ones 

tested) for the southern catchments. The antecedent dry period, on the 

other hand, is the most important variable to explain the EMC variation 

for the northern catchments. 

This study, through its consistent approach to quantify the goodness of fit 

of several distributions (using the computation of statistical tests), has 

added to the knowledge of stormwater quality variability and might form the 

basis for further application in more integrated approaches involving mass 

balance. 
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More research is needed with bigger EMC sample sets to assess the 

robustness of the distributions selected and to eventually choose the most 

reliable and reproducible to be used in any EMC simulation study or 

engineering control and impact assessment work. 

The same approach ought to be appl ied to pollutant loadings on an event 

basis (i.e short-term effects) or a yearly basis (i.e long-term effects) in 

order to increase the knowledge of load variability which is the product of 

single discharge variability and EMC variability. 

The application of the same methodology to CSO EMCs and loadings, as well 

as treatment plant discharges, might reveal similar or different patterns 

that could help to provide a theoretical basis for the outcome of 

distributional analyses. 

At the end of this study a few points must be emphasised: 

further statistical work should be undertaken to assess the importance 

of "mixed distributions" present in the underlying EMC population; 

the effect of "peak over a threshold" features <linked to hydrological 

parameters such as peak flow or amount of rainfall), must be considered 

in the collection of EMC samples since small runoff flows are 

insuff ic ient to tr igger the sampl ing machine and, if a sampl ing does 

occur, the amount of water collected might be too small to allow all 

the chemical analyses to be performed thus reducing the size of the 

EMC data set; 

in terms of the distribution that should be used to model the pollutant 

variability, a convenience factor might be considered and not just the 

best fit t ing performance. This might involve a review of convergence 

problems or assessing to what extent the linear combination of EV 

variables, for example, can be considered as a linear variable. 
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APPENDIX 1.1 

Extract of EEC water quality standards. Council directive of 16 June 

1975 concerning the quality required of surface water intended for 

the abstraction of drinking water in the Member States and council 

directive of 18 July 1978 on the quality of fresh waters. 

Surface water intended Freshwaters supporting 
for the abstraction fish life 
of drinking water 

Parameters Al A2 A3 Salmonid Minimum 
waters sampl ing & 

measuring 
G I G I G I G I frequency 

~SS 
mgll SS 25 ~ 25 (0) 
~itrates f • f 

mg/l NO.." 25 50 (0) 50 (0) 50(0) 
lZinc 
mgll Zn 0.5 3 1 5 1 5 ~0.3 monthly 
Dissolved 
oxygen • • * lIonthly, minim-
saturation um 1 sample re-
rate % 0:2 )70 )50 )30 50%~9 mgll presentative of 
or as 1011 O2 condit-
indicated ions of the day 

of sampling, 
HOl1ever, where 
major daily va-
riations are 
suspec ted a I i-
nillull of 2 sam-
ples in 1 day 
shall be taken 

~OD • • f 
mgll 0." 30 
BOOs • .. .. 
mgll 0 . ." <3 (5 <7 ~3 

Ammonia 
~Il NH .... 0.05 1 1.5 2 4(0) ~0.04 ~l(O) monthly 

= mandatory <)95% of the samples taken at regular intervals must 
comply with the parametric value). 

G = guide 095% of the samples taken at regular intervals must 
comply with the parametric value). 

o = derogation in exceptional climatic or geographic conditions. 
f = this directive may be varied in special condi tions: floods or 

natural disasters, natural enrichment, stagnant water ... 
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APPENDIX 2.1. Detailed characteristics of the experimental French 
catchments. After the Laboratoire d' Hydrologie Mathematique 
(1986) . 

catchment 
characteristics 

Total area (ha) 
Area of roofing connected 
to the drainage system (ha) 
Area of: roads 

pavement 

Impervious average (%) 

AIX-NORD 

92.0 

22.6 

17.22 

(INT 77/287) 52 
Total imperviousness connected 
to the drainage system 60 

Average slope of the 
network (m/m) 0.08 

Individual housing area (ha) 
Collective housing area (ha) 
Trading activity area (ha) 
Lawn area (ha) 
Car park area (ha) 

6.4-5 
11.84-

4.3 
50.57 
5.38 

Coating: road & pavement 
roofing 

concrete tar 
tiles, 

fla t roof 

Total length of roads (m) 

Cleaning of: streets 
gutters 

Domestic refuse collection 

Water level during 
dry weather (cm) 
Nature of dry weather flow 

Point of measure: 
slope (m/m) 
length of 
straight section (m) 

Calibration method for 
flow measurement 

Network (last visited) 

Water tightness 

Coating 

5500 

sweeping 
6/wk 

3 
springs 

0.0013 

40 

l1anning 
Strickler 
visi table 

( 1979) 
good 

sllooth 
conc rete 

AIX-ZUP 

25.0 

9.47 
4.89 
4.28 

77 

74 

0.029 

0.92 
6.72 
0.36 
7.03 
3.66 

concrete tar 
flat roof 

6800 

sweeping 

6/wk 

3 
irregular 

washing 

0.0017 

40 

Bazin-. 
"ann,Str, 
visitable 

( 1979) 
good 

slooth 
concrete 

- 134 -

LES ULIS 

43.1 

42 

42 

0.0055 

tar 
flat roof 

(tower blocks) 

MAUREPAS 

26.7 

4.3 
9.55 
1. 38 

60 

60 

0.0050 

18.8 
4.47 

concrete tar 
tiles, 

flat roof 

6625 

sweeping sweeping (l/wk) 
sweeping 

3/wk 
sweeping 

3/wk 

5 (6 lis) 2.5 (4 lis) 
agricultural 

drainage 

0.0004 

69 

visitable 

vibrated 
concrete 

0.0083 

150 

visi table 

vibrated 
concrete 



APPENDIX 2.2 Main characteristics of observed events. After 
Hemain (note 2511983, 1983). 

NUM: 

DATE: 

chronological number of event. Values >1000 correspond 
to multiple mean samples. The first number is the 
number of events involved whereas the last three 
numbers are the number of the first event. 

date of event occurrence <year and Julian date). 

CD: quality code of discharge data: 
0: missing value 

VR: 

QMAX: 

CP: 

1: correct value 
2: suspicious value 
5: incomplete hydrograph. 

runoff volume <m3 ). 

peak flow (l/s). 

quality code of rainfall data: 
o to 2: ego CO 
3: data from another site than the one set up in the 

catchment 
8: cumulative rainfall recorded 
9: measurement with the bucket 
*: rainfall corresponding to several runoff events. 

HP: amount of rainfall (mm). 

OP: rain duration (1/1000 day). 

IM114,21 or 31: average maximum intensi ty during the time of 
concentration (mm/h). 

IM4: average maximum intensi ty (mm/h) during 4/1000 day 
(about 5 minutes). 

OTS: antecedent dry period duration (days). 

OCO, MES, OB05, Zn, N03, N-NH4: event mean concentrations of 
COO, TSS, BOOs, Zn, NO,"-~-- and N-NH4 .... · <mgll) dra~·:!". fr("\~: 

M: average sample 
F: average sample reconstituted with the bottles 
P: pollutogramme. 
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APPENDIX 2.3 

Extract of a computerised type 2 file for "event mean concentrations", 
After the Laboratoire d' Hydrologie Mathematique (report LHM 09/1986, 1986), 

248 11 252 52 130 5 11 24 22 66 34 63 -9 -9 -9 -9 -9 -9 20954 21274 20244 
033 20744 20234 25250 20080 20892 20520 22280 20780 22160 -9 -9 -9 -9 
-9 -9 2 255 11 324 39 185 5 11 32 26 51 58 182 730 19 0 0 -9 -9 -9 -9 
-9 -9 -9 -9 -9 -9 -9 -9 -9 -9 -9 -9 -9 -9 -9 -9 -9 10003 263 11 1511 
1380 4 11 104 -9 45 193 604 800 26 10 10 35 -9 1684 6354 214 20162 20554 

094 21741 21290 20472 20130 20211 20540 21460 20054 21092 20313 20263 
253 21192 20000 4 265 11 399 53 140 4 11 30 -9 41 41 73 145 83 3 96 122 

20874 20824 20144 20282 20614 20114 26320 20920 20252 20080 21670 20420 
460 20523 20622 20463 20143 20113 20752 20000 2003 263 12 1910 88 1380 
12 134 112 86 193 604 800 26 10 10 35 -9 1614 3374 224 182 -9 -9 -9 -9 
-9 -9 -9 -9 -9 -9 -9 -9 -9 -9 -9 5 267 11 67 21 50 4 11 16 15 25 28 
195 24 0 115 146 -9 20614 21264 20194 20272 -9 -9 -9 -9 -9 -9 -9 -9 
-9 -9 -9 -9 -9 -9 -9 6 267 11 65 16 50 5 11 10 -9 62 14 31 35 13 2 130 

o -9 20874 21534 20244 20352 -9 -9 -9 -9 -9 -9 -9 -9 -9 -9 -9 -9 -9 -9 
-9 7 268 11 178 34 85 5 11 18 -9 121 19 36 45 8 2 139 170 -9 20594 20964 

353 20322 20494 20015 -9 -9 -9 -9 -9 -9 -9 -9 -9 -9 -9 -9 -9 -9 2006 
7 12 243 50 85 5 12 28 24 183 19 36 35 13 2 130 160 -9 764 1144 25 352 
-9 -9 -9 -9 -9 -9 -9 -9 -9 -9 -9 -9 -9 -9 -9 10008 280 11 1050 70 390 

11 74 59 64 75 250 1200 15 6 2 45 190 1444 2234 364 12451 10085 10035 
891 10040 10472 10120 10211 10720 11940 14052 10692 10353 10273 10024 
782 10000 9 280 11 
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APPENDIX 3. 1. The I ognorma I distribution. 

The Two Parameter Lognormal Distribution 

The probability density function is: 

f (x) = _1_ 

.rzn 
_1_ 

~ 

_1_ e 

x 

Let z = In(x) then h(z) ~ 1 

-If.!(ln(x) - 0:)2 

e 

is the equation of the normal probability density function. 

The reduced variate y is related to x by: y= x/a and F(x) = G(y) where G(Y> 

is the cumulative probability density function of y. 

Calculation of the Parameters by the Method of Moments 

The parameters are estimated by the following formulas: 

~ = cr"" +[ In(cr,jx)2 + 1)]1'-1 

& = ~z = In (x) -~ 

2 

Calculation of the Parameters by the Method of Maximum Likelihood 

The maximum likelihood estimates to be found, also maximise the log 

likelihood function ll(xlo:,~) which is easier to compute: 

N N 

- 154 -



where the x represents the sample collectively. 

The likelihood estimates are drawn from the equalities: 

bl L = 0 and 

00: 

N 

From the first equality: a = __ 1__ L In (Xi) 

N :/.=' 

N 

From the second equality: e2 = __ 1_ 

N-l ~-, 

Calculation of the Quantiles 

The quantile X',::. corresponding to the probability p and defined as pr ob 

(x < xp)=p can be calculated by: 

xp = exp (Up. ~ + 0:) + Xo with xo=O in this case: 

Up is the standard Normal variate corresponding to the probability p. In 

Abramowitz and Stegun (1964) one can find for 0.5<p<1 

C. + C, t + C. t2 

Up = t- ---------------------- + L (p) 

1 + d, t + d. t 2 + d~ t 3 

Where t = [In(1/(1-p)2)]~ 

and C. = 2.515517; C, = 0.802853; C. = 0.010328 

d , = 1.432788; d~ = O. 189269; d~ = 0.001308 

The error L (p) remains lower than 4.5x10-4 

For 0<p<0.5 or can calculate U, - p and then Up = -U , - P 

- 155 -



The calculation of Up by this method has been widely used for the 

computation of the quantiles in this study. 

The Confidence Interval 

The bounds of the confidence interval of a quantile xp are calculated with 

the general formula: 

xp ± U(1-0:/2). (J,,:p 

where U(1-0:/2) is the standard normal variate for the level of confidence 

1-0:. In this report 0:=10% has been chosen so U(1-0:/2) = 1.645. 

For both the methods of moments and maximum 1 ikel ihood the bounds of the 

confidence interval can be worked out by the following procedure: 

where Zp = In(xp ) and (J""p =L' (1-U~ (P/2»H> 

IN 

The Three Parameter Lognormal Distribution 

The probability density function is expressed by the general formula of 

section 3.3.1.2. 

The relation between x and the reduced variate is: 

y = x-x. and F(x) = G(y) where G(y) is the cumulative probability 

0: function of y. 

Calculation of the Parameters by the Method of Moments 

The parameters estimated by the method of moments can be worked out 

according to the following procedure: 
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~ = (2 In(A»1'..I 

x"" = x - A eO< 

where A2 = (1 + C + (2C + C2)1/2)1/3 + (1 + C - (2C +C2)1/2)1/3 - 1 

and C = A'-1::<~ and )1:3 is the third momentj )1:3 = E[ (X-X)3] • 

2{0-,,)6 

Calculation of the Parameters by the Method of MBximum Likelihood 

As noted previously in the corresponding section for the 2 parameter 

lognormal distribution, it is easier to work with the log likelihood 

function: 

From ~ = 0 we can deduce 

od 

N 

N 

From ~ = 0 it can be similarly shown 

oe2 

d and e are known once l<"" is known. 

'Yo is solution of the equation f(xc ) = 0 where: 
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N 

N 

N j=l 



N 

= L 
i='1 

N 

+ 
.1:= 1 

_1_ 

N 

1 L In 2 (Xi-Xo) 

N :1.=1 

N N 

The solution Xo to this equation is found using the iterative method of 

Newton where Xc, (n-l) is corrected at the n th i terat ion: 

xoCn) = xc ,Cn-1) - f(x"Cn-1»/f' (xo (n-1» 

A flow chart applying this method is proposed in Appendix 3. 1.a. 

Calculation of the Quantiles 

The same formula applied previously for the two parameter lognormal 

distr i bution can be used here wi th xc,tO. 

The Confidence Interval 

Method of Moments 

The variance of the quantile xp can be estimated using the Taylor's series 

expansion: 
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where: ~= 

ox 

~ = __ 1_ (K!=, - 3g okp ) 

M·2 2& og 

~= _1_ .~ 

OP.3 &2 og 

Kp is the frequency factor: xp = K!='. (J + }l 

and: 

Kp = exp(Up .8 - 8 2 /2) -1 

(exp (13 2 ) _1)1/2 

Var (x) =-J!.a.. 
N 

var (&2) =_1_ (}l4 - }l2 2 ) 

N 

Var <P.:3) =_1_ <}lr5 - }l3::Z - 6 }l4 }l:.z + 9 }l::z3) 

N 

Cov <P.:3' x) =_1_ <}l4 - 3}l::z:2) 

N 

Cov (&:2, P.3) =_1_ (}ls - 4}l3 }l:2) 

N 

}l::z, }l3, }l4, }ls, and }lE". being the second, third, fourth, fifth and sixth 
moments calculated upon the N values of the sample. 
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Method of Maximum Likelihood: 

In this case variance{xp) can also be estimated by a Taylor's expansion: 

with:~ = 1 

o}to 

~ = ~ . exp(up.~ + a) 

oa 2 2~ 

~ = exp(up ' ~ + a) 

M 

and: var ({X) = ~ [ (a 2 + 1)l2a 2 • exp(2(~2 - (X» - exp(~2 - 26:)] 

NO 

var <a 2 ) = ~ [<a 2 + 1) . exp<2<a 2 - (X» - exp<a 2 - 26:)] 

NO 

var (~o) = _1_ 

2ND 

COy <(X, a 2 ) =~ exp<a 2 - 26:) 

NO 

COy ({X, }tr.:'> =--=-1- exp(a 2/2 - (X) 

2ND 
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cov <a 2 , X,,,) =£ exp<S2/2 - 6:) 

ND 

D = 82 + 1 . exp<2<SZ - 6:» - 28 2 + 1 . exp<a 2 - 26:) 

2S2 2S2 

Then for both methods of moments and maximum likelihood, the bounds of the 

confidence interval are calculated by: 
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APPENDIX 3.1.a 

Flow chart to calculate the location parameter Xc:, of the three parameter 

lognormal distribution (method of maximum likelihood). After Masson (1985). 

i 

xm = MINIMUM (Xl. X2. X3 •.. ,' ,Xn ) 

X,"' = Y = 0,8 xm 

A = B = C = D 

-- > 

A = A + 

= E = F = ° 
In (Xi - y) 

B = B + [ In (Xi - ex)]2 

C = C + 1 
(Xi - y) 

= i + 1 D = D + 1 
(Xi - y) 2 

E = E + In (Xi - ¥) 
(Xi - y) 

F = F + In (X. 

< 

G = BIN - (A/N)2 - A/N 

H = 2 E/N + 2 AlN. C/N + C/N 

f (y) = C.G + E 

f' <y) = C.H + D.G + F - D 

yc = ex - f<y)/f' <y) 

II = I yc 1 10S1 

> 

No Solution 
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APPENDIX 3.2. The general extreme value distribution. 

The Gumbel or EVl Distribution 

The probability density function of the Gumbel distribution is: 

f (x) =_1_ exp [ - (x - u) la - e·-<.>o.- .... )/<X] 

a 

and its cumulative distribution function is easy to compute: 

F (x) = exp (-e·-< ., ......... )/oc) 

The k referred to above being equal to zero, two parameters only appear in 

these expressions. 

u is the location parameter. 

a is the scale parameter. 

The standardised or reduced variate y is related to x by the relation: 

y = (x - u)/a = -In(-ln(F(x))) 

with g(y) = exp (-y-e-V ) 

and G (y) = exp (-e- V ) = F (x). 

The plotting position formula used is the Gringorten formula which is also 

used for the EV2 distribution: 

F:J = (i-O.44) I (N + 0.12) where i = rank. 
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Calculation of the Parameters by the Method of Moments 

The relations between the two first moments of the sample and the 

parameters are: 

6: = 0.78 a 

o = x - O. 577 6: = x - O. 45 a 

Calculation of the Parameters by the Method of Maximum Likelihood 

The likelihood function as defined previously is L(xlu, a) where x 

represents the sample collectively: 

N 

L(xl u, a) = n f(xilu, a) 

N N 

= _1_ exp [-L(Xi - u)/a 

The maximum likelihood estimates (the values of u and a which maximise the 

above quantity) also maximise the log likelihood (which is easier to work 

with) defined as: 

N N 

LL(x/u, a) = -N.ln(a) - L Yi - L' e-yi 

The likelihood estimates are computed by an iterative process where the 

estimates U.i and a i are progressively revised by two converging equations: 
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The initial values Uo and 0:0 are the estimates calculated by the method of 

moments. 

In Appendix 3.2.a, a flow chart displays the iterative method of Newton 

used to calculate the estimates. To understand the flow chart it is 

necessary to transfer: xo = u and S = 0:. The convergence 1 imf t i: has been 

set to 0.0001. 

Calculation of the Ouantiles 

The value of a quantile xp is easily obtained from the definition of F(x): 

xp = -0:. In(-ln(F(xp ))) + u 

The Confidence Interval 

As defined previously the bounds of the confidence interval of a quantile 

xp are calculated with the formula: 

the problem being to calculate (J",:p, the standard error of the quanti le xp' 

Method of Moments 

Lowery and Nash (1970) proposed: 

(J,.:p = _0"_ [1-1.1396(0.45 + 0.7797 Yp) + 1.1(0.45 + 0.7797 Yp)2]1/2 

IN 
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Method of Maximum likelihood: 

In Masson (report LHM 06/1983, 1983) or NERC (1975, p.103) one can find: 

Oxp = _a_ [0.6079 YI~..z + 0.514yp + 1.1086] 

IN 

The Frechet or EV2 Distribution 

This distribution also known as the log-Gumbel distribution is defined by 

its probability density function: 

f(x) = 1 (1-k(x-u)/a)1/k-l . exp(-[l-k(x - u)/a)l/k) 

a 

or by its cumulative density function; 

<:~::I,X)= exp(-[ 1-k(x - u)/a] l/k) 

with k<O, a)O and u + a ~ x ~ w 

k 

The reduced variate y is: 

y = 1 - x-u k = exp[ (k In(-ln(F(x»») with 0 ~ Y ~ w 

a 

The probability and cumulative density functions are defined as: 

g(y) = _y1/k-1 . exp(-yl/k) 

k 
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G{y) = exp(-yl/k) = F{x) 

Calculation of the Parameters by the Method of Moments 

The calculation of the parameters is carried out through several steps. 

The first parameter to work out is k. The skewness g is a dimensionless 

quantity and depends only on the shape parameter k: 

wi th: ~2 = var(y) = f(l + 2 k) - f2(1 + k) 

~3 = E[y - E(y)]3 = f(l + 3 k) - 3f(1 + 2 k).f(l + k) + 2f 3 (1 + k) 

The function f(x) (gamma) Is not easy to compute but the function ln[ (f(x)] 

can be approximated (Abramowitz and Stegun, 1964) by the expression: 

In[f(x)] = (x - 1/2). In(x) - x + ~ In(2rr) + _1_ -_1 __ + _1"--__ 

12x 360x3 1260XS 

+ ... 

1680x7 

and r (x) = exp[ In (f (x»] 

This relation is more accurate as x is high hence we can also use: 

In[f(x)] = In(f(x + n» - In[x(x + l)(x + 2) ... ·(x + n - 1)] 

If 18 < x < 1010 then only the first equation is used. 

If x < 18 then an integer n is added such that (x + n) is higher than 18 

and the two equations are used. 
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Then the method of dichotomy is applied to find the value of k which is the 

solution of the equation: 

This method provides accurate values of k if g > 1.7. 

Once k is known, t'1e estimates a and 0 are easily calculated: 

o = A + S with A = x - fi.E<y) and E<y) = [<1 + k) 

Calculation of the Parameters by the Method of Maximum Likelihood 

The principle is the same than for the EV1 distribution. The maximum 

likelihood solution ~the set of estimated parameters a, t and 0) is sought 

to maximise the log likelihood function LL(xlu, a, k) as Jenkinson (1969) 

reported: 

N N 

LL(xlu, a, k) = -Nln(a) - <1-k).2: W i - 2: e-wi 

j= 1 j=: 1 

where W,i = -_1_ In <1 - k (."'i - u) la) 

k 

The estimates a, 0 and k are worked out using an iterative process: 

U';+l = U.; + o~.; 

a';+l = a.; + oa.; 

k j +1 = k j + ok j 
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when OU.;, ocx j and ok.; are sufficiently small, the iterations are stopped. 

The initial values uo , CXc> and kc> are the parameters determined by the 

method of moments. 

The values of 0 can be computed using the following formulas: 

OUj = -~ [b Qj + h (p.; + Q.;)fk j + f (R j -(P.; + Q.;)/kj)/k j ] 

N 

OCXj = - -.fL....-

N 

ok j = ::.L (f 

N 

where: N 

P j = N - L e- w,i 

.1=\ 

N N 

.1=\ 1=\ 

N N 

Rj = N - L Wj + L W,i e - .... .1 

j=- 1 j=a 1 

The values of the coefficients a, b, c, f, g, h can be extracted from the 

variance - covariance matrix of the estimators <0, &, k) and depend on the 

value of k. The values of those coefficients are provided by the Flood 

Studies Report (NERC, 1975) down to k =-0.4- (Jenkinson, 1969). In this 

particular case, some values of k were lower than -0.4- so a computing 

program had to be set up to work out those coefficients to a value of k 

down to -1. The values of the coefficients corresponding to intermediate 
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values of k have been worked out by linear interpolation. 

Table 3.2.1 displays the values of the coefficients. 

Table 3.2.1. Coefficients involved in the computation of the parameters of 

the Frechet distribution (method of maximum likelihood). 

k a b c f g h 

0 0.65 1. 25 0.4-8 0.26 0.15 0.34 

-0.1 0.72 1. 27 0.55 0.26 0.10 0.46 

-0.2 0.81 1. 28 0.64 0.26 0.04 0.57 

-0.3 0.92 1. 29 0.73 0.26 -0.03 0.69 

-0.4 1. 05 1. 29 0.84 0.26 -0.09 0.80 

-0.5 1. 19 1. 29 0.94 0.25 -0.17 0.91 

-0.6 1. 37 1.29 1. 05 0.23 -0.25 1. 02 

-0.7 1. 56 1. 28 1. 16 0.21 -0.34 1. 13 

-0.8 1. 78 1. 28 1. 29 0.18 -0.44 1. 24 

-0.9 2.02 1. 27 1. 41 0.15 -0.54 1. 34 

-1.0 2.28 1.26 1. 55 0.12 -0.66 1. 45 

Calculation of the Quantiles 

The formula giving the quantile xp corresponding to the probability p is 

drawn from the cumulative density function, hence: 

xp = u + alk.[1-exp{k.ln(-ln(Fexp»)}] 

The Confidence Interval 

The method to compute the standard error (J:x:p has been found in the 

literature (NERC,1975) only for the maximum likelihood estimation: 
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(j,,,p =~ [a + b/W:';: + C/W2. (dw/dk) 2 + 2 h/w + 2 <g/w + 2f1w2).dw/dk]1/2 

IN 

where w = - e -ky dw = <ye"-k Y -w) Ik 

k dk 

and y = XC' - u <reduced variate for the Gumbel Distribution). 

ex 

Despi te the fact that this formula has been der i ved in a standard way, it 

is not satisfactory <pronounced funnel shape) when the estimated quantile 

approaches the upper bound of the variate values. 
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APPENDIX 3.2.8 

Iterative method of Newton to compute the parameters of the Gumbel 
distribution by the method of maximum likelihood. After Masson (report LHM 
13/1983, 1983). 

n 

T L 
i=l 

n 

Z = L 
i=l 

n 

i=l 

x. 
~ 

e 

- xO(k) 

s(k) 

x. - XO(k) 
~ 

s(k) 

e 

x - x (k) 
i 0 

P = n - Z 

R = n - T + Y 

n . d s(k) 

s(k) 
= 0.608 (-R) + 0.26 P 

0.26 (-~) + 1.11 P 

s (k + 1) = s(k) -+- d s(k) 

XO(k + 1) = xO(k) + d xO(k) 
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APPENDIX 3.3. The Pearson Type 3 and gamma distributions. 

Pearson Type 3 Distribution 

Calculation of the Parameters by the Method of Moments. 

Three parameters are to be est imated so three easy relat ions are to be 

used: 

y = 4- I g2 

Calculation of the Parameters by the Method of Maximum Likelihood 

The function to maximise is the log likelihood function. As presented for 

the previous distributions, the maximum likelihood estimates must satisfy: 

bLLlbxc . = 0, bLLlb~ = 0 and bLLlby = 0 

From the first two equations it can be drawn: 

N 

L (Xi - .~=,)-1 

Y = i=1 

N N 

L (X; - ~::,)'-'1 - N:;~ IL (Xi - Xc) 
:i.==1 i-I 
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N 

N 1-1 

Infortunately XC, must be calculated first and its computat ion is not 

straightforward. 

The previous equation bLL = 0 can be changed into the equivalent equation: 

by 

N 

G(X.,,) = 1 L (Xi - Xo) - In(!n - (Il' (y) = 0 

N :J.·~1 

where (Il' (y) = bln(f(y» = digamma or PSI function 

by 

N 

and LX = 1 L (Xi - xo) 

The method to calculate (Il' (y) is given in the section referring to the 

gamma distribution. 

The value of go annulling G(xo ) is worked out by the method of dichotomy 

whose flow chart is presented in appendix 3.3.a. The initial lower value 

to start the computat ion wi th is the lowest piece of EMC data from the 

sample (called ~(l». 

Calculation of the quantiles 

The quant i les can be computed using the same formulas as those presented 

for the gamma distribution. 
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The Confidence Interval 

Method of Moments: 

The standard error of the quantile xI'" is (after Masson, report LHM 06/1983, 

1983) : 

u,"'p =~ {1 + Kp.g + Kp 2 /2. (1 + 3g 2 /4) + 3.Kp.oKp/og.[g + g3/4] 

IN 

+ 3 (oKp/og)2. (2 + 3g 2 + 5g 4 18) } 

where Kp <frequency factor) can be calculated by the formula provided in 

the section for the gamma distribution and: 

lli = (Up 2 - 1)/6 + 4<Up "" - 6g Up )/6::;> - 3(U,-,2 - 1) g2/63 + 4Up g 3 /64-

og 

Method of maximum likelihood: 

0,.:p2 can be calculated using the formula for a three parameter distribution 

given in the section about the gamma distribution: 

var(y) 

var(l3) 

= 

D 13 4 <y-2) 

= ~ [0" <y)/ <y-2) - 11 <y-l):2) 

= 

D132 

N2 ("t. 0" <"t) - 1) 

D 13 2 

cov(y, 13) = N2 [1/(y-1) - 1/<y-2)] 

D13 3 
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cov(y. X;c" ) = NZ (1 - yl (y-1) ) 

D~P 

cov (~. X;;:.) = NZ ( 1 I (y-1) - 0"(y) ) 

D~2 

wi th D = N3 [2 0" <y) - (2y-3)1 <y-l):;;;:] 

~~ (y-2) 

and 0" <y) is the tr igamma funct ion presented in the sect ion for the 

gamma distribution. bxp• bxp and bxp are calculated by the formulas given 

in that section. by 

The Gamma Distribution 

This distribution can be regarded as a Pearson Type 3 distribution with a 

locat ion parameter Xc, equal to zero. Hence its probabi I i ty dens i ty 

function is: 

wi th Y > 0 

The cumulative probability function cannot be defined by a simple 

expression : 

F(x) = J f(x) . dx 

When y is large the distribution tends to be a normal distribution. The 

reduced variate y is related to x by: 

g (y) = y-v- 1 • e-- Y 

r(y) 

Y 

and G(y) = J g(y).dy 
... ") 
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G(y) depends only on the parameter y and therefore G(y) can be tabulated 

for various positive values of y. 

Calculation of the Parameters by the Method of Moments. 

The estimated parameters are worked out through the straightforward 

equations: 

~ = (0-",') 2 / X 

Calculation of the Parameters by the Method of Maximum Likelihood. 

The values of ~ and y that maximise the log likelihood function II (xl~, y) 

must be found. The maximum likelihood estimates must satisfy: 

Qll. = 0 and ill = 0 

b~ by 

N N 

where ll(xl~, y) = -N Y In(~) - N In(f(y))-L: xJ~ + (y-l) L: In(xi ) 

:1=1 

From the expression bll = o one can end up wi th 

by 

N 

In (x/y) + dln(f<:¥» - 1 L: In (Xi) = 0 

dy N :I-I 

Let dln{f(:¥» = 0' (y) = digamma or psi function. 

dy 

N 

Let G(y) = In(x/y) + 0' <y) - 1 L: In(xi ) 
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the eqUivalent quant i ty: 



The value of y that annuls G<y) can be worked out using either the method 

of dichotomy or the iterative method of Newton. The principle of the 

latter is to get directly the value of y after n + 1 iterations: 

where G' <y) = Q..Q.W =_1_ - 0" <y) 

by y 

0" <y) = tri funct ion. 

Yeo is the value of y calculated by the method of moments. The flow chart 

to compute 0"(y) is in Appendix 3.3.b whereas the one to compute 0"(y) is 

provided in Appendix 3.3.c. 

Once y is known, it is easy to derive a from the expression bll = 0 

a = x 
y 

Calculations of the Ouantiles 

ba 

The quantile xp corresponding to the cumulative probability p can be 

calculated by different ways: 

xp can be calculated using the X2 tables: 

xp = X2 (p, 2y) . 13/2 + x.=> and 2y is the degree of freedom; 

one can use the Harter's tables which provide the frequency factor Kp: 

xp = Kp. (J>( + X 

In this study the Wl1son-Hilferty's transformation has been used. This 

transformation <Kendall and Stuart, Vol. 1, P.401, 4th edition, 1977) 

allows a X2 variable to be expressed as a standard normal variate (Up): 
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,~, = y , 13 ' [1 - 1/9y + Up. (1I9y)Y.,' P + Xo 

It must be remembered that K.:::, = 0 for the gamma distribution. 

The Confidence Interval 

Method of moments: 

The bounds of the confidence interval are calculated by the formula: 

Xp ± U (1-0:/2) , 0.><1=' 

where o"p =!1.... [1 + Kp.g + Kp2/2. (1 + 3g 2 /4)]Y.I 

nr 

Kp (frequency factor) = Up + (Up2 - 1), g/6 + (UpS - 6Up). <g/6) 2 /3 

- <Up2 - 1). <g/6) S + Up. <g/6) 4 - (g/6) 513 

g is the skewness of the sample. 

Method of maximum likelihood: 

For a three parameter distribution the sampling variance of the quantile xp 

is expressed by: 
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If we drop out the terms involving the parameter xc:. we end up wi th a val id 

formula for the gamma distribution: 

where: 

bXn = 3~ [ yl/3 - 1/9y:;u::: + Up/3yl/€. ) 2 • [ 1/3y2/"" + 2/27y sr..3 -UpI18y7/6 ) 

by 

bXn = [ yl/3 - 1/9y~U3 + Up/3yl/€. ) 3 

b~ 

var <y) = 
N <y 0" (y) - 1) 

var <~) = 0"(1) 82 

N <y 0" <y) -1) 

cov <y, ~) = 8 

N (y 0" <y) - 1) 
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APPENDIX 3.3.a 

Flow chart showing the computing process of Xo (method of maximum 
likelihood for a Pearson Type 3 distribution). 

I BO=XO (1)-0.001 : PAS =-0.01 I 
3-

I FOR IT - 1 TO 50 -' 

'" l X = BO J 
~ GOSUB 19700: calcul. of (x, ~,LX I 
~ GOSUB 19500: calcul. of PSI I 

, GO = LX- L - LOG ~ -PSI I 
I X = BO + PAS J 

\ G1 = LX - In(~) - PSI I 
--*. 

GO • GHO ~es 

1 no 
1 

\ 

BO = X 
1. 19 \ PAS = PAS • 

'V 

I NEXT IT I 
~ 

/ Display: "No change of sign" / 
+ 

l B1 = X I 

+ 
I FOR J = 1 TO 30 I 

i-
I X = BO J 

J GOSUB 19700 I 
-1 GOSUB 19500 I 

I GO = LX - In(~) - PSI J 
.-1-

l X = B1 \ 
~l GOSUB 19700 J 

I i GOSUB 19500 J 
I \ X =(BO + B1)/2\ 
i 

J GOSUB I I 19700 

\ ~GOSUB 19500 I 
I , 
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G = LX - In(~) - PSI 

AB S (G) '----.___ -

<--....-'------ yes XO = X \~ 
9. 999999E -6 >----=------'L __ ! 

convergence" 

ex = 99.9 
~ = 99.9 
XO == 99.9 
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APPENDIX 3.3.b 

Flow chart showing the method of computing 0' (y) <Method of maximum 

likelihood for the gamma distribution). After Masson (1982), 

Psi = Euler - 1/Y 

Euler =-. 5772156649 

S3 = 1/12 

S4 = 1/120 

S5 = 1/252 

Y= t 
Psi = 0 

Psi = 

Y = Y + 1 Psi=Psi+Log(Y) - 0.5 I R 
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APPENDIX 3.3.c 

F low chart showing the method of computing 0" <y) <Method of maximum 

likelihood for the gamma distribution), After Masson (1982), 

Tr i = ~----,-

1/30, B6 = 1/42 

T · T' _--=1=---~ r1 = r1 +(Z il Z) 

Z = 
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APPENDIX 4.1 

Samples' (for all pollut ion parameters and for the four French catchments) 

of ranked EMCs used to test the .goodness of fit of the statistical 

distributions. 
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SAMPLE OF EMCs WITH THEIR CUMULATIVE PROBABILITIES: (rank-2/5)/(N+1/5) 
----------------------------------------------------------------------

EVENT MEAN CONCENTRATION OF COD (mg/l) CATCHMENT . MAUREPAS . 
SIZE OF SAMPLE= 126 NUMBER OF EVENTS= 174 

----------------------------------------------------------------------
* 18 0.005 19 0.013 21 0.021 25 0.029 * 
* 27 0.036 28 0.044 33 0.052 34 0.060 * 
* 34 0.068 34 0.076 35 0.084 35 0.092 * 
* 36 0.100 36 0.108 37 0.116 38 0.124 * 
* 39 0.132 39 0.139 40 0.147 40 0.155 * 
* 40 0.163 41 0.171 41 0.179 41 0.187 * 
* 42 0.195 43 0.203 44 0.211 44 0.219 * 
* 44 0.227 44 0.235 45 0.242 46 0.250 * 
* 46 0.258 49 0.266 51 0.274 51 0.282 * 
* 52 0.290 52 0.298 54 0.306 55 0.314 * 
* 55 0.322 58 0.330 58 0.338 59 0.345 * 
* 61 0.353 .61 0.361 61 0.369 63 0.377 * 
* 65 0.385 65 0.393 66 0.401 68 0.409 * 
* 68 0.417 69 0.425 69 0.433 71 0.441 * 
* 73 0.448 74 0.456 75 0.464 76 0.472 * 
* 76 0.480 77 0.488 77 0.496 79 0.504 * 
* 80 0.512 81 0.520 83 0.528 83 0.536 * 
* 85 0.544 87 0.552 87 0.559 89 0.567 * 
* 89 0.575 90 0.583 90 0.591 90 0.599 * 
* 92 0.607 92 0.615 95 0.623 9.6 0.631 * 
* 97 0.639 97 0.647 97 0.655 102 0.662 * 
* 104 0.670 105 0.678 105 0.686 106 0.694 * 
* 106 0.702 108 0.710 109 0.718 114 0.726 * 
* 117 0.734 119 0.742 124 0.750 124 0.758 * 
* 125 0.765 126 0.773 128 0.781 129 0.789 * 
* 130 0.797 130 0.805 132 0.813 133 0.821 * 
* 134 0.829 137 0.837 144 0.845 152 0.853 * 
* 162 0.861 164 0.868 168 0.876 171 0.884 * 
* 173 0.892 176 0.900 187 0.908 194 0.916 * 
* 197 0.924 205 0.932 217 0.940 223 0.948 * 
* 237 0.956 240 0.964 294 0.971 346 0.979 * 
* 442 0.987 590 0.995 * 
-----~~----------------------------------------------------------------

* * STATISTICAL PARAMETERS OF THE SAMPLE * 
* * 
* MEAN= 97.82539 * 
* STANDARD DEVIATION= 78.83456 * 
* SKEWNESS= 3.067046 * 
* COEFFICIENT OF VARIATION= .8058701 * 
* SMALLEST VALUE= 18 * 
* LARGEST VALUE= 590 * ----------------------------------------------------------------------

" , 
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SAMPLE OF EMCs WITH THEIR CUMULATIVE PROBABILITIES: (rank-2/5)/(N+1/5) 
----------------------------------------------------------------------

EVENT MEAN CONCENTRATION OF TSS (mg/l) CATCHMENT . MAUREPAS . 
SIZE OF SAMPLE= 126 NUMBER OF EVENTS= 174 

----------------------------------------------------------------------
* 14 0.005 24 0.013 25 0.021 27 0.029 * 
* 28 0.036 34 0.044 34 0.052 34 0.060 * 
* 38 0.068 38 0.076 39 0.084 40 0.092 * 
* 41 0.100 41 0.108 43 0.116 43 0.124 * 
* 43 0.132 44 0.139 46 0.147 51 0.155 * 
* 52 0.163 52 0.171 54 0.179 54 0.187 * 
* 55 0.195 58 0.203 59 0.211 59 0.219 * 
* 60 0.227 61 0.235 61 0.242 64 0.250 * 
* 65 0.258 66 0.266 68 0.274 68 0.282 * 
* 69 0.290 70 0.298 71 0.306 71 0.314 * 
* 72 0.322 73 0.330 75 0.338 77 0.345 * 
* 77 0.353 78 0.361 81 0.369 81 0.377 * 
* 82 0.385 82 0.393 84 0.401 84 0.409 * 
* 89 0.417 91 0.425 92 0.433 96 0.441 * 
* 97 0.448 97 0.456 98 0.464 99 0.472 * 
* 100 0.480 109 0.488 110 0.496 112 0.504 * 
* 121 0.512 123 0.520 126 0.528 126 0.536 * 
* 126 0.544 127 0.552 129 0.559 131 0.567 * 
* 133 0.575 136 0.583 140 0.591 143 0.599 * 
* 143 0.607 147 0.615 148 0.623 149 0.631 * 
* 151 0.639 152 0.647 153 0.655 158 0.662 * 
* 162 0.670 164 0.678 173 0.686 177 0.694 * 
* 181 0.702 183 0.710 186 0.718 190 0.726 * 
* 195 0.734 196 0.742 198 0.750 200 0.758 * 
* 215 0.765 222 0.773 222 0.781 223 0.789 * 
* 227 0.797 228 0.805 237 0.813 246 0.821 * 
* 256 0.829 258 0.837 263 0.845 268 0.853 * 
* 314 0.861 357 0.868 364 0.876 365 0.884 * 
* 369 0.892 369 0.900 415 0.908 419 0.916 * 
* 450 0.924 476 0.932 478 0.940 502 0.948 * 
* 566 0.956 635 0.964 692 0.971 818 0.979 * 
* 890 0.987 894 0.995 * ----------------------------------------------------------------------
* * STATISTICAL PARAMETERS OF THE SAMPLE * 
* * 
* MEAN= 169.0873 * 
* STANDARD DEVIATION= 170.4193 * 
* SKEWNESS= 2.313487 * 
* COEFFICIENT OF VARIATION= 1.007878 * 
* SMALLEST VALUE= 14 * 
* LARGEST VALUE= 894 * ----------------------------------------------------------------------
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SAMPLE OF EMCs WITH THEIR CUMULATIVE PROBABILITIES: (rank-2/5)/(N+1/5) 
- - -----------------------------------------------------------'---------

* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 

EVENT MEAN CONCENTRATION OF BOD5 (rng/l) CATCHMENT: MAUREPAS 

2 
5 
5 
5 
6 
6 
7 
7 
8 
8 
9 

10 
10 
10 
11 
12 
13 
13 
14 
15 
15 
16 
17 
19 
20 
21 
22 
23 
24 
29 
36 

110 

SIZE OF SAMPLE= 126 NUMBLR OF EVENTS= 174 

0.005 
0.036 
0.068 
0.100 
0.132 
0.163 
0.195 
0.227 
0.258 
0.290 
0.322 
0.353 
0.385 
0.417 
0.448 
0.480 
0.512 
0.544 
0.575 
0.607 
0.639 
0.670 
0.702 
0.734 
0.765 
0.797 
0.829 
0.861 
0.892 
0.924 
0.956 
0.987 

3 
5 
5 
5 
6 
6 
7 
7 
8 
8 
9 

10 
10 
10 
11 
12 
13 
13 
15 
15 
15 
16 
18 
19 
20 
21 
22 
23 
25 
30 
39 

110 

0.013 
0.044 
0.076 
0.108 
0.139 
0.171 
0.203 
0.235 
0.266 
0.298 
0.330 
0.361 
0.393 
0.425 
0.456 
0.488 
0.520 
0.552 
0.583 
0.615 
0.647 
0.678 
0.710 
0.742 
0.773 
0.805 
0.837 
0.868 
0.900 
0.932 
0.964 
0.995 

3 
5 
5 
6 
6 
7 
7 
7 
8 
9 
9 

10 
10 
10 
11 
12 
13 
13 
15 
15 
16 
16 
18 
19 
20 
21 
22 
24 
27 
31 
52 

0.021 
0.052 
0.084 
0.116 
0.147 
0.179 
0.211 
0.242 
0.274 
0.306 
0.338 
0.369 
0.401 
0.433 
0.464 
0.496 
0.528 
0.559 
0.591 
0.623 
0.655 
0.686 
0.718 
0.750 
0.781 
0.813 
0.845 
0.876 
0.908 
0.940 
0.971 

4 0.029 
5 0.060 
5 0.092 
6 0.124 
6 0.155 
7 0.187 
7 0.219 
7 0.250 
8 0.282 
9 0.314 
9 0.345 

10 0.377 
100.409 
11 0.441 
12 0~472 
12 0.504 
13 0.536 
14 0.567 
15 0.599 
15 0.631 
16 0.662 
17 0.694 
19 0.726 
19 0.758 
21 0.789 
21 0.821 
23 0.853 
24 0.884 
29 0.916 
35 0.948 

109 0.979 

* * STATISTICAL PARAMETERS OF THE SAMPLE 

* 
* 
* 
* 
* 
* 
* 

MEAN= 16.10317 
STANDARD DEVIATION= 16.7554 
SKEWNESS= 4.216314 
COEFFICIENT OF VARIATION= 1.040503 
SMALLEST VALUE= 2 
LARGEST VALUE= 110 
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SAMPLE OF EMCs WITH THEIR CUMULATIVE PROBABILITIES: (rank-2/5)/(N+1/5) 
----------------------------------------------------------------------

EVENT MEAN CONCENTRATION OF ZINC (mg/l) CATCHMENT . MAUREPAS . 
SIZE OF SAMPLE= 96 NUMBER OF EVENTS= 173 

----------------------------------------------------------------------
* 0.114 0.006 0.129 0.017 0.140 0.027 0.140 0.037 * 
* 0.140 0.048 0.148 0.058 0.155 0.069 0.160 0.079 * 
* 0.162 0.089 0.172 0.100 0.173 0.110 0.174 0.121 * 
* 0.175 0.131 0.183 0.141 0.186 0.152 0.190 0.162 * 
* 0.192 0.173 0.204 0.183 0.204 0.193 0.207 0.204 * 
* 0.208 0.214 0.208 0.225 0.213 0.235 0.217 0.245 * 
* 0.230 0.256 0.230 0.266 0.233 0.277 0.235 0.287 * 
* 0.237 0.297 0.240 0.308 0.240 0.318 0.246 0.328 * 
* 0.250 0.339 0.255 0.349 0.257 0.360 0.260 0.370 * 
* 0.270 0.380 0.270 0.391 0.278 0.401 0.280 0.412 * 
* 0.284 0.422 0.288 0.432 0.290 0.443 0.300 0.453 * 
* 0.300 0.464 0.307 0.474 0.307 0.484 0.311 0.495 * 
* 0.319 0.505 0.323 0.516 0.330 0.526 0.330 0.536 * 
* 0.332 0.547 0.347 0.557 0.350 0.568 0.352 0.578 * 
* 0.359 0.588 0.360 0.599 0.361 0.609 0.367 0.620 * 
* 0.370 0.630 0.375 0.640 0.378 0.651 0.384 0.661 * 
* 0.384 0.672 0.385 0.682 0.395 0.692 0.402 0.703 * 
* 0.420 0.713 0.420 0.723 0.449 0.734 0.465 0.744 * 
* 0.470 0.755 0.470 0.765 0.472 0.775 0.508 0.786 * 
* 0.511 0.796 0.547 0.807 0.550 0.817 0.570 0.827 * 
* 0.580 0.838 0.600 0.848 0.650 0.859 0.680 0.869 * 
* 0.681 0.879 0.693 0.890 0.730 0.900 0.774 0.911 * 
* 0.815 0.921 0.832 0.931 0.841 0.942 0.890 0.952 * 
* 0.890 0.963 0.950 0.973 0.959 0.983 1. 230 0.994 * 
* * ----------------------------------------------------------------------
* * STATISTICAL PARAMETERS OF THE SAMPLE * 
* * 
* MEAN= .3796041 * 
* STANDARD DEVIATION= .2228809 * 
* SKEWNESS= 1. 436491 * 
* COEFFICIENT OF VARIATION= .5871403 * 
* SMALLEST VALUE= .114 * 
* LARGEST VALUE= 1.23 * ----------------------------------------------------------------------
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SAMPLE OF EMCs WITH THEIR CUMULATIVE PROBABILITIES: (rank-2/5)/(N+1/5) 

EVENT MEAN CONCENTRATION OF N03 (mg/l) CATCHMENT: MAUREPAS 
SIZE OF SAMPLE= 87 NUMBER OF EVENTS= 173 

* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 

1.480 
2.000 
2.300 
2.710 
2.900 
3.090 
3.180 
3.420 
3.580 
3.900 
4.200 
4.410 
4.820 
5.120 
5.780 
5.850 
6.270 
6.740 
6.990 
7.380 
8.640 
9.700 

0.007 
0.053 
0.099 
0.144 
0.190 
0.236 
0.282 
0.328 
0.374 
0.420 
0.466 
0.511 
0.557 
0.603 
0.649 
0.695 
0.741 
0.787 
0.833 
0.878 
0.924 
0.970 

1.600 
2.160 
2.310 
2.810 
2.910 
3.090 
3.200 
3.450 
3.660 
4.010 
4.260 
4.600 
4.970 
5.280 
5.800 
5.900 
6.580 
6.840 
7.150 
7.870 
8~700 

11. 600 

0.018 
0.064 
0.110 
0.156 
0.202 
0.248 
0.294 
0.339 
0.385 
0.431 
0.477 
0.523 
0.569 
0.615 
0.661 
0.706 
0.752 
0.798 
0.844 
0.890 
0.936 
0.982 

1. 750 
2.190 
2.650 
2.860 
3.000 
3.100 
3.200 
3.490 
3.810 
4.080 
4.330 
4.690 
5.050 
5.380 
5.820 
6.100 
6.670 
6.900 
7.240 
8.050 
9.510 

14.600 

* * STATISTICAL PARAMETERS OF THE SAMPLE 

* 
* 
* 
* 
* 
* 
* 

MEAN= 4.934023 
STANDARD DEVIATION= 2.394617 
SKEWNESS= 1.175709 
COEFFICIENT OF VARIATION= .4853275 
SMALLEST VALUE= 1.48 
LARGEST VALUE= 14.6 

0.030 
0.076 
0.122 
0.167 
0.213 
0.259 
0.305 
0.351 
0.397 
0.443 
0.489 
0.534 
0.580 
0.626 
0.672 
0.718 
0.764 
0.810 
0.856 
0.901 
0.947 
0.993 
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1.900 
2.200 
2.680 
2.900 
3.000 
3.160 
3.370 
3.500 
3.820 
4.180 
4.410 
4.790 
5.090 
5.410 
5.850 
6.220 
6.720 
6.940 
7.330 
8.430 
9.680 

0.041 
0.087 
0.133 
0.179 
0.225 
0.271 
0.317 
0.362 
0.408 
0.454 
0.500 
0.546 
0.592 
0.638 
0.683 
0.729 
0.775 
0.821 
0.867 
0.913 
0.959 

* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 

* 
* 
* 
* 
* 
* 
* 
* 



SAMPLE OF EMCs WITH THEIR CUMULATIVE PROBABILITIES: (rank-2/5)/(N+1/5) 

EVENT MEAN CONCENTRATION OF N-NH4 (mg/l) CATCHMENT : MAUREPAS 
SIZE OF SAMPLE= 87 NUMBER OF EVENTS= 173 

* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 

0.030 
0.170 
0.240 
0.270 
0.290 
0.330 
0.390 
0.490 
0.570 
0.620 
0.690 
0.900 
0.960 
1.010 
1.100 
1.320 
1.410 
1.530 
2.160 
2.400 
2.660 
3.220 

0.007 
0.053 
0.099 
0.144 
0.190 
0.236 
0.282 
0.328 
0.374 
0.420 
0.466 
0.511 
0.557 
0.603 
0.649 
0.695 
0.741 
0.787 
0.833 
0.878 
0.924 
0.970 

0.060 
0.190 
0.250 
0.270 
0.300 
0.330 
0.410 
0.500 
0.570 
0.640 
0.700 
0.910 
0.970 
1. 080 
1.110 
1. 320 
1.410 
1.680 
2.180 
2.410 
2.680 
4.550 

0.018 
0.064 
0.110 
0.156 
0.202 
0.248 
0.294 
0.339 
0.385 
0.431 
0.477 
0.523 
0.569 
0.615 
0.661 
0.706 
0.752 
0.798 
0.844 
0.890 
0.936 
0.982 

0.120 
0.210 
0.250 
0.280 
0.310 
0.350 
0.460 
0.510 
0.570 
0.690 
0.700 
0.910 
0.980 
1.080 
1.190 
1.350 
1.500 
1.720 
2.350 
2.640 
2.920 
5.120 

* * STATISTICAL PARAMETERS OF THE SAMPLE 

* 
* 
* 
* 
* 
* 
* 

MEAN= 1. 092644 
STANDARD DEVIATION= .9826237 
SKEWNESS= 1.680895 
COEFFICIENT OF VARIATION= .8993086 
SMALLEST VALUE= .03 
LARGEST VALUE= 5.12 

0.030 
0.076 
0.122 
0.167 
0.213 
0.259 
0.305 
0.351 
0.397 
0.443 
0.489 
0.534 
0.580 
0.626 
0.672 
0.718 
0.764 
0.810 
0.856 
0.901 
0.947 
0.993 
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0.120 
0.210 
0.270 
0.290 
0.320 
0.350 
0.480 
0.510 
0.580 
0.690 
0.770 
0.950 
1. 000 
1. 090 
1.270 
1. 360 
1.500 
1.770 
2.360 
2.660 
3.020 

0.041 
0.087 
0.133 
0.179 
0.225 
0.271 
0.317 
0.362 
0.408 
0.454 
0.500 
0.546 
0.592 
0.638 
0.683 
0.729 
0.775 
0.821 
0.867 
0.913 
0.959 

* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 



SAMPLE OF EMCs WITH THEIR CUMULATIVE PROBABILITIES: (rank-2/5)/(N+1/5) 

EVENT MEAN CONCENTRATION OF COD (mg/l) CATCHMENT: LES ULIS 
SIZE OF SAMPLE= 79 Nl..IBER OF EVENTS= 98 

42 
64 
88 
99 

112 
121 
135 
149 
169 
186 
209 
221 
232 
277 
320 
353 
413 
701 
846 

53 
72 
92 

101 
113 
123 
136 
152 
172 
194 
212 
224 
248 
301 
320 
356 
450 
730 
924 

* 36 
* 63 
* 87 
* 93 
* 104 
* 120 
* 133 
* 143 
* 159 
* 179 
* 201 
* 216 
* 231 
* 271 
* 308 
* 350 
* 373 
* 565 
* 771 
* 1490 

0.008 
0.058 
0.109 
0.159 
0.210 
0.260 
0.311 
0.361 
0.412 
0.462 
0.513 
0.563 
0.614 
0.664 
0.715 
0.765 
0.816 
0.866 
0.917 
0.967 1850 

0.020 
0.071 
0.121 
0.172 
0.222 
0.273 
0.323 
0.374 
0.424 
0.475 
0.525 
0.576 
0.626 
0.677 
0.727 
0.778 
0.828 
0.879 
0.929 
0.980 2720 

* * STATISTICAL PARAMETERS OF THE SAMPLE 

* 
* 
* 
* 
* 
* 
* 

MEAN= 322.519 
STANDARD DEVIATION= 411.6557 
SKEWNESS= 3.57785 
COEFFICIENT OF VARIATION= 1.276377 
SMALLEST VALUE= 36 
LARGEST VALUE= 2720 
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0.033 
0.083 
0.134 
0.184 
0.235 
0.285 
0.336 
0.386 
0.437 
0.487 
0.538 
0.588 
0.639 
0.689 
0.740 
0.790 
0.841 
0.891 
0.942 
0.992 

56 
77 
92 

104 
119. 
129 
139 
153 
173 
195 
212 
229 
266 
307 
338 
372 
476 
749 

1120 

0.045 
0.096 
0.146 
0.197 
0.247 
0.298 
0.348 
0.399 
0.449 
0.500 
0.551 
0.601 
0.652 
0.702 
0.753 
0.803 
0.854 
0.904 
0.955 

* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 



SAMPLE OF EMCs WITH THEIR CUMULATIVE PROBABILITIES: (rank-2/5)/(N+1/5) 

EVENT MEAN CONCENTRATION OF TSS (mg/I) CATCHMENT: LES ULIS 
SIZE OF SAMPLE= 79 NUM..;ER OF EVEN'fS= 98 

* 40 
* 107 
* 120 
* 146 
* 163 
* 206 
* 225 
* 244 
* 277 
* 307 
* 364 
* 396 
* 438 
* 467 
* 556 
* 662 
* 804 
* 992 
* 1230 
* 1660 

0.008 
0.058 
0.109 
0.159 
0.210 
0.260 
0.311 
0.361 
0.412 
0.462 
0.513 
0.563 
0.614 
0.664 
0.715 
0.765 
0.816 
0.866 
0.917 
0.967 

44 
113 
131 
146 
176 
211 
226 
246 
300 
312 
375 
408 
443 
475 
558 
745 
808 

1010 
1260 
1960 

0.020 
0.071 
0.121 
0.172 
0.222 
0.273 
0.323 
0.374 
0.424 
0.475 
0.525 
0.576 
0.626 
0.677 
0.727 
0.778 
0.828 
0.879 
0.929 
0.980 

88 
115 
134 
150 
180 
215 
228 
253 
304 
329 
382 
428 
445 
512 
564 
778 
883 

1030 
1400 
2480 

* * STATISTICAL PARAMETERS OF THE SAMPLE 

* 
* 
* 
* 
* 
* 
* 

MEAN= 495.8481 
STANDARD DEVIATION= 456.6714 
SKEWNESS= 1.97677 
COEFFICIENT OF VARIATION= .9209904 
SMALLEST VALUE= 40 
LARGEST VALUE= 2480 

0.033 
0.083 
0.134 
0.184 
0.235 
0.285 
0.336 
0.386 
0.437 
0.487 
0.538 
0.588 
0.639 
0.689 
0.740 
0.790 
0.841 
0.891 
0.942 
0.992 
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92 
117 
141 
158 
186 
217 
234 
260 
306 
353 
390 
429 
457 
555 
618 
790 
900 

1200 
1520 

0.045 
0.096 
0.146 
0.197 
0.247 
0.298 
0.348 
0.399 
0.449 
0.500 
0.551 
0.601 
0.652 
0.702 
0.753 
0.803 
0.854 
0.904 
0.955 

* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 

* 
* 
* 
* 
* 
* 
* 
* 



SAMPLE OF EMCs WITH THEIR CUMULATIVE PROBABILITIES: (rank-2/5)/(N+1/5) 

EVENT MEAN CONCENTRATION OF BOD5 (mg/l) CATCHMENT: LES ULIS 
SIZE OF SAMPLE= 79 NUMBER OF EVENTS= 98 

----------------------------------------------------------------------
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 

6 
13 
16 
18 
20 
22 
24 
26 
29 
33 
35 
37 
44 
49 
60 
73 

104 
127 
159 
327 

0.008 
0.058 
0.109 
0.159 
0.210 
0.260 
0.311 
0.361 
0.412 
0.462 
0.513 
0.563 
0.614 
0.664 
0.715 
0.765 
0.816 
0.866 
0.917 
0.967 

9 
14 
17 
19 
20 
22 
25 
27 
29 
34 
35 
38 
45 
50 
60 
75 

109 
130 
186 
465 

0.020 
0.071 
0.121 
0.172 
0.222 
0.273 
0.323 
0.374 
0.424 
0.475 
0.525 
0.576 
0.626 
0.677 
0.727 
0.778 
0.828 
0.879 
0.929 
0.980 

10 
15 
17 
19 
21 
23 
26 
28 
30 
34 
35 
40 
45 
52 
68 
79 

112 
131 
234 
666 

* * STATISTICAL PARAMETERS OF THE SAMPLE 
* * MEAN= 68.44304 
* STANDARD DEVIATION= 100.397 
* SKEWNESS= 3.817514 
* COEFFICIENT OF VARIATION= 1.46687 
* SMALLEST VALUE= 6 
* LARGEST VALUE= 666 
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0.033 
0.083 
0.134 
0.184 
0.235 
0.285 
0.336 
0.386 
0.437 
0.487 
0.538 
0.588 
0.639 
0.689 
0.740 
0.790 
0.841 
0.891 
0.942 
0.992 

11 
15 
18 
20 
22 
24 
26 
28 
32 
35 
35 
41 
48 
56 
68 
79 

126 
134 
273 

0.045 
0.096 
0.146 
0.197 
0.247 
0.298 
0.348 
0.399 
0.449 
0.500 
0.551 
0.601 
0.652 
0.702 
0.753 
0.803 
0.854 
0.904 
0.955 

* 
* 
* *. 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 

* 
* 
* 
* 
* 
* 
* 
* 



SAMPLE OF EMCs WITH THEIR CUMULATIVE PROBABILITIES: (rank-2/5)/(N+1/5) 

EVENT MEAN CONCENTRATION OF ZINC (mg/l) CATCHMENT: LES ULIS 
SIZE OF SAMPLE= 58 NUMBER OF EVENTS= 96 

----------------------------------------------------------------------
* 0.107 0.010 0.107 0.027 0.124 0.045 0.124 0.062 * 
* 0.127 0.079 0.135 0.096 0.138 0.113 0.139 0.131 * 
* 0.141 0.148 0.142 0.165 0.147 0.182 0.181 0.199 * 
* 0.198 0.216 0.208 0.234 0.208 0.251 0.208 0.268 * 
* 0.210 0.285 0.214 0.302 0.229 0.320 0.229 0.337 * 
* 0.238 0.354 0.240 0.371 0.244 0.388 0.260 0.405 * 
* 0.264 0.423 0.273 0.440 0.290 0.457 0.298 0.474 * 
* 0.298 0.491 0.306 0.509 0.311 0.526 0.311 0.543 * 
* 0.322 0.560 0.345 0.577 0.356 0.595 0.369 0.612 * 
* 0.380 0.629 0.382 0.646 0.396 0.663 0.398 0.680 * 
* 0.402 0.698 0.411 0.715 0.451 0.732 0.500 0.749 * 
* 0.504 0.766 0.508 0.784 0.527 0.801 0.550 0.818 * 
* 0.570 0.835 0.616 0.852 0.730 0.869 0.822 0.887 * 
* 1. 080 0.904 1.100 0.921 1.100 0.938 1.120 0.955 * 
* 1.250 0.973 1.920 0.990 * ----------------------------------------------------------------------
* * STATISTICAL PARAMETERS OF THE SAMPLE * 
* * 
* MEAN= .4096208 * 
* STANDARD DEVIATION= .341326 * 
* SKEWNESS= 2.225345 * 
* COEFFICIENT OF VARIATION= .8332731 * 
* SMALLEST VALUE= .107 * 
* LARGEST VALUE= 1.92 * ----------------------------------------------------------------------
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SAMPLE OF EMCs WITH THEIR CUMULATIVE PROBABILITIES: (rank-2/5)/(N+1/5) 

EVENT MEAN CONCENTRATION OF N03 (mg/l) CATCHMENT: LES ULIS 
SIZE OF SAMPLE= 47 NUMBER OF EVENTS= 96 

----------------------------------------------------------------------
* 2.430 0.013 2.500 0.034 2.530 0.055 2.880 0.076 * 
* 2.880 0.097 3.200 0.119 3.200 0.140 3.250 0.161 * 
* 3.380 0.182 3.400 0.203 3.410 0.225 3.470 0.246 * 
* 3.670 0.267 3.840 0.288 3.900 0.309 3.930 0.331 * 
* 4.130 0.352 4.190 0.373 4.210 0.394 4.230 0.415 * 
* 4.240 0.436 4.310 0.458 4.320 0.479 4.360 0.500 * 
* 4.360 0.521 4.520 0.542 4.580 0.564 4.700 0.585 * 
* 4.780 0.606 4.820 0.627 4.900 0.648 5.000 0.669 * 
* 5.190 0.691 5.400 0.712 5.440 0.733 5.540 0.754 * 
* 5.610 0.775 5.620 0.797 '5.960 0.818 6.200 0.839 * 
* 6.510 0.860 6.910 0.881 7.150 0.903 7.830 0.924 * 
* 8.530 0.945 11. 200 0.966 14.100 0.987 * ----------------------------------------------------------------------
* * STATISTICAL PARAMETERS OF THE SAMPLE * 
* * 
* MEAN= 4.908723 * 
* STANDARD DEVIATION= 2.135025 * 
* SKEWNESS= 2.253652 * 
* COEFFICIENT OF VARIATION= .4349452 * 
* SMALLEST VALUE= 2.43 * 
* LARGEST VALUE= 14.1 * 
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SAMPLE OF EMCs WITH THEIR CUMULATIVE PROBABILITIES: (rank-2/5)/(N+1/5) 
----------------------------------------------------------------------

EVENT MEAN CONCENTRATION OF N-NH4 (mg/l) CATCHMENT : LES ULIS 
SIZE OF SAMPLE= 47 NUMBER OF EVENTS= 96 

----------------------------------------------------------------------
* 0.460 0.013 0.480 0.034 0.510 0.055 0.520 0.076 * 
* 0.580 0.097 0.640 0.119 0.640 0.140 0.720 0.161 * 
* 0.770 0.182 0.770 0.203 0.770 0.225 0.880 0.246 * 
* 0.890 0.267 0.890 0.288 1.000 0.309 1.010 0.331 * 
* 1.120 0.352 1.210 0.373 1.230 0.394 1.240 0.415 * 
* 1.380 0.436 1. 390 0.458 1.810 0.479 1.830 0.500 * 
* 1.980 0.521 2.050 0.542 2.080 0.564 2.100 0.585 * 
* 2.170 0.606 2.210 0.627 2.220 0.648 2.280 0.669 * 
* 2.370 0.691 2.460 0.712 2.480 0.733 2.640 0.754 * 
* 2.760 0.775 3.220 0.797 3.300 0.818 3.400 0.839 * 
* 3.800 0.860 4.000 0.881 4.270 0.903 4.890 0.924 * 
* 5.700 0.945 7.120 0.966 7.810 0.987 * ----------------------------------------------------------------.------
* * STATISTICAL PARAMETERS OF THE SAMPLE * 
* * 
* MEAN= 2.128723 * 
* STANDARD DEVIATION= 1. 667109 * 
* SKEWNESS= 1.606934 * 
* COEFFICIENT OF VARIATION= .7831498 * 
* SMALLEST VALUE= .46 * 
* LARGEST VALUE= 7.81 * ----------------------------------------------------------------------
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SAMPLE OF EMCs WITH THEIR CUMULATIVE PROBABILITIES: (rank-2/5)/(N+1/5) 

EVENT MEAN CONCENTRATION OF COD (mg/l) CATCHMENT: AIX-ZUP 
SIZE OF SAMPLE= 52 NUMBER OF EVENTS= 75 

* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 

41 
58 
76 
95 

116 
134 
156 
198 
253 
320 
408 
503 
695 

0.011 
0.088 
0.165 
0.241 
0.318 
0.395 
0.471 
0.548 
0.625 
0.701 
0.778 
0.854 
0.931 

46 
58 
83 

102 
130 
138 
158 
217 
269 
359 
409 
515 
760 

0.031 
0.107 
0.184 
0.261 
0.337 
0.414 
0.490 
0.567 
0.644 
0.720 
0.797 
0.874 
0.950 

46 
67 
87 

108 
133 
140 
160 
244 
276 
364 
454 
614 
803 

* * STATISTICAL PARAMETERS OF THE SAMPLE 

* 
* 
* 
* 
* 
* 
* 

MEAN= 266.3846 
STANDARD DEVIATION= 238.6534 
SKEWNESS= 1.748656 
COEFFICIENT OF VARIATION= .8958979 
SMALLEST VALUE= 41 
LARGEST VALUE= 1220 

0.050 
0.126 
0.203 
0.280 
0.356 
0.433 
0.510 
0.586 
0.663 
0.739 
0.816 
0.893 
0.969 

54 
73 
92 

115 
134 
141 
177 
250 
281 
370 
500 
652 

1220 

0.069 
0.146 
0.222 
0.299 
0.375 
0.452 
0.529 
0.605 
0.682 
0.759 
0.835 
0.912 
0.989 

* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 

SAMPLE OF EMCs WITH THEIR CUMULATIVE PROBABILITIES: (rank-2/5)/(N+1/5) 

* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 

EVENT MEAN CONCENTRATION OF TSS (mg/l) CATCHMENT: AIX-ZUP 

22 
65 
98 

114 
140 
182 
195 
222 
245 
306 
437 
612 
860 

SIZE OF SAMPLE= 52 NUMBER OF EVENTS= 75 

0.011 
0.088 
0.165 
0.241 
0.318 
0.395 
0.471 
0.548 
0.625 
0.701 
0.778 
0.854 
0.931 

54 
68 

103 
130 
147 
186 
198 
233 
259 
319 
449 
702 
960 

0.031 
0.107 
0.184 
0.261 
0.337 
0.414 
0.490 
0.567 
0.644 
0.720 
0.797 
0.874 
0.950 

56 
68 

111 
137 
170 
188 
207 
235 
282 
388 
570 
757 
976 

0.050 
0.126 
0.203 
0.280 
0.356 
0.433 
0.510 
0.586 
0.663 
0.739 
0.816 
0.893 
0.969 

59 
79 

112 
139 
170 
190 
222 
239 
295 
389 
595 
804 

2010 

0.069 
0.146 
0.222 
0.299 
0.375 
0.452 
0.529 
0.605 
0.682 
0.759 
0.835 
0.912 
0.989 

* * STATISTICAL PARAMETERS OF THE SAMPLE 

* 
* 
* 
* 
* 
* 
* 

MEAN= 322.1923 
STANDARD DEVIATION= 338.8706 
SKEWNESS= 2.747618 
COEFFICIENT OF VARIATION= 1.051765 
SMALLEST VALUE= 22 
LARGEST VALUE= 2010 

* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* ----------------------------------------------------------------------
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SAMPLE OF EMCs WITH THEIR CUMULATIVE PROBABILITIES: (rank-2/5)/(N+1/5) 

EVENT MEAN CONCENTRATION OF BOD5 (mg/l) CATCHMENT: AIX-ZUP 
SIZE OF SAMPLE= 45 NUMBER OF EVENTS= 75 

----------------------------------------------------------------------
* 1 0.013 1 0.035 3 0.058 5 0.080 * 
* 5 0.102 5 0.124 8 0.146 9 0.168 * 
* 10 0.190 11 0.212 11 0.235 11 0.257 * 
* 13 0.279 13 0.301 16 0.323 16 0.345 * 
* 21 0.367 25 0.389 27 0.412 28 0.434 * 
* 29 0.456 30 0.478 32 0.500 36 0.522 * 
* 41 0.544 42 0.566 44 0.588 47 0.611 * 
* 47 0.633 49 0.655 49 0.677 54 0.699 * 
* 54 0.721 55 0.743 64 0.765 74 0.788 * 
* 85 0.810 103 0.832 123 0.854 127 0.876 * 
* 127 0.898 127 0.920 153 0.942 256 0.965 * 
* 460 0.987 * ----------------------------------------------------------------------
* * STATISTICAL PARAMETERS OF THE SAMPLE * 
* * 
* MEAN= 56.6 * 
* STANDARD DEVIATION= 78.73286 * 
* SKEWNESS= 3.365703 * 
* COEFFICIENT OF VARIATION= 1. 39104 * 
* SMALLEST VALUE= 1 * 
* LARGEST VALUE= 460 * 

SAMPLE OF EMCs WITH THEIR CUMULATIVE PROBABILITIES: (rank-2/5)/(N+1/5) 

EVENT MEAN CONCENTRATION OF ZINC (mg/l) CATCHMENT: AIX-ZUP 
SIZE OF SAMPLE= 41 NUMBER OF EVENTS= 74 

* 0.004 0.015 0.024 0.039 0.025 0.063 0.028 0.087 * 
* 0.032 0.112 0.040 0.136 0.040 0.160 0.040 0.184 * 
* 0.040 0.209 0.040 0.233 0.042 0.257 0.045 0.282 * 
* 0.045 0.306 0.046 0.330 0.050 0.354 0.050 0.379 * 
* 0.054 0.403 0.060 0.427 0.060 0.451 0.060 0.476 * 
* 0.062 0.500 0.062 0.524 0.062 0.549 0.066 0.573 * 
* 0.068 0.597 0.070 0.621 0.070 0.646 0.074 0.670 * 
* 0.078 0.694 0.080 0.718 0.083 0.743 0.085 0.767 * 
* 0.086 0.791 0.086 0.816 0.110 0.840 0.120 0.864 * 
* 0.186 0.888 0.256 0.913 0.260 0.937 0.262 0.961 * 
* 0.325 0.985 * ----------------------------------------------------------------------
* * STATISTICAL PARAMETERS OF THE SAMPLE * 
* * 
* MEAN= 8.234146E-02 * 
* STANDARD DEVIATION= 7.077366E-02 * 
* SKEWNESS= 2.07824 * 
* COEFFICIENT OF VARIATION= .8595142 * 
* SMALLEST VALUE= .004 * 
* LARGEST VALUE= .325 * 
------------------------------------------------------------~---------. 
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SAMPLE OF EMCs WITH THEIR CUMULATIVE PROBABILITIES: (rank-2/5)/(N+1/5) 
----------------------------------------------------------------------

EVENT MEAN CONCENTRATION OF N03 (mg/l) CATCHMENT: AIX-ZUP 
SIZE OF SAMPLE= 47 NUMBER OF EVENTS= 74 

----------------------------------------------------------------------
* 0.190 0.013 0.830 0.034 1.180 0.055 1. 300 0.076 * 
* 1.950 0.097 1. 970 0.119 2.170 0.140 2.300 0.161 * 
* 2.350 0.182 2.450 0.203 2.640 0.225 2.640 0.246 * 
* 2.760 0.267 2.810 0.288 2.840 0.309 2.920 0.331 * 
* 2.950 0.352 2.980 0.373 3.060 0.394 3.290 0.415 * 
* 3.620 0.436 3.710 0.458 3.800 0.479 3.890 0.500 * 
* 4.120 0.521 4.200 0.542 4.300 0.564 4.370 0.585 * 
* 4.600 0.606 4.610 0.627 4.660 0.648 4.700 0.669 * 
* 5.100 0.691 5.110 0.712 5.220 0.733 5.300 0.754 * 
* 5.620 0.775 5.910 0.797 5.930 0.818 5.930 0.839 * 
* 6.200 0.860 6.420 0.881 6.430 0.903 7.100 0.924 * 
* 10.300 0.945 14.400 0.966 15.000 0.987 * ----------------------------------------------------------------------
* * STATISTICAL PARAMETERS OF THE SAMPLE * 
* * 
* MEAN= 4.385744 * 
* STANDARD DEVIATION= 2.850236 * 
* SKEWNESS= 2.006229 * 
* COEFFICIENT OF VARIATION= .6498867 * 
* SMALLEST VALUE= .19 * 
* LARGEST VALUE= 15 * 

SAMPLE OF EMCs WITH THEIR CUMULATIVE PROBABILITIES: (rank-2/5)/(N+1/5) 

EVENT MEAN CONCENTRATION OF N-NH4 (mg/l) CATCHMENT : AIX-ZUP 
SIZE OF SAMPLE= 48 NUMBER OF EVENTS= 74 

* 0.070 0.012 0.090 0.033 0.100 0.054 0.140 0.075 * 
* 0.140 0.095 0.180 0.116 0.180 0.137 0.240 0.158 * 
* 0.260 0.178 0.260 0.199 0.300 0.220 0.310 0.241 * 
* 0.360 0.261 0.390 0.282 0.410 0.303 0.470 0.324 * 
* 0.490 0.344 0.580 0.365 0.630 0.386 0.680 0.407 * 
* 0.680 0.427 0.790 0.448 0.820 0.469 0.820 0.490 * 
* 0.850 0.510 0.850 0.531 0.940 0.552 1.120 0.573 * 
* 1.150 0.593 1.180 0.614 1. 200 0.635 1.240 0.656 * 
* 1. 300 0.676 1. 340 0.697 1.390 0.718 1.400 0.739 * 
* 1.470 0.759 1.560 0.780 1.620 0.801 1.910 0.822 * 
* 2.160 0.842 2.300 0.863 3.300 0.884 4.100 0.905 * 
* 4.300 0.925 4.400 0.946 5.200 0.967 6.770 0.988 * 
* * 

* * STATISTICAL PARAMETERS OF THE SAMPLE * 
* * 
* MEAN= 1.300833 * 
* STANDARD DEVIATION= 1. 441341 * 
* SKEWNESS= 2.014632 * 
* COEFFICIENT OF VARIATION= 1.108014 * 
* SMALLEST VALUE= .07 * 
* LARGEST VALUE= 6.77 * 
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SAMPLE OF EMCs WITH THEIR CUMULATIVE PROBABILITIES: (rank-2/5)/(N+1/5) 

EVENT MEAN CONCENTRATION OF COD (mg/l) CATCHMENT: AIX-NORD 
- SIZE OF SAMPLE= 50 NUMBER OF EVENTS= 72 

----------------------------------------------------------------------
* 48 
* 71 
* 92 
* 120 
* 155 
* 178 
* 199 
* 217 
* 349 
* 396 
* 512 
* 608 
* 1090 

0.012 
0.092 
0.171 
0.251 
0.331 
0.410 
0.490 
0.570 
0.649 
0.729 
0.809 
0.888 
0.968 

62 
77 

106 
121 
156 
185 
204 
220 
359 
416 
547 
630 

1260 

0.032 
0.112 
0.191 
0.271 
0.351 
0.430 
0.510 
0.590 
0.669 
0.749 
0.829 
0.908 
0.988 

63 
86 

108 
127 
157 
188 
208 
240 
361 
428 
566 
668 

0.052 
0.131 
0.211 
0.291 
0.371 
0.450 
0.530 
0.610 
0.689 
0.769 
0.849 
0.928 

65 
86 

120 
130 
173 
194 
211 
274 
371 
487 
583 
860 

0.072 
0.151 
0.231 
0.311 
0.390 
0.470 
0.550 
0.629 
0.709 
0.789 
0.869 
0.948 

* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* ----------------------------------------------------------------------

* * STATISTICAL PARAMETERS OF THE SAMPLE 

* 
* 
* 
* 
* 
* 
* 

MEAN= 302.64 
STANDARD DEVIATION= 261.761 
SKEWNESS= 1.726541 
COEFFICIENT OF VARIATION= .8649253 
SMALLEST VALUE= 48 
LARGEST VALUE= 1260 

* 
* 
* 
* 
* 
* 
* 
* 

SAMPLE OF EMCs WITH THEIR CUMULATIVE PROBABILITIES: (rank-2/5)/(N+1/5) 

EVENT MEAN CONCENTRATION OF TSS (mg/l) CATCHMENT: AIX-NORD 
SIZE OF SAMPLE= 50 NUMBER OF EVENTS= 72 

* 29 0.012 29 0.032 47 0.052 52 0.072 * 
* 58 0.092 60 0.112 62 0.131 83 0.151 * 
* 95 0.171 113 0.191 113 0.211 116 0.231 * 
* 117 0.251 124 0.271 125 0.291 127 0.311 * 
* 172 0.331 174 0.351 176 0.371 211 0.390 * 
* 216 0.410 218 0.430 245 0.450 256 0.470 * 
* 264 0.490 290 0.510 295 0.530 305 0.550 * 
* 313 0.570 319 0.590 331 0.610 340 0.629 * 
* 370 0.649 374 0.669 376 0.689 396 0.709 * 
* 400 0.729 409 0.749 418 0.769 444 0.789 * 
* 481 0.809 492 0.829 567 0.849 586 0.869 * 
* 660 0.888 858 0.908 860 0.928 1070 0.948 * 
* 1150 0.968 3780 0.988 * ----------------------------------------------------------------------
* * STATISTICAL PARAMETERS OF THE SAMPLE * 
* * 
* MEAN= 383.32 * 
* STANDARD DEVIATION= 547.3538 * 
* SKEWNESS= 4.844463 * 
* COEFFICIENT OF VARIATION= 1.427929 * 
* SMALLEST VALUE= 29 * 
* LARGEST VALUE= 3780 * ----------------------------------------------------------------------
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SAMPLE OF EMCs WITH THEIR CUMULATIVE PROBABILITIES: (rank-2/5)/(N+1/5) 

EVENT MEAN CONCENTRATION OF BOD5 (mg/l) CATCHMENT: AIX-NORD 
SIZE OF SAMPLE= 41 NUMBER OF EVENTS= 72 

----------------------------------------------------------------------
* 1 0.015 4 0.039 5 0.063 8 0.087 * 
* 9 0.112 10 0.136 10 0.160 12 0.184 * 
* 14 0.209 15 0.233 15 0.257 15 0.282 * 
* 15 0.306 18 0.330 19 0.354 19 0.379 * 
* 19 0.403 19 0.427 20 0.451 20 0.476 * 
* 23 0.500 26 0.524 29 0.549 36 0.573 * 
* 49 0.597 52 0.621 58 0.646 60 0.670 * 
* 68 0.694 72 0.718 122 0.743 123 0.767 * 
* 130 0.791 135 0.816 142 0.840 150 0.864 * 
* 193 0.888 200 0.913 248 0.937 290 0.961 * 
* 300 0.985 * 

* * STATISTICAL PARAMETERS OF THE SAMPLE * 
* * 
* MEAN= 67.63415 * 
* STANDARD DEVIATION= 80.01819 * 
* SKEWNESS= 1.522462 * 
* COEFFICIENT OF VARIATION= 1.183103 * 
* SMALLEST VALUE= 1 * 
* LARGEST VALUE= 300 * 

SAMPLE OF EMCs WITH THEIR CUMULATIVE PROBABILITIES: (rank-2/5)/(N+1/5) 

EVENT MEAN CONCENTRATION OF ZINC (mg/l) CATCHMENT: AIX-NORD 
SIZE OF SAMPLE= 35 NUMBER OF EVENTS= 72 

* 0.036 0.017 0.042 0.045 0.047 0.074 0.050 0.102 * 
* 0.054 0.131 0.060 0.159 0.060 0.188 0.062 0.216 * 
* 0.067 0.244 0.067 0.273 0.074 0.301 0.090 0.330 * 
* 0.090 0.358 0.091 0.386 0.094 0.415 0.100 0.443 * 
* 0.100 0.472 0.100 0.500 0.102 0.528 0.110 0.557 * 
* 0.122 0.585 0.140 0.614 0.140 0.642 0.150 0.670 * 
* 0.150 0.699 0.152 0.727 0.170 0.756 0.172 0.784 * 
* 0.172 0.813 0.180 0.841 0.214 0.869 0.214 0.898 * 
* 0.230 0.926 0.260 0.955 0.277 0.983 * ----------------------------------------------------------------------
* * STATISTICAL PARAMETERS OF THE SAMPLE * 
* * 
* MEAN= .1211143 * 
* STANDARD DEVIATION= 6.326306E-02 * 
* SKEWNESS= .7478201 * 
* COEFFICIENT OF VARIATION= .5223419 * 
* SMALLEST VALUE= .036 * 
* LARGEST VALUE= .277 * 
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SAMPLE OF EMCs WITH THEIR CUMULATIVE PROBABILITIES: (rank-2/5)/(N+1/5) 

EVENT MEAN CONCENTRATION OF N03 (mg/l) CATCHMENT: AIX-NORD 
SIZE OF SAMPLE= 36 NUMBER OF EVENTS= 72 

----------------------------------------------------------------------
* 0.230 0.017 0.380 0.044 1.100 0.072 1.280 0.099 * 
* 1.500 0.127 1. 530 0.155 1.570 0.182 1. 780 0.210 * 
* 1.840 0.238 2.210 0.265 2.400 0.293 2.580 0.320 * 
* 2.650 0.348 2.790 0.376 2.800 0.403 2.800 0.431 * 
* 3.000 0.459 3.020 0.486 3.080 0.514 3.100 0.541 * 
* 3.320 0.569 3.470 0.597 3.570 0.624 3.600 0.652 * 
* 3.770 0.680 3.800 0.707 3.820 0.735 3.880 0.762 * 
* 3.970 0.790 4.600 0.818 4.690 0.845 5.380 0.873 * 
* 5.900 0.901 7.180 0.928 9.920 0.956 15.500 0.983 * 
* * 

* * STATISTICAL PARAMETERS OF THE SAMPLE * 
* * 
* MEAN= 3.555833 * 
* STANDARD DEVIATION= 2.720424 * 
* SKEWNESS= 2.611299 * 
* COEFFICIENT OF VARIATION= .7650595 * 
* SMALLEST VALUE= .23 * 
* LARGEST VALUE= 15.5 * ----------------------------------------------------------------------

SAMPLE OF EMCs WITH THEIR CUMULATIVE PROBABILITIES: (rank-2/5)/(N+1/5) 

EVENT MEAN CONCENTRATION OF N-NH4 (mg/l) CATCHMENT : AIX-NORD 
SIZE OF SAMPLE= 37 NUMBER OF EVENTS= 72 

* 0.020 0.016 0.070 0.043 0.070 0.070 . 0.070 0.097 * 
* 0.070 0.124 0.080 0.151 0.100 0.177 0.100 0.204 * 
* 0.130 0.231 0.150 0.258 0.220 0.285 0.240 0.312 * 
* 0.260 0.339 0.260 0.366 0.320 0.392 0.320 0.419 * 
* 0.400 0.446 0.430 0.473 0.490 0.500 0.500 0.527 * 
* 0.510 0.554 0.520 0.581 0.540 0.608 0.570 0.634 * 
* 0.600 0.661 0.700 0.688 0.700 0.715 0.720 0.742 * 
* 0.760 0.769 0.790 0.796 0.970 0.823 1.000 0.849 * 
* 1. 010 0.876 1. 010 0.903 1. 020 0.930 1.550 0.957 * 
* 1.560 0.984 * ----------------------------------------------------------------------
* * STATISTICAL PARAMETERS OF THE SAMPLE * 
* * 
* MEAN= .508919 * 
* STANDARD DEVIATION= .3975791 * 
* SKEWNESS= .8998839 * 
* COEFFICIENT OF VARIATION= .7812228 * 
* SMALLEST VALUE= .02 * 
* LARGEST VALUE= 1.56 * 
- ~- - - -"- -.. _. -- ------"--------------------------------------------------------
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