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Abstract

The electronic revolution brought with it technological innovations that are now integral
to communication, business, commerce and the workings of governments all over the
world. It also significantly changed the criminal landscape. Globally it has been
estimated that crime conducted via the internet (e-crime) costs more than €290 billion
annually. Formulating a robust response to cybercrime in law is a top priority for many
countries that presents ongoing challenges. New cybercrime trends and behaviours are
constantly emerging, and debates surrounding legal provisions to deal with them by
increasing online tracking and surveillance are frequently accompanied by concerns of
the rights of citizens to freedom, privacy and confidentiality. This research compares
the ways that three different legislative frameworks have been navigating these
challenges. Specifically, it examines the legal strategies of the United Arab Emirates
(UAE), the United Kingdom (UK) and the European Union (EU). The UAE is
comparatively inexperienced in this area, its first law to address e-crime was adopted in
2006, sixteen years after the UK, and so the express purpose of this study is to
investigate how e-crime legislation in the UAE can be strengthened. Drawing on a
range of theoretical resources supplemented with empirical data, this research seeks to
provide a comprehensive account of how key e-crime legislation has evolved in the
UAE, the UK and the EU, and to evaluate how effective it has been in tackling
cybercrime. Integral to this project is an analysis of some of the past and present
controversies related to surveillance, data retention, data protection, privacy, non-

disclosure and the public interest. An important corollary of this research is how e-



crime legislation is not only aligned with political and economic aims, but when looking
at the UAE, the discrete ways that legislation can be circumscribed by cultural, social

and religious norms comes into focus.
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Chapter One: Introduction and Literature Review

1. Introduction

This Chapter explains the importance of the research. It addresses the topics covered by
the research, i.e. its scope. Next, the research objectives are presented, followed by an
overview of the theoretical context and the literature. The purpose of the literature
review is to identify the core issues from the existing literature with respect to the
research topic. To this end, a systematic review was conducted and the most recent
books and papers were consulted in order to identify key legislation, to highlight any
controversies and the latest developments, including reform proposals in the research
area. The literature review draws together a variety of different components -
cybercrime offences surveillance, data acquisition and retention, data protection,
network and information security and evidence laws — that are crucial to the formulation
of a comprehensive legislative framework to combat cybercrime. Specifically, the
researcher made extensive use of WestLaw, LexisNexis and HeinOnline, and searched
various journals, such as, the Police Journal, the Computer and Telecommunications
Law Review, the Archbold Review, Communications Law, the European Human Rights
Law Review, the Ethics and Information Technology, the Criminal Law Review, the

European Law Review, Privacy & Data Protection and EU Focus.

13



In terms of the structure, recourse is made to previous research about cybercrime laws,
surveillance and data retention and protection laws in the UAE, UK and EU, as well as
UK evidence law rules dealing with admissibility of electronic evidence and intercepted
communications in criminal court proceedings to prosecute cyber criminals. The reason
for this is that whilst cybercrime laws proscribe distinct offences, they do not constitute
the entire legal arsenal necessary to combat cybercrime effectively and to successfully
prosecute cyber criminals. Grady et al (2007) opine that “policymakers recognise that
criminalising specific activities is not a complete or sufficient response to the threat of
hackers, virus writers and cyber-terrorists” and “policymakers have recognised the
need to facilitate cybersecurity through a variety of mechanisms, including the
imposition of legal obligations." They explain that, for instance, data protection plays an
essential role since data controllers are obligated to adopt security measures, or are

required to report security breaches.

Firstly, the literature review defines cybercrime, it examines the theoretical
criminological context and reviews the existing social science literature in this area.
Secondly, UK cybercrime laws,, the European approach towards cybercrime, as well as
cybercrime laws in the UAE are explored. Thirdly, surveillance laws are investigated
and the approach taken by both the UK and the UAE on this matter is thoroughly
considered. Fourthly, how the UK and the European Union has dealt with the issue of
data retention is discussed. Then, the UK approach towards data protection, the right to

privacy and the UK Data Protection Act 1998 is examined and followed up with the

' M. Grady, F. Parisi, I. Walden, The Law and Economics of Cybersecurity, Publication Review, 13(2)
Computer and Telecommunications Law Review 2007, 78-79, 78
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European stance on maintaining privacy and the 2012 European reform proposals.
Finally, UK evidence rules on admissibility for criminal proceedings, as well asthe

circumstances in which public policy permits non-disclosure are analysed.

1.1 The Significance and Importance of the Research Topic

The advent of the internet and the widespread use of mobile phones, tablets and
computers has not only brought with it many benefits and opportunities, but it has also
placed governments, businesses and citizens at risk of criminal activity conducted via
the internet (e-crime). Various terminologies can be used to describe e-crime, such as,
computer crime, technology crime, online crime, electronic crime, cybercrime, computer
related crime, high-tech crime and computer misuse.? For the purposes of this thesis the
meaning of the terms ‘cybercrime’ and ‘e-crime’ is identical, The UK Association of
Chief Police Officers (ACPO), now the National Chief Police Council, defines e-crime
as “The use of networked computers or internet technology to commit or facilitate the
commission of crime.”” It has been estimated that globally e-crime costs €290 billion
annually which exceeds the entire illegal sale of heroin, cocaine and marijuana.*
Research about the development of a comprehensive national legislative framework to

combat e-crime is critical, since it can assist governments around the world to formulate

2 1. Baggili, Digital Forensics and Cybercrime: Second International ICST Conference, ICDF2C 2010,
Abu Dhabi, United Arab Emirates, October 2010, Revised Selected Papers (London, Springer 2011) 2
3 House of Commons: Home Affairs Committee, Great Britain Parliament, House of Commons - Home
Affairs Committee: E-Crime - HC 70: Fifth Report of Session 2013-14 (London, TSO Shop 2013) 99

4 Europol, Cybercrime: A Growing Global Problem, 2014
<https://www.europol.europa.eu/ec/cybercrime-growing> accessed 15 May 2014
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an effective response to this newly emerging, and rapidly changing, field by allocating

“certain burdens and benefits among the citizenry.””

Cybercrime research is vital for digital economies around the world. It is an inherently
global phenomenon which makes it much more difficult to combat than other traditional
forms of crime. Identification of cyber-criminals through digital footprints raises a
number of technical problems and prosecution can be very complicated due to
jurisdictional issues, such as when certain countries may not yet have drawn up any
specific cybercrime offences.® Specialised policing and a sophisticated understanding of
technological issues needs to be developed to secure the ever expanding and borderless

digital world.” ®

Another continuing concern is that no international cybercrime agreement exists apart
from the Convention on Cybercrime adopted by the Council of Europe in 2001.° There
1S no comprehensive and up-to-date international guidance available for the
development of a strong legislative framework to fight e-crime.!? With the exception of
Interpol'! and the Virtual Global taskforce (the latter set up to deal with child abuse),'?

there is no other “global cybercrime law enforcement agency”. Rather, it is the

>W. A. Edmundson, The Duty to Obey the Law: Selected Philosophical Readings (Oxford, Rowman &
Littlefield Publishers Inc, 1999) 37

6 R. Miller, F. Cross, The Legal Environment Today: Business In Its Ethical, Regulatory, E-Commerce,
and Global Setting (7th edn, Mason, South-Western Cengage Learning 2013) 177

7 C. Hess Orthmann, K. Hess, Criminal Investigation (10th edn, Clifton Parl, Delmar Cengage Learning
2013) 522

8 C. Easttom, Computer Crime, Investigation, and the Law (Boston, Cengage Learning 2011) 234

% Council of Europe, Convention on Cybercrime 2001
<http://conventions.coe.int/Treaty/en/Treaties/html/185.htm> accessed 7th November 2014

107, Westby, International Guide to Combating Cybercrime (Chicago, ABA Publishing 2003) 61

! Interpol, Cybercrime, 2014 <http://www.interpol.int/Crime-areas/Cybercrime/Cybercrime> accessed
7th November 2014

12 Virtual Global Taskforce, 2014 <http://www.virtualglobaltaskforce.com/> accessed 7th November 2014
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responsibility of each country to adopt its own cybercrime legislation and to cooperate
with each other to prosecute cyber-criminals. Noting that with respect to the EU, the EU

Cybercrime Centre has been created. '

To create a safe digital space the necessary legal rights, duties and powers have to be
clearly demarcated. A comprehensive legislative framework to combat cybercrime does
not solely consist of outlawing certain acts as this is insufficient to combat the already
mentioned multi-jurisdictional issues that it raises. Data has to be protected and the
digital realm has to be surveilled, data also has to be retained and in certain
circumstances it has to be admissible in court proceedings, whereas in others,
enforcement agencies have to be able to rely on public policy to prevent disclosure.
Businesses benefit from the adoption of robust data protection safeguards, as otherwise
the commercial exchange of data, which has become very important in the information
age, may be hampered.!'# Data protection safeguards make it more difficult for cyber-
criminals to commit security breaches, steal sensitive data and helps preventing data
loss. These are just some of the complex, diverse and coordinated measures involved in
securing cyber-space and the development of a legislative framework to analyse and
implement them requires legal scholarship. This is also critical against the backdrop of

the recent revelations by Edward Snowden (2014), which highlight that governments

13'S. W. Brenner, Cybercrime: Criminal Threats from Cyberspace (Santa Barbara, Greenwood Publishing
Group 2010) 174; Europol, A Collective EU Response to Cybercrime, 2015
<https://www.europol.europa.eu/ec3> accessed 20 February 2015

14 Also see Pinsent Masons, US to strengthen Safe Harbour framework for personal data transfers from
EU by summer, Out-Law.com, 2014 < http://www.out-law.com/en/articles/2014/march/us-to-strengthen-
safe-harbour-framework-for-personal-data-transfers-gfrom-eu-by-summer/> accessed 15 June 2014
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http://www.out-law.com/en/articles/2014/march/us-to-strengthen-safe-harbour-framework-for-personal-data-transfers-from-eu-by-summer/

extensively gather information about their citizens.!'> Edward Snowden acted as a
whistle-blower and informed the public of the far-reaching and global secret
surveillance activities conducted by the United States National Security Agency (NSA)
and other intelligence agencies, and this subsequently sparked a much debate about the
legality and constitutionality of digital security and surveillance and their impact on the

right to privacy, civil liberties and human rights.

The UAE is no stranger to cybercrime. Many people in the UAE have suffered financial
losses from cyber attacks and it has been predicted that these will become more
sophisticated.'® It is therefore crucial that the UAE adopts an equally sophisticated
legislative framework to combat e-crime. In 2006, the UAE government adopted the
Federal Law No.2 of 2006 on Combating Cybercrime.!” In 2012, the UAE then passed
Law No. 3 of 2012 on Establishing the National Electronic Security Authority and Law
No. 5 of 2012 Concerning Combating Information Technology Crimes in order to
further improve the legislative landscape. !® Nevertheless, promotion of a digital
economy requires a proactive stance towards combating e-crime, and this in turn means
continuously updating and improving legislation. It is for this reason that the research
will give critical attention to whether the existing cybercrime laws in the UAE are

effective. To assist with this aim the research will foreground the approach adopted by

15 E. Snowden, What Europe Should Know about US Mass Surveillance, Whistleblower delivers written
testimony to European Parliament (Original.antiwar.com, 2014) <http://original.antiwar.com/edward-
snowden/2014/03/07/what-europe-should-know-about-us-mass-surveillance/> 30 April 2014

16 EPOC Messe Frankfurt GmbH, UAE to face advanced cybercrime in 2013
<http://www.messefrankfurtme.com/frankfurt/1263/for-journalist/technology-production/intersec-middle-
east/industry-news/for-journalists.aspx> accessed 15 May 2014

17 Gulfnews, Full text of UAE decree on combating cybercrimes, 2012
<http://gulfnews.com/news/gulf/uae/government/full-text-of-uae-decree-on-combating-cyber-crimes-
1.1104040> accessed 16 June 2014

13 Ibid
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the UK, as the UK government has been very proactive in its attempts to protect its
citizens from cybercrime, as can be seen in the following ways: it follows a national

Cyber Security Strategy, !

it has created a government agency to monitor
implementation of the data protection legislation,?® it has established a National
Cybercrime Unit,?! it carries out data retention?? and has equipped enforcement agencies
with wide powers to utilise the UK's state unlimited surveillance capabilities, and*’ the
budget for M15 to conduct research and development in the fields of protective security
and surveillance technology has significantly increased.?* Taking into account that
several of these measures taken by the UK government were driven by and/or in

response to data retention and protection initiatives taken at the European level, the

research will make recourse to the relevant EU directives.

The research will also examine the issue of when digital information can/cannot be used
in criminal proceedings to enforce cybercrime laws. The Scientific Working Group of
Digital Evidence defines digital evidence as “information of probative value that is

stored or transmitted in binary form,” it includes evidence on any digital device and is

19 UK Cyber Security Strategy, Protecting and promoting the UK in a digital world, November 2011, 1-43
<https://www.gov.uk/government/uploads/system/uploads/attachment data/file/60961/uk-cyber-security-
strategy-final.pdf> accessed 3rd December 2014

20 Information Commissioner's Office, Data Protection, 2014

<https://ico.org.uk/for organisations/data_protection> accessed 3rd December 2014

2! National Crime Agency, National Cybercrime Unit, 2014
<http://www.nationalcrimeagency.gov.uk/about-us/what-we-do/national-cyber-crime-unit> accessed 3rd
December 2014

22 For instance, see the Data Retention and Investigatory Powers Act 2014

23 C. Cadwalladr, Edward Snowden: state surveillance in Britain has no limits, Guardian, 12 October 2014
<http://www.theguardian.com/world/2014/oct/12/snowden-state-surveillance-britain-no-limits> accessed
1st December 2014

24 P. Wilkinson, Homeland Security in the UK: Future Preparedness for Terrorist Attack Since 9/11
(Abingdon, Routledge 2007) 190
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not limited to cybercrimes, but extends to traditional crimes.?’ Indeed, the unique nature
of digital information raises a number of thorny legal issues, as the search and seizure of
electronic data requires adherence to protocols and rules to ensure that the authenticity
of the evidence does not become undermined and to regulate the extent to which

searches are deemed lawful.?

Clearly, not all information, which is being gathered and retained, should be used as
electronic evidence in criminal court proceedings. It is imperative that digital
information which has been collected at a crime scene is distinguished from covertly
collected information used for policing purposes.?’ In certain situations the public
interest could be compromised through a disclosure of such information.?® The adoption
of such evidence rules is therefore an important building block to create a framework
which reinforces “impartiality, transparency, effectiveness, and fairness” in order to
promote the rule of law.?’ It also facilitates co-operation between enforcement agencies,
including international cooperation, which is crucial to combat cybercrime effectively.*
Ultimately, the research seeks to contribute to the ongoing, hotly contested and pressing
legal debates of how best to secure the digital space. In sum, it is an issue concerning

“update[ing] legislation and regulation in a timely manner [to avoid]...catastrophic

25 S. K. Prasad, S. Routray, R. Khurana, Information Systems, Technology and Management (Berlin,
Springer-Verlag 2009) 179

26 D. Littlejohn Shinder, M. Cross, Scene of the Cybercrime (Burlington, Syngress Publishing Inc 2008)
642-643

27J. Sammens, J. Rajewski, The Basics of Digital Forensics: The Primer For Getting in Digital Forensics
(Elsevier Inc 2012) 46

2 A. Keane, P. McKeown, The Modern Law of Evidence (9™ edn, Oxford University Press 2012) 560

2 J.E. J. Prins, P. M. A. Ribbers, Trust in Electronic Commerce: The Role of Trust from a Legal, an
Organizational and a Technical Point of View (Kluwer Law International 2002) 277

39 Council of Europe, Action against economic crime, Resources: International cooperation against
cybercrime, 2014
<http://www.coe.int/t/dghl/cooperation/economiccrime/cybercrime/Documents/Internationalcooperation/d
efault_en.asp> accessed 3 May 2014
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consequences because technology advances occur frequently and subsequent advances

in cyber-warfare and cyber-crime keep pace.’!

1.2 The Scope of the Research

The research aim is to compare the legislative frameworks of the UAE, the UK and the
EU, and to consider the most appropriate e-crime framework for the UAE. Integral to
this aim is the issue of rendering the digital environment in the UAE safer through
improved cybercrime laws. Consequently, the thesis explores and evaluates what
appears to be working effectively in the UK and the EU, what are the elements of best
practice and how relevant these are for the UAE context. Five senior experts in the field
of cybercrime from the UAE are interviewed, namely from the judiciary, the police,
Interpol, the office of prosecution and the Telecommunications Regulatory Authority in
order to ascertain how effective the existing legislative regime is and how it might be
improved. Whilst the UAE has a different culture than the UK and the EU, the thesis
does not draw examples from other Middle Eastern countries, such as Bahrain and
Qatar, as the fight against cybercrime is global and technical in nature, and thus

transcends local traditions and culture.

Cybercrime laws, surveillance, data retention and data protection laws in the UAE, UK
and EU, as well as UK evidence law rules dealing with admissibility of electronic
evidence and intercept material in criminal court proceedings in order to prosecute

cyber-criminals are investigated. Hence, the cybercrime offences, which the UK and

31 M. Gregory, D. Glance, Security and the Networked Society (London, Springer 2013) 1-2
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UAE have adopted, as well as the European approach in respect of cybercrime, are
critically analysed. UK surveillance laws are discussed in order to identify the powers,
which enforcement agencies can utilise to investigate cybercrime. Additionally, UK and
European data retention laws are reviewed, as they form an integral part in the fight
against cybercrime.?? The UK legal framework to secure privacy and data protection, *
and the European approach towards maintaining privacy are investigated, including the
2012 reform proposals to adequately safeguard personal data and those regarding
network and information security. ** The UK evidence rules on admissibility of
electronic evidence are discussed for criminal proceedings, including in relation to
covertly collected information. Recourse is made to public policy, which permits non-
disclosure in certain circumstances.’ Hence, the research does not only discuss the
cybercrime offences, but also scrutinises the treatment of electronic information and
evidence from the perspective of effectively combating cybercrime.

Essentially, the scope of the research is limited to discussing the following: firstly UK
and UAE laws which set out e-crime offences and the European approach; secondly the
UK laws which permit enforcement agencies to carry out surveillance and other
proactive methods to combat cybercrime; thirdly, UK, European and UAE laws which
deal with data retention, data protection and network and information security; and

fourthly, UK and UAE evidence rules which govern the admissibility of digital evidence

32 For instance, UK legislation, such as the Regulation of Investigatory Powers Act 2000, which permits
companies and enforcement agencies to collect electronic data, will be scrutinised.

33 R. Subramanian, Computer Security, Privacy, and Politics: Current Issues, Challenge, and Solutions
(IRM Press 2008) 61

34 European Commission, Commission proposes a comprehensive reform of the data protection rules,
2012 <http://ec.europa.eu/justice/newsroom/data-protection/news/120125_en.htm> accessed 1st May
2014

35 A. Keane, P. McKeown, The Modern Law of Evidence (9" edn, Oxford University Press 2012)
especially Chapter 9
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and intercept material in criminal court proceedings. The Sharia Law will not be
explored in depth and will not be in the scope of this research. It is noted that the focus
will not only be on the traditional form of cybercrime, but also on the more general use
of technology and the internet in commiting crimes in the real world. In this sense, as it
is discussed in the body of this thesis, and more specifically in the part defining
cybercrimes, the term ‘cybercrime’ for the purposes of this thesis encompasses the use
of the internet in facilitating traditional crimes, and for this reason parts of the
discussion focus on the use of measures to prevent the facilitation of such ‘real world’
crimes with the assistance of technology and the internet. It is highlighted that the aim of
the thesis is not to cover the full spectrum of cybercrimes, even though reference may be

made to different forms of cybercrime, the focus is on network assisted crimes.

As already indicated, the research focuses on the UK, the European Union and the UAE,
excluding any other jurisdictions. The UK’s key Act is the Computer Misuse Act 1990,
as amended by the Police and Justice Act 2006, though various other Acts can be also
utilised to bring cyber criminals to justice.’® The Computer Misuse Act was adopted in

37 and a

1990, i.e. “before the cyberspatial explosion that was delivered by the internet
study, which would be limited to this Act, would be too narrow. Instead, the digital

realm is rendered more secure in Europe since additional steps have been taken to

safeguard the digital space, including through surveillance and data retention.*® Yet this

36 J. X. Kelly, Computer Misuse Overview, JISC Legal Information, 2007
<http://www.jisclegal.ac.uk/Legal Areas/ComputerMisuse/ComputerMisuseOverview.aspx> accessed 17
June 2014

37 N. MacEwan, The Computer Misuse Act 1990: lessons from its past and predictions for its future, 12
Criminal Law Review 2008, 955-967, 966

38 I. M. Portela, M. Manuela Cruz-Cunha, Information Communication Technology Law, Protection, and
Access Rights Global Approaches and Issues (Hershey PA, 1GI Global 2010) 368; A. V. M. Leong, The
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is not to say that the researcher does not acknowledge the tension that exists between
safeguarding fundamental human rights, particularly the right to privacy, on the one
hand, and the work by enforcement agencies who conduct surveillance on the other.
This is a highly conflictual topic that raises pertinent questions about what data is
required by these enforcement agencies and what should be considered permissible in an
increasingly technologically-driven world, and as shall be shown in this thesis the
answers to these questions are dependent upon cultural and social norms, and political

and economic considerations.*’

The research makes recourse to case law, as well as government strategies, policies,
protocols and procedures. A comprehensive legislative framework to combat e-crime
has to be complemented by an appropriate government strategy and policies, and it
requires enforcement agencies to adopt technical and investigative standards, protocols
and procedures.*’ For instance, it is pivotal that particular procedures are followed to
ensure that electronic evidence is authentic and in the UK, the ACPO, now the National
Police Chiefs Council (NPCC) has published the Good Practice Guide for Digital
Evidence 2011, the Good Practice Guide for Computer-Based Electronic Evidence and

the Good Practice Guide for Managers of e-Crime investigation. *! Best practice

Disruption of International Organised Crime: An Analysis of Legal and Non-Legal Strategies (Aldershot,
Ashgate Publishing Ltd 2007) 171

3 R. A. Cropf, T. C. Bagwell, Ethical Issues and Citizen Rights in the Era of Digital Government
Surveillance (Hershey, Information Science Reference 2016) 95

40 E. U. Savona, Crime and Technology: New Frontiers for Regulation, Law Enforcement and Research
(Dordrecht, Springer 2004) 51

41 The Association of Chief Police Officers Good Practice Guide for Digital Evidence 2012,
<http://www.acpo.police.uk/documents/crime/2011/201110-cba-digital-evidence-v5.pdf> accessed 2 May
2014; the Association of Chief Police Officers Good Practice Guide for Computer-Based Electronic
Evidence, <http://www.7safe.com/electronic_evidence/ACPO_guidelines computer evidence.pdf> 2
May 2014; the Association of Chief Police Officers Good Practice Guide for Managers of e-Crime
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guidance has also been adopted for forensics,*’and whilst the thesis refers to best
practice guidance, the technical procedures are not discussed, as this would exceed the
scope of this research. The research emphasis is firmly placed on law, as opposed to
technology and forensics. Given that the focus is case law, the research does not
investigate the way in which cyber-criminals operate or how technology can be
employed to capture cyber criminals or to gather digital information; it is not concerned
with Information Technology and Information Communications Technology, neither is

it concerned with the behaviour of offenders in this context.

1.3 Research Aim and Objectives

The research aim is to comprehensively analyse and to critically compare the legislative
frameworks which the UK, the EU and the UAE have adopted to combat e-crime. To
meet this research aim an exploration and evaluation of the following topics will be

required:

1. UK cybercrime offences legislation.
2. UK surveillance and UK and EU data retention laws.

3. UK and EU privacy, data protection, and network and information security laws.

Investigation, <http://www.acpo.police.uk/documents/crime/2011/201103CRIECI14.pdf> accessed 2 May
2014

42 For example, see the Codes of Practice and Conduct for forensic science providers and practitioners in
the Criminal Justice System, Version 1.0, 2011
<https://www.gov.uk/government/uploads/system/uploads/attachment data/file/118949/codes-practice-
conduct.pdf> accessed 2 May 2014; ENFSI Working Group Forensic IT, Guidelines for Best Practice in
the Forensic Examination of Digital Technology 2009,
<http://www.enfsi.eu/sites/default/files/documents/forensic it _best practice guide v6_0.pdf> accessed 2
May 2014
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4. UK evidence rules on the admissibility of digital evidence and intercept material
in criminal proceedings.

5. The effectiveness of UAE’s legislative framework to combat e-crime.

It is intended that these research objectives will help with generating and promulgating
recommendations which will strengthen the existing legislative e-crime landscape and

result in cybercrime being more effectively combated in the UAE.

1.4 Structure of the Thesis

The structure of the thesis is as follows:

Chapter One introduces the research topic and its significance to the literature on e-
crime legislation. It explains the scope of the research, the research aim and objectives
and provides an overview of the theoretical context of the thesis. Previous research
about cyber criminology and relevant social science literature, cybercrime laws,
surveillance and data retention laws in the UAE, UK and EU are investigated, as well as
UK evidence law rules dealing with admissibility of electronic evidence in criminal

court proceedings in order to prosecute cyber criminals.

Chapter Two is the Methodology. It presents the ontology, epistemology, philosophy,
design, strategy and choices which undergird the research project. As a mixed method
research approach has been chosen, this chapter makes recourse to doctrinal legal
analysis/the black letter law approach, the comparative method and empirical research.

It explains why the positivist approach was chosen to supplement the interpretative
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stance in the form of a qualitative segment (interviews with different stakeholders).
Furthermore, the chapter discusses how sensitive issues were addressed and ethics were
maintained throughout the research process. Additionally, it describes how participant
observation was conducted, the qualitative interviewing technique and the type of
sampling, which were used. Moreover, the setting which was chosen for the interviews
is outlined, as well as the method of recording and how data quality was achieved. It is
also explicated how the data was analysed and why the research findings are said to be

reliable and valid.

Chapter Three explores the literature and commences with an examination of the UK
Computer Misuse Act 1990, as well as other relevant legislation and case law.
Thereafter, the topics of interception, surveillance, communications data acquisition and
decryption are discussed in the context of the UK Regulation of Investigatory Powers
Act 2000 (RIPA). RIPA is analysed since this Act empowers many enforcement
agencies ‘‘to intercept communications [and] to acquire existing communications data
(data held as a result of data retention...) to perform surveillance, and to demand
encryption keys”, though brief recourse is also be made to UK government
programmes. ** Subsequently, the EU and UK approach towards data retention is
analysed, including the now defunct EU Data Retention Directive, as well as the
(temporary and now expired) UK Data Retention and Investigatory Powers Act 2014

and the Investigatory Powers Act 2016. Thereafter, relevant UK evidence law rules,

43 P. Bernal, Internet Privacy Rights: Rights to Protect Autonomy (Cambridge University Press 2014) 104-
105
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which deal with admissibility of intercepted communication in court proceedings, are

considered.

Chapter Four investigates the legislative framework, which the UAE has adopted to
combat e-crime. Recourse is made, for instance, to Federal Law No.2 of 2006 on
combating cybercrime; Law No. 5 of 2012 Concerning Combating Information
Technology Crimes and Law No. 3 of 2012 on Establishing the National Electronic
Security Authority. It is scrutinised how these laws achieve that the digital space is
being secured in the UAE. The extent to which these laws equip enforcement agencies
with the power to collect information is analysed. The circumstances in which electronic
information can be used as electronic evidence criminal prosecutions is critically
evaluated. Recourse is made to reported e-crime cases. The existing legislative gaps are

critically investigated.

Chapter Five analyses interviews with five senior experts in the field of cyber-crime.
Namely: from the judiciary, the police, Interpol, the office of prosecution and the
Telecommunications Regulatory Authority. Their experiences and views are critically

presented, as well as their suggestions and recommendations for improvement.

Chapters Six reviews the theoretical and empirical chapters to formulate a new legal
framework for the UAE. Chapter Six considers surveillance, privacy, data protection,
security, the existing federal laws, the criminal procedure law and procedural laws

governing electronic evidence in the UAE to see how these can be overhauled. Also
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this chapter review, evaluate, distil and amend some of the primary areas of law that
need to be addressed in tackling e-crime based on the black-letter law analysis and the

comparative findings, as well as the practical suggestions from the interviews.

1.5 Defining Cybercrime

In the context of this thesis the term ‘cybercrime’ has a wider meaning, as it includes
network assisted crimes, which essentially means crimes committed in the real world
which have been facilitated by the use of internet/cyberspace. David Wall (2007) argues
that maybe the term ‘cybercrime’ has been misused, arguing that the term ‘cyberspace

crime’ may have been a better fit. Wall contends that:

“the term has greater meaning if we construct it in terms of the transformation of
criminal or harmful behaviour by networked technology, rather than simply the
behaviour itself...the words cyber and crime actually sit well together linguistically.
This linkage becomes more significant if we understand cybercrimes as crimes which

are mediated by networked technology and not just computer®®.”

Sah and Vinent (2013) observe that whilst the internet is a great tool to develop and

create, it also has the ability to damage and disrupt, especially since the world has

4 D. Wall, Cybercrime: The Transformation of Crime in the Information Age, (Polity Press, 2007).
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become very dependent on information technology (IT) and as a result, is an interesting
space for crime.*’ As the internet has become a global communication medium for the
private and public sector, extremely sensitive data is being transmitted and this has made
it prone to security violations committed by, amongst others, criminals.**Thomas and
Loader (2003) state that “/c/ybercrime can be regarded as computer-mediated activities
which are either illegal or considered illicit by certain parties and which can be
conducted through global electronic networks” * According to the European
Commission, the terms “cybercrime”, “computer-related crime”, “computer crime”
and “high tech crime” can be employed interchangeably.*® Lestrade DATE notes that
cybercrime has become widely understood to denote the phenomenon of unauthorised or
criminal acts, which are perpetrated remotely due to the availability of internet
technology.*’

As noted by Goldsmith (2013), computer systems are extremely complex and this can
cause malfunctions and result in vulnerabilities which can be exploited by cyber

50 «

criminals in any number of ways. The aggressor has to find only one crucial

4 N. Sah, V. Vinent, Cyber attack = armed attack? The implications and the challenges, 19(8) Computer
and Telecommunications Law Review 2013, 226-233, 226

46 E. Lestrade, The cybercrime phenomenon and Latvian cybercrime law, European Newsletter 2006, 1-5,
1

47D. Thomas, B. Loader, Cybercrime: Law Enforcement, Security and Surveillance in the Information
Age (London, Routledge 2000) 3; cited from N. Jarvie, Control of cybercrime - is an end to our privacy on
the Internet a price worth paying? Part 1, 9(3) Computer and Telecommunications Law Review 2003, 76-
81,78

48 Communication from Commission to European Parliament: 2000, Creating a Safer Information Society
by combating Computer-related Crime <http://eur-lex.europa.eu/legal-
content/EN/TXT/?uri=CELEX:52000DC0890> accessed 20" January 2015; N. Jarvie, Control of
cybercrime - is an end to our privacy on the Internet a price worth paying? Part 1, 9(3) Computer and
Telecommunications Law Review 2003, 76-81, 77-78

4 E. Lestrade, The cybercrime phenomenon and Latvian cybercrime law, European Newsletter 2006, 1-5,
1

50 Jack Goldsmith, How cyber changes the laws of war, 24(1) European Journal of International Law
2013, 129-138, 130
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weakness; the defender has to find all of them and in advance”.>! For instance, malware
can be installed on a user's electronic device without this being known and can then be
used for criminal purposes.®? Cyber attacks can be launched to pursue criminal
objectives, for instance, to steal information and transfer money, to extort money for
unlocking infected computers, to sabotage important infrastructure, to illegally exert
pressure, e.g. to tarnish the reputation of a company, to spy or illegally gather
information and often these cyber attacks are perpetrated by organised crime and
millions of computers can be compromised, as happened in March 2009 when malicious
software was used to generate botnets,>® which infected computers in over 100 countries
and gathered sensitive information. > Moreover, Brannan points out that social
networking sites, such as Twitter and Facebook, can be used for sexual predation and
child grooming, cyber-harassment, bullying and stalking, to send threatening messages
or to incite social unrest.>

MacEwan highlights that deception-based crime is common within cyberspace. Phising
is a common form of deception to perpetrate internet fraud, it occurs when individuals

are encouraged to provide private data.’® The Anti-Phishing Working Group defines

phising as “a criminal mechanism employing both social engineering and technical

SUH. Kahn, E. Jones, On Thermonuclear War (London, Transaction Publishers 2007) 535; cited from Jack
Goldsmith, How cyber changes the laws of war, 24(1) European Journal of International Law 2013, 129-
138, 130-131

52 Ibid (Goldsmith) 131

33 A botnet is a robot network: N. MacEwan, A tricky situation: deception in cyberspace, 77(5) Journal of
Criminal Law 2013, 417-432, 419

34 EU Focus 2010, Commission proposes boosting Europe's defences against cyber-attacks, 277, 22-23, 22
55 J. Brannan, Crime and social networking sites, 1 Juridical Review 2013, 41-51, 41

6 N, MacEwan, A tricky situation: deception in cyberspace, 77(5) Journal of Criminal Law 2013, 417-
432,418
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subterfuge. >’ Very often malware is installed in form of a Trojan, i.e. the threat goes
unnoticed by the anti-virus software of the electronic device and malware becomes
installed, for instance, by the user clicking on a website or a link, which results in the
malware being downloaded and the device becoming infected and spyware being
installed.*®Digital extortion may occur in these circumstances, in 2013, Europol closed
down a criminal network which was distributing malware on users' computers, it
generated a pop-up window with the message that the computer had been locked and
stated that images about sexual abuse were on the computer and that it would only be
unlocked if a fine was paid.> It is not just computers that are vulnerable, but other
digital devices and smartphones have become targets for cybercrime attacks. %
Additionally, the webpages of companies or organisations may be targeted by cyber
criminals who send them a Distributed Denial of Service (DDoS) attack to shut down
their webpage using botnets (a robot network), attacks such as these can be used to steal
sensitive data or Intellectual Property (IP).%! Sensitive information can also be stolen by
hackers who are able to gain unauthorised access by bypassing or circumventing the

security mechanisms of a network or information system.%> Moreover, cyber criminals

57 Anti-Phishing Working Group (APWG), Phishing Activity Trends Report, 2nd Quarter 2012, 2,
available at http://www.apwg.org/resources/apwg-reports/, accessed 13 August 2013; N. MacEwan, A
tricky situation: deception in cyberspace, 77(5) Journal of Criminal Law 2013, 417-432, 419

8 N. MacEwan, A tricky situation: deception in cyberspace, 77(5) Journal of Criminal Law 2013, 417-
432,420

39 R. Ferguson, Police hold 11 over ransomware scam “affecting thousands, BBC News, 14 February
2013, <http://www.bbc.co.uk/news/technology-21457743> accessed 23 January 2015; N. MacEwan, A
tricky situation: deception in cyberspace, 77(5) Journal of Criminal Law 2013, 417-432, 420
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can employ viruses, which attack or destroy the system, or worms that can impair the
system or overload it.%® In short, cybercrime takes a multitude of diverse forms.

Longo (2013) writes that cybercrimes can be divided into three groups. Firstly, crimes
which are directed against a particular computer or a network infrastructure or a
particular part in order to change, destroy, harm or steal data or equipment; secondly,
crimes which are directed against organisations or persons and for this purpose their
computer networks or computers are targeted, for instance, cybercrimes, such as identity
theft or credit card fraud; and thirdly, crimes which are committed through data which is
being stored, exchanged or generated and an example is child pornography.®* Longo
(2013) describes the distinction between cybercrime and crime as “virtually
seamless.” ® Furthermore, Lestrade characterises certain distinct features that are
intrinsic to the cybercrime phenomenon: new forms of crime emerge as a result of the
internet, criminal offences are perpetrated in a new venue, i.e. in cyberspace which has
no borders and where criminals can be far from their victims, the mere availability of a
network that enables criminals to perpetrate cybercrimes, and resultantly new legal,
technical and procedural measures which have to be adopted to combat it.5

Rahman et al (2009) concur that existing laws are insufficient to police the vast digital
world which are exacerbated by its sovereignless nature.’ Equally, traditional forms of

policing are incapable of dealing with cybercrimes, for instance, community-oriented

% Ibid, 164

% B. Longo, Learning on the wires: BYOD, embedded systems, wireless technologies and cybercrime,
13(2) Legal Information Management 2013, 119-123, 121

8 Ibid

% E. Lestrade, The cybercrime phenomenon and Latvian cybercrime law, European Newsletter 2006, 1-5,
1

67 M. M. Rahman, M. A. Khan, N. Mohammad, M. O. Rahman, Cyberspace claiming new dynamism in
the jurisprudential philosophy: a substantive analysis of conceptual and institutional innovation,
International Journal of Law & Management 2009, 274-289, 288
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policing strategies are ineffective in catching cyber criminals, particularly since
criminals can often remain anonymous when committing crimes and criminals can be
based in different countries around the world.%® Walker et al (2006) highlight that when
cybercrime is committed there are more invisible venues than visible venues and that
there is also more faceless crime making investigation and prosecution much more
difficult.%® In cyberspace computers are globally linked which makes it harder for law
enforcement agents to deter individuals from committing cybercrimes. A central issue
is that domestic law enforcement agencies rely on their counterparts in other countries
who may be slow to cooperate, this is turn makes it easier for cyber criminals to avoid
prosecution, and even in cases where cooperation is forthcoming, investigating
cybercrime is resource-intensive and in other cases it simply is not possible to identify
cyber criminals with sufficient certainty due to the anonymity which exists within the

virtual realm.”®

McCusker (2003) suggests that the inherently global nature of the internet requires
international regulation, as opposed to national regulation, but points out that this has
not yet been fully achieved.”! In 1990, the United Nations passed a resolution about
computer crime legislation in Havana during a Congress about the Prevention of Crime
and the Treatment of Offenders, and in 1994, the United Nations Manual on the

Prevention of Computer-related Crime was prepared, however, Rychlicki (2006) notes

8 D. Walker, D. Brock, T. R. Stuart, Faceless-orientated policing: traditional policing theories are not
adequate in a cyber world, Police Journal 2006, 169-176, 169

% Ibid, 175

70 Jack Goldsmith, How cyber changes the laws of war, 24(1) European Journal of International Law
2013, 129-138, 131-132

"I R. McCusker, E-commerce, business and crime: inextricably linked, diametrically opposed? 23(1)
Company Lawyer 2002, 3-8, 6
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that this has not been revised and is no longer up to date due to rapid technological
advances.?Similarly, the UN recognises that “/lJaws, criminal justice systems and
international co-operation have not kept pace with technological change. Only a few
countries have adequate laws to address the problem, and of these, not one has resolved
all of the legal, enforcement and prevention problems. ’® Nevertheless, the International
Criminal Police Organisation (Interpol) renders assistance and co-operates with law
enforcement officers from around the world and included in its remit are IT crimes.”
Rychlicki (2006), explicates that Interpol hosts a convention entitled the European
Working Party on Information Technology Crime and at this convention, the

Information Technology Crime Investigation Manual was produced.”

Respecting this international context, the Council of Europe Convention on Cybercrime
2001 was adopted by several countries. Carr and Williams (2001) explain that the
Convention distinguishes four types of offences:
1. Those which contravene confidentiality and affect the availability and integrity
of computer systems and data.
2. Computer-related crimes, such as computer fraud.
3. Copyright offences.

4. Content offences, such as child pornography.

2 T. Rychlicki, Legal issues of criminal acts committed via botnets, 12(5) Computer and
Telecommunications Law Review 2006, 161-167, 164

International Review of Criminal Policy, United Nations Manual on the Prevention and Control of
Computer-Related Crime, Nos.43-44 | 1999 <http://www.uncjin.org/Documents/irpc4344.pdf> accessed
20" January 2015; cited from R. McCusker, E-commerce, business and crime: inextricably linked,
diametrically opposed? 23(1) Company Lawyer 2002, 3-8, 6

74 T. Rychlicki, Legal issues of criminal acts committed via botnets, 12(5) Computer and
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The penalties for the above offences are left to the state parties to determine.’® Liability
can also be imposed on legal entities, such as corporations, when they benefit from the
commission of an offence, but only when the action is attributable to key personnel.”’
Jerome (2012) explains that the Convention does not obligate state parties to provide
mutual assistance when this contravenes the national law of the state party, or when the
state deems that the request contravenes its security, sovereignty, public order or other
important national interests.”® Extradition of a cyber criminal who is a national of the
requested state may be refused if the state has domestic laws in place to punish the
person for the offences stipulated in the Convention, or where the request contravenes
the national laws and reservations can be entered to the Convention.” A drawback is
that these caveats could undermine the overall effectiveness of the Convention.

The failure to adopt any other international treaty and the difficulties in combating
cybercrime at the domestic level highlight, as Gersch (2012) observes, “the law[’s]
struggle to keep up with the pace of technical innovation.””®® Cybercrime is a unique,

unorthodox and extraordinary phenomenon which raises the question as to whether

76 1. Carr, K. S. Williams, Cyber-crime and the Council of Europe: reflections on a Draft Convention, 7(4)
International Trade Law & Regulation 2001, 93-96, 94
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traditional criminological theories which deal with physical crimes can be extended to

the digital realm,®'this is the focus of the next section.

1.6 The Theoretical Context of and Applicable Social Science

Literature on Cybercrime

The World Wide Web and computers have become an integral aspect of modern human
life. They are used in multiple modes of communications, commerce, and government,
but the technological innovation which has given rise to the e-revolution has equally
created new opportunities for deviant behaviour.®? Criminological studies have been
conducted in order to explain different types of cybercrimes and to test to what extent

conventional theories can be applied to the digital age.®

Classical criminology considers that persons commit crime after weighing up the
benefits and costs i.e. that crime is the consequence of a rational and calculated
decision.?* It is therefore important that people are deterred from committing crimes and
this requires severe and prompt punishment.®> The positivist school within criminology
points out that crime is caused by psychological, biological and social factors, which

persons cannot control and therefore does not favour punishment, but that instead the

81 M. Yar, The Novelty of 'Cybercrime', An Assessment in Light of Routine Activity Theory, 2(4)
European Journal of Criminology 2005, 407-427, 407

82T.J. Holt, A. M. Bossler, An Assessment of the Current State of Cybercrime Scholarship, 35(1)
Deviant Behavior 2014, 20-40, 20
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Jones and Bartlett Publishers 2007) 15
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factors which caused the crime are “treated” and therefore focuses on rehabilitation.®
However, this school has largely become replaced by the neoclassical school which
focuses on the person, choice and individual responsibility.®” With the advent of the
digital age, countries adopted cybercrime legislation in order to send out a clear message
that these types of crime result in punishment in line with the classical and neo-classical
school of thought.®® The neo-classical school of thought advocates a deterrence model,
but in comparison to the classical school of thought the neo-classical school also
considered the circumstances of the person or the particular situation in order to impose

a stricter or more lenient sentence.®’

However, this is not the only theoretical view. Gottfredson and Hirschi (1990) explain
that the “motive to crime is inherent or limited to immediate gains provided by the act
itself” and “there is no larger purpose behind...theft, or insider trading” and thus
espouse a “general theory of crime.””® Certain characteristics, such as inability to self-
control, can result in impulsive behaviour since immediate benefits are thereby reached
without reflection about the consequences and risks.”! This may render individuals more

vulnerable and expose them to offender groups, thereby increasing the chance of
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victimisation. > Empirical studies have also established that limited individual self-
control can be linked to particular types of cybercrime and this includes software
piracy,”? illicit music downloads and online pornography.® Yet it may also be argued
that young people often do not consider that their behaviour is criminal, the act can be
done with ease and because they consider it unlikely that they will be caught. Another
study supports Gottfredson and Hirschi's theory i.e. that a lack of self-control increases
the chances of cyber stalking, since persons who lack self-control are not strong enough
to resist participating in such behaviour and are unable to appreciate the consequences
which flow from this.”> Nonetheless, whilst this argument appears more convincing with
illegal downloads, it is not as persuasive in relation to cyberstalking where it is unlikely
that this is the only motivator in this case. However, an empirical study which tested
whether self-control could account for different types of cybercrime victimisation found
that there was no direct link i.e. the loss of digital data as a result of malware infection
or the theft of banking passwords had no correlation to any discrete characteristics or
choices of a victim.”® Victims of cybercrime are very rarely at fault, though low
computer literacy might be viewed as a contributing factor. Computers can become

infected by viruses without any communication between the perpetrator and the
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victim.”” It was established that self-control was only relevant when a particular person
was targeted.”® Other studies have produced mixed findings about the link between
computer hacking and a lack of self-control, thereby not fully endorsing this general
theory of crime.”® Moreover, critics say that crime cannot be reduced to one factor in

this way.!%

Akers advocates a “social learning theory” and explains that individuals can choose to
learn or to unlearn certain acts and this includes learning/unlearning restrains.!’! This
theory posits that persons adopt deviant behaviour and opt for a criminal career because
their particular learning process exposes them to various associations, for instance, peers
engage in deviant behaviour'??, these deviant behaviour patterns are imitated and then
there is reinforcement of such behaviour, e.g. in the form of prospective benefits and
disadvantages.'® Social learning is very relevant to cybercrime since the perpetrator has
to learn technical skills and procedures to use the computer illicitly. ' Research
confirms that three constitutive aspects of social learning theory can be found in respect

to cybercrime:
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1. People prefer that laws are violated which govern how computers
and the internet are used.!%’
2. There exist illegal computer models which they can copy.!%

3. They are encouraged to breach computer laws.!'?’

Research also found that those who socialise with deviant groups are more prone to
cyber stalk others, thereby confirming Akers' theory.!”® Another study points out that
self-control is not as critical when compared to having peers who engage in deviant
behaviour.'” Hence, in the context of cyber-stalking, the social learning theory and lack
of self-control have been linked.!'? Individuals who regularly associate with deviant
peers and find it hard to control their impulses were more prone to cyber stalk other

juveniles.'!!

Furthermore, empirical research highlights that the same risk factors which are present

when online victimisation occurs also exist in respect of hacking.!!'? A lack of self-
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control was found to lead to a higher probability of both online harassment and hacking,
though a person’s online behaviour was thought to carry certain consequences, for

instance, regular social media use increased the chance of online harassment.!!?

The occurrence of crime can also be explained through the lens of cultural deviance
theory, which focuses on the practices, assumptions, beliefs and values of societies and
sub-groups which encourage deviant conduct and this is linked to social learning theory
i.e. social learning can be influenced by cultural deviance.''* The sub-cultural and
social learning approaches thus argue that groups have the same values and this can be
applied in the virtual realm, particularly to hackers who often learn their skills from
peers.!!> Computer-aided communications and the internet can thus promote the creation
of illegal subcultures.!'!® For instance, subcultures of computer hacking and malware
writing have emerged.!!” It was found that the majority of these hackers were young
men who were members of a culture which promoted the sharing of information, skills
and beliefs; they were often graduates who were extremely skilled and regularly
networked with each other.!!'® Moreover, empirical research has found that online
subcultures of sexual deviants have emerged.!!” Hence, the internet allows people with

deviant interests to connect and engage in deviant behaviour.
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A similar theory to cultural deviance theory is social disorganisation theory, which
considers that geographical places and social control are related to crime.!?® This
perspective has also become known as the Chicago School.'?! This is because the initial
advocates - Shaw and McKay (1942) — promulgated this model by studying the rates of
juvenile arrests in Chicago. > Shaw and McKay employed Park, Burgess and
McKenzie's (1925) concentric zone model which divided Chicago into five different
zones, commencing with the city centre and ending with the outer boundaries.'?* They
found that crime decreased the further the location was away from the centre,
irrespective of the type of neighbourhood or ethnic group which lived there, though in
certain transitioning areas crime rates were continuously high.!?* The results suggested
that delinquency rates in city areas were linked to poverty, a diverse ethnic spread and
instability within the community.'?®> Shaw and McKay (1942) contend that social
disorganisation is at the heart of delinquency; it is the result of a deficiency of mutual

values, inadequate social control within the community and is influenced by the location
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and neighbourhood, as opposed to individual characteristics.!?® The core argument of
this theory is that disordered and fragile communities are more prone to higher crime
rates since their members become connected to their environment and positively link
this with their commitment to combating crime.'?’ In sum, the characteristics of a
neighbourhood have an impact on the crime rate.'?® In the context of cybercrime, this
theory suggests that steps should be taken to develop a strong attachment amongst the
online community in order to combat cybercrime, and there are websites which do this,
they are regularly visited and are used for the exchange of opinions, and to tag and rate
posts, utilising these communities could be an effective strategy in fighting

cybercrime.!'?’ However, even strong networks can become deviant or develop deviancy.

Another important theory, which is a derivative of the previous theory, is situational
crime prevention theory.'*° Clarke (1980) points out that individuals are being motivated
to commit crime by a mixture of immediately arising situational factors, which fit the
particular characteristics of the person's past and aspects which match the present
situation of the person.'*! Accordingly, proponents of situational crime prevention

theory argue that a systematic eradication of opportunities to commit crime substantially
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reduces the overall crime rate.!*> However, so long as criminal motivation is not also
diminished, this view may be challenged and it is therefore best to perceive crime as the
result of interplay between opportunity and motivation. '3* It has therefore been argued
that cybercrime arises because the internet affords anonymity and therefore has a
disinhibition effect.!3* This may also explain the occurrence of cyber stalking. This
theory is thus insightful in the context of cybercrime since it emphasises the importance

of defending targets, for instance, through the use of safe passwords.'*

A similar theory is opportunity theory because situational crime prevention depends on
opportunity. *®* An opportunity arises and individuals feel more empowered to
misbehave due to the “dissociative anonymity” which the internet offers.!>” Mayhew et
al (1973) point out that opportunities can be described in many different ways and
therefore distinguish between opportunities which relate to persons, for instance, the
chance to be victimised, and opportunities which depend on objects, for instance, the
security of the item, the degree of surveillance, the attractiveness of the item and
opportunities can therefore depend on a multitude of factors which determine how much
risk, effort will be expended.!*® Opportunity theory employs a “rational choice theory

for offending” because it is assumed that perpetrators weigh up possible gains against
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detriments and this perspective is implicitly accepted by situational crime prevention
theory.!3? This theory can be perceived as a species of deterrence theory, for instance, by
rendering it more difficult for online criminals to launch phishing attacks, the cost-

benefit assessment shifts and results in criminals becoming deterred.!'*’

Another derivative of the Chicago School is Felson and Cohen's (1979) “routine
activities theory” which holds that property or personal crimes take place when there is
a criminal who perpetrates a crime, an item of property or a victim and the situation and
other individuals facilitate the crime or someone else or the victim is present and who
can take steps to avert the crime.'*! These constituent characteristics of place, time,
persons and objects are divided into the following three core groups of variables: firstly,
offenders who are motivated; secondly, appropriate targets which can be criminally
victimised; and thirdly, guardians who are incapable of protecting the property or
persons.'** The core tenet is thus that criminal victimisation increases when “space and
time of the three minimal elements of direct-contact predatory violations” converge.'*
This theory has been expanded to cover white-collar crime and illicit drug dealing by

pointing out that these crimes are made possible when a criminal is motivated, has
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located an adequate target and there is no effective guardianship.!** For a target to be
suitable, it must have a value and it is not too difficult to move the object, the object is
visible and it is easy to gain access. '*> A cyber criminological stance highlights the
usefulness of this theory; particularly in the context of hackers trying to create botnets
1.e. various linked computers without their owners’ knowledge, though also in respect of
other cybercrimes.!*® These computers can become appropriate targets, which can be
used to stage a distributed denial of service attack when there is no appropriate guardian

e.g. the computer has no firewall and anti-virus software.'%’

Hindeland, Gottfredson, Garofalo (1978) developed the “lifestyle-exposure theory”
which is based on the assumption that different lifestyles have an impact on the
exposure to dangerous people, times and places and lifestyles are “routine daily
activities, both vocational activities (work, school, keeping house, etc) and leisure
activities.”'*® This theory can be applied to the digital realm since online lifestyle and

digitally adept guardianship can impact cybercrime victimisation.'#’

Both the routine activity theory and the lifestyle-exposure theory have been

amalgamated as part of a joint “opportunity theory of victimisation” which assumes that
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victimisation is caused by opportunities and certain lifestyles, and daily activities
promote criminal opportunities.’>® In the context of cybercrime, the life-style exposure
theory has been modified to the digital space and used to predict different kinds of
victimisation, for example, cyber-stalking, virus infection or threats.'>! “Lifestyle-
routine activities theory” may account for the occurrence of cyber and computer crime,
though not many empirical tests have been conducted to verify this.!>? Yet a study by
Hold and Bossler (2008), which investigated the “lifestyle-routine activities theory”
amongst university students, supports that peer involvement can lead to individual
victimisation.!>3 Equally, another empirical investigation found that online harassment is
endemic amongst high school students who often communicate with technologically

enabled devices.!>*

This suggests that criminological theories can be applied to certain kinds of
cybercrimes '°°> and empirical research particularly supports the “general theory of
crime” advocated by Gottfredson and Hirschi (1990), as well as the “social learning
theory” espoused by Akers (1973).!% However, the arguments underlying situational
crime prevention theory and opportunity theory are also very convincing. They say that

a person who commits a crime online can dissociate from anxiety and guilt - which may
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otherwise be present - and feel safe in the anonymity that the internet affords, which in
turn reduces the likelihood of their being caught. Within this context, Suler's (2004)

argument that there exists an online disinhibition effect is very persuasive.'>’

The UK has adopted several measures to combat cybercrime and to secure the digital
realm. Cybercrime and cyber security have become critical topics for the European
legislator. Correspondingly, the UAE has taken steps to protect its citizens against this
emerging threat. The subsequent sections will investigate the diverse legal strands

which these jurisdictions have adopted.

1.7 Cybercrime Laws in the UK

Kelly (2007) explains that the UK adopted the Computer Misuse Act 1990, to combat
computer hacking, the necessity for such an enactment was highlighted on several
occasions, with the most influential being the 1989 Law Commission's Report'>® and the
House of Lords case R v Gold.’% In the 1989 Law Commissions Report it was
highlighted that the criminal law applying to computer crime had gaps in the protection
offered. At that stage the Law Commission was mainly concerned with the act of
hacking, noting however other issues such as the inapplicability of deception offences to
computers.'®! One of the questions which troubled the Law Commission was whether

the unauthorised access to a computer i.e hacking, should be made a criminal offence or
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whether civil law could offer sufficient protection and remedies. This was considered in
the Law Commission Working Paper no.110, where the Law Commission reached the
conclusion that civil law is essentially an ineffective remedy against unauthorised

access'?

, and therefore concluding that there is a strong case for creating a criminal
offence for unauthorised access. This recommendation was made concrete in the Law

Commission report og 1989, and was conceptualized through its encapsulation in the

Computer Misuse Act 1990.

In R v Gold, the British telecom Prestel Gold computer network was unlawfully
accessed and data was changed and one of the computer hackers even wrote a note for
the Duke of Edinburgh. The accused were journalists who argued that they had only
accessed the network to bring to light security vulnerabilities; they were nevertheless
prosecuted by virtue of s.1 of the Forgery and Counterfeiting Act 1981 on the basis that
they used a fake instrument, i.e. a fake customer identification number. However, the
Court of Appeal and the House of Lords did not find them guilty since at the time it was
not considered sufficient to deceive a machine. Nehaluddin (2009) explains that the
decision suggested that hacking of computers did not constitute a criminal offence'®’

and this lacuna in the law prompted the passing of the Computer Misuse Act 1990.

The Computer Misuse Act 1990 sets out the following three core offences: accessing the

data or program on a computer without authority (s.1), facilitating this (s.2),
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intentionally impairing the computer from operating (s.3(2)(a)), hindering or preventing
that data or a program can be accessed on a computer (s.3(2)(b)), impairing that the
program operates or impairing that the data is reliable (s.3(2)(c)) and facilitating any of
this (s.3(d)).'*

S.1 is specifically designed to cover hacking and no intention has to be established in
respect of the data or program. Yet in the widely publicised case of Paul Bedworth, the
defence argued that he was an addict, who therefore undertook hacking and did not have
the required mens rea. Nehaluddin explains that this resulted in the jury acquitting him

and this caused concern that the Act was not stringent enough.'®

S.2 covers circumstances in which access has been gained without authorisation with
intention to perpetrate another offence.!®® S.3 has been enacted to criminalise situations
where acts are done which result in contents being modified without authorisation with
the intention to damage the data and modification encompasses adding, removing or
altering data.'®” The Act applies to all, who have not been authorised to use or access

169

data or programs.!®® In R v Bow Street Magistrates Court ex parte Allison,'% it was
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confirmed that even authorised users, who are misusing facilities, can expose
themselves to criminal liability.!”® Hence, the Act has a very wide scope.

Jarvie (2003) explicates that the terms data, computer or program are not defined by the
Act, so that they are not limited to the understanding when the Act was passed.!”!
Consequently, these can be interpreted flexibly to cover new technological innovations,
such as smart-phones which are computers and this ensures that the scope of the Act is

not curtailed.

Additionally, the Police and Justice Act 2006 has made various amendments to the
Computer Misuse Act 1990 to deal with challenges in a rapidly changing digital
landscape. ! For example, McEwan (1990) writes that “Denial of Service (DoS)
attacks” have become more commonplace, but that it was unclear whether they were
covered by the Computer Misuse Act 1990.!73 Equally, Rychlicki (2006) points to an
unreported Wimbledon Magistrates' Court case, which suggested that DoS/DDoS
attacks were not covered by the Computer Misuse Act 1990 and explains that this
resulted in the amendments by virtue of the Police and Justice Act 2006.!7*

McEwan (2008) opines that these amendments were a “progressive move” as deterrence
was heightened and offences became extraditable in line with Article 6 of the European

Union's Framework Decision 2005/222/JHA on attacks against information systems, as

170N, Jarvie, Control of cybercrime - is an end to our privacy on the Internet a price worth paying? Part 1,
9(3) Computer and Telecommunications Law Review 2003, 76-81, 80
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Criminal Law Review 2008, 955-967, 955 and 957
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174 T, Rychlicki, Legal issues of criminal acts committed via botnets, 12(5) Computer and
Telecommunications Law Review 2006, 161-167, 166
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now replaced by the new EU Directive 2013/40 on attacks against information
systems.!” Additionally, further amendments to the Computer Misuse Act 1990 were
made by virtue of the Serious Crime Act 2015.!7® The Explanatory Notes to the Serious
Crime Act inform that the amendments modernise the offences, so that tools to
perpetrate cybercrime, for instance, programmes with which computer systems can be
unlawfully accessed, are covered.!”” Moreover, a new section 3ZA is inserted into the
Computer Misuse Act 1990 to create the “offence of impairing a computer such as to
cause serious damage”, as currently only s.3 covers this, but this section only allows a
maximum penalty of up to ten years, which the government considers too lenient in
serious cases, for instance, when critical infrastructure is damaged.!”® The new penalty
is 14 years or life imprisonment. S.3ZA(1) spells out the criteria which have to be met to
establish that the offence is made out: Firstly, for the actus reus to be made out the
perpetrator has to commit an act without authorisation in respect of a computer which
creates a substantial risk of “serious damage”, which is “of a material kind”; and
secondly, the mens rea is established by showing that s/he knew that there was no
authority and it was intended that such serious damage was caused or the person was
reckless in respect of the damage.!”” An unauthorised act takes place when the person is

not responsible for the computer and cannot thereby decide to do the act and the person

175 Ibid, 959; M. Turner, N. Pantlin, L. Pugh, C. Young, EU Cybercrime Directive takes a tougher stance
against attacks on information systems, Herbert Smith Freehills LLP, 2013
<http://www.lexology.com/library/detail.aspx?g=d3863b21-3c3b-419e-8a8f-2b007acb3al 0> accessed 1
July 2014

176 Parliament UK, Serious Crime Bill [HL] 2014-15 <http://services.parliament.uk/bills/2014-
15/seriouscrime.html> accessed 1 July 2014

177 Serious Crime Bill, Explanatory Notes, 2014, 1-85, 2
<http://www.publications.parliament.uk/pa/bills/Ibill/2014-2015/0001/en/15001en.pdf> accessed 20th
January 2015; Serious Crime Act, Explanatory Notes, 2015, 1-85, para.126 <
http://www.legislation.gov.uk/ukpga/2015/9/notes/division/3/2> accessed 23" August 2015
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who has responsibility has not consented that the person does the act.'®® “Material kind”
means causing damage to national security, the economy, the environment or human

welfare.'¥!

Additionally, the territorial scope for computer misuse offences has been extended, so
that extra-territorial jurisdiction applies to the new s.3ZA offence, so that, for example, a
UK national, who resides in France, can be prosecuted in the UK or a French national,
who resides in the UK and who hacks a computer in France.!®> The amendments provide
further clarification, for instance, in respect of s.10 of the Computer Misuse Act 1990.!%?

The amendments to the Computer Misuse Act 1990 ensure that the UK fully complies

with Directive 2013/40/EU on attacks against information systems. '3

Apart from the Computer Misuse Act 1990, other legislation can be used to prosecute
cyber criminals. For instance, the Obscene Publications Act 1959 and 1964 deals with
electronic pornographic offences; the Protection of Children Act 1978 and the Criminal
Justice Act 1988 can be evoked in respect of electronic child pornography; the Sexual
Offences Act 2003 deals with online and offline sexual grooming; the Public Order Act
1986 and Crime and Disorder Act 1998 render it illegal to incite religious and racial
hatred; the Malicious Communications Act 1998 and the Telecommunications Act 1984

contain provisions rendering it a criminal offence to engage in online harassment; the

180 . 17(8) of the Computer Misuse Act 1990; Serious Crime Act, Explanatory Notes, 2015, 1-85,
para.126 < http://www legislation.gov.uk/ukpga/2015/9/notes/division/3/2> accessed 23" August 2015
181'§ 3ZA(2) of the Computer Misuse Act 1990; Serious Crime Act, Explanatory Notes, 2015, 1-85,
para.126 < http://www legislation.gov.uk/ukpga/2015/9/notes/division/3/2> accessed 23" August 2015
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Copyright, Designs and Patents Act 1998 spells out copyright crimes; and the Terrorism
Act 2006 can be used to prosecute various crimes, which are being perpetrated online.!*®
For instance, in R. v Fellows and Arnold,'% it was held that the Protection of Children
Act 1978 applied when indecent photographs of children were stored in digital format,
so that they could be accessed by others and that this constituted active participation in
the crime of showing or distributing such images.'®” Yet in Atkins v DPP,'®® the
prosecution failed since it could not be established that the accused knew that the photos
were cached. Jarvie (2003) argues that the imposition of such a requirement burdens the

authorities, who have to detect and prosecute paedophiles.'®’

Agate and Ledward (2013) further explicate that s.16 of the Offences Against Person
Act 1861 can be invoked when someone threatens to kill another; s.4 of the Protection
from Harassment Act 1997 can be used when people are made to fear violence; and s.1
of the Malicious Communications Act 1988 can be invoked when threatening messages
are being sent; and s.127 of the Communications Act 2003 can be used when a
menacing message is sent'®” and this ensures that threats, including online threats sent
via social media, can be combated.’”! For instance, an offence may be made out under

s.127 of the Communications Act 2003 when a public order violation is committed by
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tweets and the Director of Public Prosecution (DPP) has issued guidelines in 2013
which state that “those communications that should be robustly prosecuted [are]...
those that amount to a credible threat of violence, a targeted campaign of harassment
against an individual or which breach court orders, and those communications which

may be considered grossly offensive, to which the high threshold must apply.”'*?

Jarvie (2003) remarks that computer fraud can also be prosecuted by placing reliance on
the Theft Acts 1968 and 1978, the Forgery and Counterfeiting Act 1981 and the Finance
Act 1972.'° The UK has thus a wide arsenal of statutes to outlaw different forms of
cybercrime. Some of the developments within UK cybercrime law have also been driven

by virtue of EU law.

1.8 The European Approach Towards Cybercrime

Rychlicki (2006) informs that the EU can fight computer crime by virtue of Title VI of
the Treaty of the European Union entitled “Provisions on police and judicial
cooperation in criminal matters.”'** The 2000 Communication from the Commission'®>

firstly affirmed the importance of adopting definitions for high-tech crimes and

92Crown Prosecution Service, DPP publishes final guidelines for prosecutions involving social media
communications, 20 June 2013
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sanctions.!*® Also, in 2000, the Convention on Mutual Assistance in Criminal Matters
between the Member States of the European Union!’ was adopted by the Council
pursuant to Article 34 of the Treaty on European Union in order to facilitate law
enforcement assistance and co-operation between the Member States.'”® Subsequently,
in 2001, the Council Recommendation on contact points maintaining a 24-hour service
for combating high-tech crime was adopted.'® In 2002, Eurojust was established to
combat serious crime and its remit overlaps with that of Europol and includes computer
fraud and cybercrime.?® In 2004, the European Network and Information Security
Agency (ENISA) was established to safeguard information systems by virtue of the

Regulation 460/2004 of the European Parliament and of the Council *%!

In 2005, the European Union then adopted Council Framework Decision 2005/222/JHA
on attacks against information systems.?°”> The Council Framework Decision provided
that the following acts are rendered criminal offences: illegal data interference, illegal
system interference, illegally accessing information systems, and that the Member States
had to transpose the regulation by 16 March 2007.2°> However, as the challenges which

cybercrime pose have increased, it was necessary to adopt a more comprehensive

196 T, Rychlicki, Legal issues of criminal acts committed via botnets, 12(5) Computer and
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framework.?** Hence, the Decision has been replaced by Directive 2013/40/EU of the
European Parliament and of the Council of 12 August 2013 on attacks against

).2% Whilst the Framework Decision

information systems (the Cybercrime Directive
already set out various definitions for cybercrime, rules for cooperation, jurisdiction and
liability, Graux (2013) informs that “/t/he new Directive further streamlines and
enhances the European rules in the fight against cybercrime. While some of the new
provisions will clearly be a challenge to implement and apply correctly, they provide a
common path to more effective crime fighting. ”**® Graux (2013) also points out that
whilst the Directive is similar to its predecessor, it makes clear that certain situations
constitute aggravating factors, for instances, “crimes committed by misusing the
personal data of another person, with the aim of gaining the trust of a third party,
thereby causing prejudice to the rightful identity owner” and ‘“crimes where a
significant number of information systems have been affected through the use of a
tolls ”, for instance, botnet attacks.?’” Klimek (2015) further explicates that the following
four common definitions have been adopted in respect of crimes involving attacks
against information systems: illegal interception, illegal system interference, illegal data

interference and illegal access to information systems. 2°® Resultantly, Member States

have to render it a criminal offence when data is illegally intercepted intentionally
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without authorisation and this is done through technology which captures non-publicly
transmitted data, including data which is sent through electromagnetic emissions, and
this is not a minor case.?”” Yet it has not been defined what a ‘not minor’ case is. Instead
this is left for the Member States to decide in accordance with their domestic laws.?!°
For example, the Directive explains that a minor case is one where criminal liability is

not imposed.?!!

Furthermore, Member States have to render it a criminal offence when a system is
illegally interfered with intentionally and without the person being able to invoke a right
to do so and the person does this by gravely interrupting, or hindering its operation by
sending, deleting, changing, damaging, transmitting, suppressing or deteriorating
information or by preventing access to a system.?'> Member States have to also impose
criminal sanctions when data is illegally interfered with intentionally and without the
person having a right and this is done by destroying, damaging, altering, deteriorating,
or suppressing data or by rendering it inaccessible and this is not a small case.’!?
Moreover, Member States have to render it a criminal offence when illegal access is
gained to information systems and this is done intentionally and without the person
being entitled to have access and this is not a minor case.?'* The Directive also requires
Member States to answer information requests within eight hours and additionally

Member States are obligated to gather statistical information and report about

209 Article 6 of the Directive 2013/40/EU on attacks against information systems

219 para.11 of the preamble of the Directive 2013/40/EU on attacks against information systems
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cybercrime incidents and convictions.?! In this context, Savin and Trzaskowski (2014)
further explain that information sharing about cybercrime has also been strengthened
through the creation of the European Cybercrime Centre (EC3) by the Commission and
which is situated within Europol.?!¢

The deadline for transposition was the 4™ September 2015.2!7 The UK has chosen to opt
in?'® and on the 4th June 2014, the Serious Crime Bill (which has now become the
Serious Crime Act 2015) was introduced to transpose Directive 2013/40/EU, as well as
to combat serious crime and to amend the Computer Misuse Act 1990, as discussed
above.?!” Klimek (2015) opines that as a result, criminal law has been harmonised
within the EU since rules have been spelled out to define criminal offences, as well as
sanctions for attacks on information systems and that mutual co-operation between

competent agencies has been strengthened.??’

In February 2013, an EU cyber security strategy was proposed by the European
Commission and as part of this, a Directive on measures to ensure a high common level
of network and information security across the Union was proposed (the NIS
Directive).??! During the NATO Advanced Research Workshop on Best Practices for

Computer Network Defence: Incident Detection and Response, it was observed that the
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EU's strategy is based on the following five strategic pillars: firstly, the realisation of
cyber resilience; secondly, a significant reduction of cybercrime; thirdly, the
development of cybercrime capabilities as part of the Common Security and Defence
Policy; fourthly, the development of technical and industrial capital to achieve cyber
security; and fifthly, the adoption of a consistent international policy for cyberspace
which fosters important EU values. ??> Nagyfejeo (2015) points out that this NIS

Directive was adopted by the European Parliament in March 2014.%2

Savin and Trzaskowski (2014) corroborate that the various EU initiatives are designed
to prepare states to deal with cyber attacks, especially the Directive. Member States are
required to create a “National Information Security strategy” and nominate a domestic
agency which is competent and has sufficient human and financial resources to combat
224

and deal with incidents and risks.

The explanatory memorandum of the Directive states that:

“the aim of this Directive is to ensure a high common level of network and
information security (NIS). This means improving the security of the Internet
and the private networks and information systems underpinning the

functioning of our societies and economies. This will be achieved by
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I0S Press 2014) 71
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requiring the Member States to increase their preparedness and improve
their cooperation with each other, and by requiring operators of critical
infrastructures, such as energy, transport, and key providers of information
society services (e-commerce platforms, social networks, etc.), as well as
public administrations to adopt appropriate steps to manage security risks

and report serious incidents to the national competent authorities. %

Hence, this Directive ensures that information and network security becomes
harmonised within the EU by requiring all market operators, which utilise NIS to adopt
organisational and technical steps in respect of cyber risks; and organisations which
come within the scope of the Directive have to report security breaches, be subjected to
mandatory regulatory audits and have sanctions imposed for failing to comply with the
Directive.??¢ Hence, just like telecom operators are already required to report security
breaches, online service providers, for instance, social networks, large cloud providers,
search engines and e-commerce platforms and other providers of traditional
infrastructure have to report cyber security breaches.??” However, no particular security
standards are being imposed, but instead stakeholders are requested to work together
with the ENISA to promulgate guidelines.??® Tsagourias and Buchan (2015) state that
the objective is to create “a cooperative network mechanism for information exchange”

by imposing legal obligations on important information society service providers and
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public agencies, so that adequate steps are taken to deal with security risks and to report
grave incidents.??* A partner at Field Fisher Waterhouse, Stewart Room (2013),
observes that “the scope and magnitude of this new Directive is huge. Obviously, the
regulation of cyber risks in utilities, transport, financial services and public authorities
is massive in its own right, but it's the wider concept of ‘market operator’ that really

needs to be looked at.”’**°

A proactive approach has thus been adopted to ensure that cybercrime is being
strategically combated at the European level and whilst no regional steps have been
taken by the Gulf Cooperation Council (GCC) countries, the UAE has also been

proactive in the fight against cybercrime.

1.9 Cybercrime Laws in the UAE

Cassim (2009) explains that the UAE was the first GCC country to adopt far-reaching

6.23! Beretta (2013) observes that prior to the adoption of

cybercrime legislation in 200
Law No.2 of 2006 many of the offences were contained in Law No.15 of 1980 on

printed matter and publications, which were then specifically revised for the digital

realm.?*’Federal Law No.2 of 2006 on the Prevention of Information Technology
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Crimes®* imposes stiff penalties for a broad range of activities, such as gaining access
to a website or information system by breaking through a security measure (s.2);
procuring the modification or destruction of medical records (s.7); intentionally and
unlawfully eavesdropping or intercepting communication (s.8); or using the internet or
an information technology device to threaten or blackmail another (s.9). However,
Baggili (2011) observes that the sanction system in the UAE is lighter than the one
adopted by the UK.?** Furthermore, Federal Law No.2 of 2006 is not as aligned with the
Council of Europe Convention on Cybercrime, and the UAE only created a new

department at the Federal Courts in 2009 in order to draft laws for cybercrime.?*

In 2012, the UAE adopted two more cybercrime laws: Federal Legal Decree No. 5 for
2012 on combating cybercrimes?*® and Law No. 3 of 2012 on establishing the National
Electronic Security Authority. These laws were adopted to proactively combat the
continuously evolving new cybercrime threats.*’Federal Legal Decree No. 5 for 2012
on combating cybercrimes makes amendments to the 2006 Federal Legal Decree.
Khasawneh and Ahern (2012) describe this as “a tough new cybercrimes law.*® For
example, Article 21 proscribes that technology is used to infringe the privacy of others,

for instance, by disclosing photographs or conversations or statements, even if they are
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accurate.?® The 2012 Federal Legal Decree thus enhances privacy for information
which is being made available online and this includes bank account numbers, data
information and other details which are being furnished for online payment
transactions.?*” Protection of the privacy of individuals is essential especially as there
are no data protection laws on a par with the laws in Europe. There is no federal
regulator to oversee that data protection is safeguarded, even though citizens have a
right to privacy, as defined in Article 31 of the constitution which states that they have a
right of “freedom of corresponding through the post, telegraph or other means of
communication and the secrecy thereof shall be guaranteed in accordance with the
law”, but this right does not extend to non-Emiratis, who make up the great majority of

residents in the UAE.?*!

However, publishing personal data about a person's family or private life constitutes a
criminal offence under Article 378 of Federal Law 3 of 1987 (the Penal Code).?*
Federal Law by Decree No. (3) of 2003 Regarding the Organisation of
Telecommunications Sector regulates telecommunication providers and such licensees
have to adhere to the Privacy of Consumer Information Policy 2005, which requires that
consumer data, including SMS, data and voice transmissions, call patterns and other

information are kept private.?*> Some specific legislation applies solely to the economic

239 Ibid

240 S, McBride, HH Sheikh Khalifa issues decree on cybercrime, ITP.net, 13 November 2012
<http://www.itp.net/591227-hh-sheikh-khalifa-issues-decree-on-cyber-crime> accessed 23rd January
2015

241 Practical Law, Data protection in United Arab Emirates: overview, 1 April 2014
<http://uk.practicallaw.com/0-518-8836#> accessed 20th January 2015

242 Tbid

243 Practical Law, Data protection in United Arab Emirates: overview, 1 April 2014
<http://uk.practicallaw.com/0-518-8836#> accessed 20th January 2015

65



free zones, namely the Dubai International Financial Centre Data Protection Law No.1
of 2007, which is quite similar to the European Data Protection Directive and the Dubai
Healthcare City Regulation No.7 of 2008, which affirms data protection for health
information.?** However, O'Connell opines that “these privacy related provisions have

not been drafted with the information age in mind.”**

Hence, Articles 2 and 21 of the Federal Legal Decree No. 5 for 2012 on combating
cybercrimes are key steps - albeit rudimentary — to implement data protection. The
former Article rendered it illegal to access electronic networks or information systems or
websites without authority, whilst the latter Article proscribes that the privacy of
individuals is being evaded through IT, computer networks or electronic information
systems without the person consenting to this and without legal authorisation.
Moreover, pursuant to Article 39 of the Federal Legal Decree No. 5 for 2012 on
combating cybercrimes, operators and owners of computer networks and webpages may
face criminal liability if information is published on their network or webpage, or
through other technological devices, when illegal content is published, or they fail to
take illegal content down upon being notified. Federal Law No.15 of 1980 Governing

Publications and Publishing delineates what types of publications are proscribed.?*
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Under Federal Legal Decree No. 5 for 2012 on combating cybercrimes, all types of
cybercrime are being criminalised and custodial sentences and/or fines can be imposed
and enforcement agencies have been granted extra-territorial enforcement powers. Al
Tamimi (2013) corroborates that the themes of the 2012 law can be grouped into the
following categories: “IT security, state security and political stability, morality and
proper conduct, financial and commercial issues and miscellaneous” matters. 2%’
However, Human Rights Watch (2012) observes that the Federal Decree No.5 for 2012
is an affront to free speech and results in it being very difficult for normal citizens or
activists to voice their concerns.?*® This is because the provisions are very wide and
ambiguous, so that individuals can be easily prosecuted for criticising officials. Yet
Human Rights Watch (2012) concedes that not all provisions are directed at curtailing
free speech, but that provisions also ensure that, for instance, sectarian or racist views
are not published online.?* For instance, Iaccino (2015) informs about a 2015 Federal
Supreme Court (FSC) unreported decision in which a person violated the law by
swearing at a colleague in a WhatsApp message and was as a result fined $68,000 (the

equivalent of £42,769) and deported.?*°

Law No. 3 of 2012 on Establishing the National Electronic Security Authority creates

the National Electronic Security Authority (NESA), which is responsible for

247 Al Tamimi & Company, Developments in the UAE Cybercrimes Law, The Lawyer 2013
<http://www.thelawyer.com/briefings/developments-in-the-uae-cyber-crimes-law/300468 1 .article>
accessed 20 June 2014

248 Human Rights Watch, UAE: Cybercrimes Decree Attacks Free Speech, Threatens Peaceful Activists,
Ordinary Citizens Alike, 2012 <http://www.hrw.org/news/2012/11/28/uae-cybercrimes-decree-attacks-
free-speech> accessed 29 June 2014

2% Ibid

230 L. Taccino, UAE cybercrime: Man faces £42,000 fine for swearing at colleague over WhatsApp,
International Business Times, 18 June 2015 <http://www.ibtimes.co.uk/uae-cybercrime-man-faces-42000-
fine-swearing-colleague-over-whatsapp-1506803> accessed 22nd August 2015
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“organis[ing] protection for the Communication Network and Information Systems in
the State and [for] develop[ing], amend[ing] and us[ing] the necessary methods in [the]
Electronic  Security domain” and which co-operates with aeCERT and the
Telecommunications Authority.?>! On the 25th June 2014, the NESA informed that it
will publish various strategies, standards and policies, so that the efforts to combat cyber
security become strategically aligned at the national level.?*? Subsequently, NESA
(2015) published its Critical Information Infrastructure Protection Policy and
Information Assurance Standards which endorse a threat based approach and make use
of recognised security guidance and standards, for instance ISO 27001.2%3 Downton
points out that NESA lists 24 different threats in accordance with the percentage in
which they have been reported to have occurred.?>* A range of controls which have been
adopted by others are listed next to the various threats, as well as other sub-controls. 2°°
Downton (2015) explains that whilst this appears as a good starting point, this may not

be sufficient since advanced threats will not be mitigated against by standardised

security approaches. 2°°

251 J. Beretta, Privacy in the Middle East: new Cybercrime Law, Privacy and Data Security Law,
Coverage and commentary on developments in data protection, Dentons, 2013
<http://www.privacyanddatasecuritylaw.com/category/regulators/page/3> accessed 29 June 2014

22 ITP.net, UAE cyber-security authority unveils policies, standards, 2014 <http://www.itp.net/598777-
uae-cyber-security-authority-unveils-policies-standards> accessed 29 June 2014

233 B. Downton, NESA — The New Standard of Information Security in the UAE, MWR InfoSecurity, 6
April 2015 <https://www.mwrinfosecurity.com/articles/nesa-the-new-standard-of-information-security-in-
the-uae/> accessed 20th August 2015

254 Ibid
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In September 2014, it was announced that a cyber command will be created within the
UAE military and which will work in parallel to the NESA.>>” A cybercrime unit has
also been created within Abu Dhabi's State Security Apparatus and a Department of
Anti-Electronic Crimes has been formed as part of Dubai police.>**Yet the adoption of
cybercrime offences and the creation of a specialised agency entrusted with cyber
security and other units/departments to combat cybercrime are insufficient to deal with
the emerging threat which emanates from cybercrime. For instance, Dr Saud Al Junaibi
(2014) highlighted at the Abu Dhabi Electronic Warfare GCC conference in 2014 that
most cyber criminals try to attack critical infrastructure and critical services and that
“[d]ata detection systems like Scada (Supervisory Control and Data Acquisition) are
still behind in terms of protection from cyber threats” since these systems are only
programmed to provide services and are therefore only receptive to gathering data from
different sources and when attackers access such systems, important services can be
disrupted.>>® He further pointed out that network security of these systems is not
coordinated and it is therefore important to organise a “Technical Standards Forum”,
but also acknowledged that NESA is facilitating that government agencies and industry
are adopting international standards to cope with “cyber electronic warfare.””**® In this
context, His Excellency Jassem Bu Ataba Al Zaabi (2014), General Director, noted that

“[c]ybersecurity is one of the biggest economic and national security challenges

257 B. Thomas, UAE Military To Set Up Cyber Command, Defenseworld.net, 30 September 2014
<http://www.defenseworld.net/news/11185/UAE Military To Set Up Cyber Command#.VMVEmyws
q6Q> accessed 20th January 2015

258 Reporters Without Borders, United Arab Emirates: Tracking “cyber-criminals”, 2014
<http://12mars.rsf.org/2014-en/2014/03/11/united-arab-emirates-tracking-cyber-criminals/> accessed 20th
January 2015

239 C. Malek, UAE needs better protection of critical infrastructure, The National, 19 November 2014
<http://www.thenational.ae/uae/technology/uae-needs-better-protection-of-critical-infrastructure>
accessed 22nd August 2015
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countries face in the twenty-first century. The National Electronic Security Authority
was established in line with this modern reality and as soon as the Authority was in
place, we immediately initiated a thorough review of federal efforts to defend and
protect the nation's ICT infrastructure. This announcement falls in line with the process
we are currently engaged in which puts all necessary policies and standards in place to

ensure a comprehensive approach to securing the nation's digital infrastructure” *%!

The researcher argues that police officers can only effectively secure the digital realm if
it is made more transparent. This in turn requires that data is retained and surveillance
takes place, as occurs for instance, in the UK, but this has to be administered in a way

which both protects data and respects the right to privacy.

261 B, Thomas, UAE Military To Set Up Cyber Command, Defenseworld.net, 30 September 2014
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1.10 The UK Approach Towards Data Protection

1.10.1 The Right to Privacy

Privacy means “fieedom from unauthorized intrusion.”*** Gillespie (2009) emphasises
that the notion of private information is crucial in respect of surveillance.?*> However,
the director of Liberty, James Welch (2014) summarises the problem as follows: “The
security services consider that they’re entitled to read, listen to and analyse all our
communications on Facebook, Google and other US-based platforms. If there was any
remaining doubt that our snooping laws need a radical overhaul, there can be no
longer. The agencies now operate in a legal and ethical vacuum; why the deafening
silence from our elected representatives? ’*%*

In the UK, the right to privacy traditionally did not exist, but Fenwick explains that
instead equity or tort claims could be brought, for instance, for trespass, copyright,
defamation and breach of confidence; accordingly, the right could be indirectly
enforced.?® For instance, in 1997, before the enactment of the Human Rights Act 1998,

Lord Irvine opined “that the true view is that the courts will be able to adapt and

develop the common law by relying on existing domestic principles in the laws of

262 Merriam Dictionary <http://www.merriam-webster.com/dictionary/privacy> accessed 20% January
2015; H. Sarfaraz, Surveillance, privacy and cyber law, 20(7) Computer and Telecommunications Law
Review 2014, 189-194, 189

263 A. A. Gillespie, Regulation of internet surveillance, 4 European Human Rights Law Review 2009, 552-
565, 554

264 Cited from Z. Akhtar, Malicious communications, media platforms and legal sanctions, 20(6)
Computer and Telecommunications Law Review 2014, 179-187, 184

265 H. Fenwick, Civil Liberties and Human Rights (4th edn, Abingdon, Routledge-Cavendish 2007) 807
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trespass, nuisance, copyright, confidence and the like, to fashion a common law right to

privacy. "%

Richardson et al (2012) opine that the breach of confidence played a particularly
important role to distinguish private from public information.?®” Von Bar (2009) notes
that the traditional test to identify whether there was a breach of confidence was
famously espoused by Megarry J in Coco v AN Clark (Engineers) Ltd,**® in which he
stated “[f]irst, the information itself ... must have the necessary quality of confidence
about it.?®> Secondly, that information must have been imparted in circumstances
importing an obligation of confidence. Thirdly, there must be an unauthorised use of
that information to the detriment of the party communicating it.”?’" This claim therefore
became the main tool to enforce privacy.?”! Coco v AN Clark (Engineers) Ltd despite
being a High Court case and therefore, technically, only binding to lowers courts, it
managed to recast the doctrine of confidence in a way that responded to a change in the
broader social background.?’* The case became a starting point in many subsequent
cases, despite only being a High Court decision?’* and had led to major academic
debates about the breadth of equitable confidence; Gareth Jones argues that:

‘[e]quity, to borrow a metaphor, should not be past the age of child-bearing. A
defendant who has taken good care not to enter any relationship of any sort with the
plaintiff and who has obtained confidential information by reprehensible means should
be in no better position than a defendant who is given and deliberately breaches the
plaintiff's confidence *’.

While Jones’ co-writer Robert Goff recast the elements of confidence in such a way as

to encompass unauthorised (but not necessarily nefarious) takings of information, even

266 House of Lords Debate, 24 November 1997, col 785; J. Cooper, A. Marshall-Williams, Legislating for
Human Rights, The Parliamentary Debates on the Human Rights Bill (Portland, Hart Publishing 2000)
222

267 M. Richardson, M. Bryan, M. Vranken, K. Barnett, Breach of Confidence, Social Origins and Modern
Developments (Cheltenham, Edward Elgar Publishing Ltd 2012) 1

268 (1969) RPC 41

269 C. Von Bar, Non-Contractual Liability Arising out of Damage Cause to Another (Munich, European
Law Publishers 2009) 54

270 Coco v AN Clark (Engineers) Ltd (1969) RPC 41, per Megarry J at 7

27 Younger Committee, Report on Privacy, 1972, p. 26; also see Duchess of Argyll v Duke of Argyll
[1967] Ch 302; AG v Guardian Newspapers (No 2) [1990] AC 109
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Communications Law, 23(2) 74-88.

273 Stephens v Avery [1988] FSR 510.
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482.
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in circumstances where there was no prior relationship of confidence between the parties
or express obligation of confidence placed on the confidant.?”
Smart states that when the Human Rights Act 1998 was enacted the right to privacy
became recognised, though Article 8 was already recognised by the UK prior to this.?”®
The right to privacy is enshrined in Article 8 of the European Convention on Human
Rights (ECHR), it states:
“(1) Everyone has the right to respect for his private and family life, his
home and his correspondence.
(2) There shall be no interference by a public authority with the exercise of
this right except such as is in accordance with the law and is necessary in a
democratic society in the interests of national security, public safety or the
economic well-being of the country, for the prevention of disorder or crime,

for the protection of health or morals, or for the protection of the rights and

freedoms of others.”

The effect of s.3 of the Human Rights Act 1998 is that “/s/o far as it is possible to do
so, primary legislation and subordinate legislation must be read and given effect in a
way which is compatible with the Convention rights.”*’’ S.6 of the Human Rights Act

1998 ensures that the right to privacy has only a vertical effect (i.e. is only enforceable

275 T.D.C. Bennet, (2018) ‘Judicial activism and the nature of "misuse of private information"
Communications Law, 23(2) 74-88.

276 U. Smartt, Media & Entertainment Law (2nd edn, Abingdon, Routledge 2014) 93

277 8.3 of the Human Rights Act 1998
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against public authorities, excluding the police), but courts can “develop the underlying
common law in such a way to include the value of”’ privacy.”?’8

Irrespective of whether or not the right to privacy has only a vertical effect, the
European Court of Human Rights has made clear that covert surveillance can breach
Article 8(1) of the ECHR and has to be justified under Article 8(2).2” However,
McArthur opines that privacy cannot be expected on the internet since it constitutes a
public space, and that privacy may only be possible when tracking software is blocked
or one's identity is concealed.?®® Yet such a stance may hamper innovation, as it would
imply that trade secrets could not be protected. It also conflicts with Article 8(1). The
European Court of Human Rights also does not regard that the simple fact that
something takes place in public means that there is no privacy, as illustrated by Von
Hannover v Germany.*! Instead, Von Hannover makes clear that privacy does not
depend on location and that a public versus private division is too simple, but instead “a
test of a reasonable expectation of privacy or, more broadly still, of control of private

information is more satisfactory.”*%?

Whilst this case did not deal with online privacy, Gillespie (2009) therefore disagrees

with McArthur (2001) and gives the additional example of using an online service,

28 A. Gillespie, The English Legal System (Oxford, Oxford University Press 2013) 148; also see
Wainwright v Home Office [2003] 3 WLR 1137 where it was stated “In this country, unlike the United
States of America, there is no over-arching, all-embracing cause of action for 'invasion of privacy” cited
from J. Gordley, A. Taylor von Mehren, An Introduction to the Comparative Study of Private Law,
Readings, Cases, Materials (Cambridge, Cambridge University Press 2006) 283

29 Malone v United Kingdom (1985) 7 EHRR 14 ECtHR; Halford v United Kingdom (1997) 24 EHRR
523 ECtHR; A. A. Gillespie, Regulation of internet surveillance, 4 European Human Rights Law Review
2009, 552-565, 554

280 R L. McArthur, Reasonable Expectations of Privacy, 3 Ethics and Information Technology 2001, 123-
128,126

281(2005) 40 EHRR 1 ECtHR
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which specifically offers secure back up storage.?®* Coleman (2006) corroborates that
the essence of privacy is to prevent access to information, particularly emails.?®* In
contrast, McArthur (2001) argues that the fact that access can be restricted does not
change the public nature of the internet since electronic measures can be used to
circumvent any access restrictions, but Gillespie (2009) perceives that such perception
does not fit the jurisprudence of the European Court of Human Rights, especially the
reasonable expectation test in Von Hannover.?®> Consequently, when surveillance takes
place, this has to be authorised in order to ensure that there is compliance with Article

8(2) of the ECHR..

The European Court of Human Rights has also held that this is necessitated by rejecting
that administrative authority is sufficient to satisfy the requirement in Article 8(2) to be
“in accordance with the law. % Systematic recording was also found to breach Article
8(1) of the ECRH?®” and the same principle also applies in the online context, as made
clear by the European Court of Human Rights in Copland v United Kingdom.*3® In this
case, the Court stated that “/a/ccording to the Court's case law, telephone calls ... are
covered by the notions of ‘private life’ and ‘correspondence’ for the purposes of Art

8(1) ... It follows logically that emails sent from work should be similarly protected

23 A. A. Gillespie, Regulation of internet surveillance, 4 European Human Rights Law Review 2009, 552-
565, 556

284 S, Coleman, E-mail, terrorism, and the right to privacy, 8 Ethics and Information Technology 2006, 17-
27,20

85 A. A. Gillespie, Regulation of internet surveillance, 4 European Human Rights Law Review 2009, 552-
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288 (2007) 45 EHRR 37 ECtHR

75



under Art 8, as should information derived from the monitoring of personal internet
usage.”**

In Amann v Switzerland,*” the European Court of Human Rights also stated that
“tapping and other forms of interception of telephone conversations constitute a serious
interference with private life and correspondence and must accordingly be based on a
‘law’ that is particularly precise. It is essential to have clear, detailed rules on the
subject, especially as the technology available for use is continually becoming more
sophisticated.” In light of the decision, Taylor (2003) points out that surveillance
methods have to be regulated by law to ensure that there is compliance with Article 8(1),

I3

i.e. that the interference is “in accordance with law. ' Furthermore, Gillespie (2009)
argues that an authorisation is required to conduct directed surveillance pursuant to the
RIPA >%?

The Digital Rights Ireland Ltd v Minister for Communications, Marine and Natural
Resources®” case mentioned above also mandates that fundamental rights cannot be
seriously interfered with.?** The Court of Justice of the European Union (CJEU)
observed that data retention allows that the person is identified, the place and time of a
communication, how often the person communicates with particular persons and this

means that very private information is being made available, for instance, about their

everyday habits, their daily activities and home, their social environment, etc. and this

29 Copland v United Kingdom (2007) 45 EHRR 37 ECtHR, at 41

290 App. No.27798/95, Judgment of February 16, 2000

PN, Taylor, Policing, privacy and proportionality, European Human Rights Law Review 2003, 86-100,
91

22 A. A. Gillespie, Regulation of internet surveillance, 4 European Human Rights Law Review 2009, 552-
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Law Review 2014, 835-850, 846
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seriously breaches the private life and violates the persons' personal data, particularly in
circumstances where data is retained and used without the knowledge of the person.?*?
Yet the Court considered that such data retention was justified in the name of public
security, but that the principle of proportionality had been stretched too far by the EU
legislature.?’® Indeed, proportionality can be more readily made out when adequate
protective safeguards have been adopted, as made clear in Klass v Germany*®” where it
was said that “[o]ne of the fundamental principles of a democratic society is the rule of
law ... [which] implies, inter alia, that an interference by the executive authorities with
an individual's rights should be subject to an effective control... *®

The Council of the European Union also notes that the court will not “satisfy itself with
anything less than a strict assessment of the proportionality and necessity of measures
that constitute serious restrictions to fundamental rights, however legitimate the
objectives pursued by the EU legislature.”®” Yet Granger and Irion (2014) point out
that the Grand Chamber in Digital Rights Ireland Ltd v Minister for Communications,
Marine and Natural Resources®® has not defined what amounts to a serious interference
and how to conduct such an assessment.>! Nonetheless, they corroborate that the

decision mandates “a new level of responsibility to protect fundamental rights,”

imposes “a novel strict judicial scrutiny test” and invalidates EU law, which breaches

295 Case Comment, Data retention Directive invalid, says ECJ, 319 EU Focus 2014, 14-16, 15

2% Ibid
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Charter rights and provides substantive guidance to EU and national law-makers in
respect of data protection and privacy rights. Granger and Irion (2014) therefore think
that the decision re-emphasises constitutionalism and human rights as crucial building
blocks for European integration.’"?> Hence, even in a “Big Data era” the requisite
threshold for data and privacy protection remains high within the EU.>*® This is also in
line with the jurisprudence promulgated by the European Court of Human Rights, for
instance, in Rotaru v Romania,*** where it was noted that “[s/tates do not enjoy
unlimited discretion to subject individuals to secret surveillance or a system of secret
files. The interest of a state in protecting its national security must be balanced against
the seriousness of the interference with the applicant's right to respect for his or her

395 it was observed that “powers of secret

private life” and in Klass v Germany,
surveillance of citizens are tolerable under the Convention only in so far as strictly
necessary for safeguarding democratic institutions. % Accordingly, cyber security is
thus not a blanket reason to permit unlimited surveillance and data retention, but this has
to be balanced against the right to private life.’*” The concept of confidentiality, as
developed by cases which have created the common law claim for breach of confidence,

has been strengthened by the human rights claim. Privacy is also protected by virtue of

the UK Data Protection Act 1998.

392 M.-P. Granger, K. Irion, The Court of Justice and the Data Retention Directive in Digital Rights
Ireland: telling off the EU legislator and teaching a lesson in privacy and data protection, 39(6) European
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1.10.2 The UK Data Protection Act 1998 and the European Approach
Towards Maintaining Privacy

In a digital world, privacy is particularly important to protect individuals and businesses
from cybercrime. McLeod and Hare (2010) explain that the UK Data Protection Act
1998 regulates the manner in which personal data about individuals, who are alive, is
being managed and processed.’*® Bainbridge (2004) notes that the Act “does not affect

any right to relief for breach of confidence or defamation, in appropriate cases. %

Smith (2007) explains that the UK approach to data protection is based on Directive
96/46/EC on the protection of individuals with regard to the processing of personal data
and on the free movement of such data, which was adopted “to protect the fundamental
rights and freedoms of natural persons, and in particular their right to privacy with
respect to the processing of personal data, and to prevent the restriction or prohibition
of the free flow of personal data between Member States for privacy reasons.”*'° Those,

who process personal data in the UK, have to inform the Information Commissioner.>!!

Data is defined by s.1 of the Data Protection Act 1998, as information, which is
processed with automatically operating equipment after instructions are given to do so,

when the data is recorded and there is intention that the processing shall take place with

3% J. McLeod, C. Hare, How to Manage Records in the e-Environment (Abingdon, Routledge, 2010) 65
399 Cited from D. Bainbridge, Introduction to Computer Law (5th edn, Harlow, Pearson Education Ltd
2004) 489; Also see Michael Douglas v Hello! Ltd (No. 2) [2003] EWHC 786 (Ch)
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Regulation (4th edn, London, Sweet & Maxwell 2007) 687
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the equipment, the record is made in a relevant filing system>'? and there is such
intention and the information does not fall within paragraph (a)-(c) and is a record,
which is accessible, which meets the definition in s.68 of the Data Protection 1998. The
Act is only invoked when there is personal data and this means data from which it is
possible to identify a living individual or their expression of opinion.>'* Accordingly, the
Data Protection Act 1998 is only applicable when it is possible to identify an individual

314

and the person is alive. In Durant v Financial Services Authority,”'" personal data was

narrowly interpreted as data which is “biographical in a significant sense” and

requiring that “the information has the putative data subject as its focus. !>

The Data Protection Act 1998 requires data controllers to adhere to eight important
principles, which range from, processing data lawfully and fairly, not over excessively
processing data, and ensuring that personal data is accurate to not transferring personal
data to a country outside the European Economic Area when there is insufficient

protection in that country.>!'®

Gulwirth et al (2009) explain that the Data Protection Act 1998 places much emphasis

on data subjects giving consent to their personal data being collected, though personal

312 A relevant filing system means “...any set of information relating to individuals to the extent that,
although the information is not processed by means of equipment operating automatically in response to
instructions given for that purpose, the set is structured, either by reference to individuals or by reference
to criteria relating to individuals, in such a way that specific information relating to a particular individual
is readily accessible” s.1(1) of the Data Protection Act 1998
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316 Schedule 1 of the Data Protection Act 1998; also see the Information Commissioner's Office; Data
protection principles, 2014 <ico.org.uk/for organisations/data protection/the guide/the principles>
accessed 1 July 2014
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data can also be processed if any of the conditions in Schedule 2 of the Data Protection
Act 1998 are met, for instance, if this is needed to for a contract.?!” Yet they criticise this

because as a result the purpose for which data is being collected is being disregarded.'®

Gooch and Williams (2007) note that data subjects have a right to write to the
organisation, which holds information about them and request that they see what data is
held.*" Yet the House of Lords Science and Technology Committee Report on Personal
Internet Security 2007 observes that the remedies are inadequate and as a result there is
no “practical incentive for those holding customer data to take steps to protect it.”**°
However, in light of the important Google Spain SL v Agencia Espanola de Proteccion
de Datos (AEPD)**! case heard by the CJEU, data protection has been given further
importance within the online context. In this case a preliminary reference was brought to
determine whether the Data Protection Directive could be evoked against search
engines, for instance, Google and even in circumstances where the data processing did
not take place in the EU, persons could require that their personal data was removed
from the search engine.*?> The CJEU found that the fact that the physical server is not

located in Europe does not matter, as Google had a branch in a Member State. As

search engines control personal data they were bound by EU data protection law and
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individuals are entitled, if they meet certain criteria, to request search engines to remove
their personal information. Even information which was accurate may no longer be
collected when the information is irrelevant, inadequate or excessive in respect of the
aim of the data. What it amounts to is this, individuals are not automatically entitled to
be forgotten, but a balance has to be struck with other rights, e.g. freedom of speech.’??
Akhtar (2014) explains that as a result of the decision an assessment has to be made
each time to evaluate: the type of information, whether it constitutes sensitive
information about a person's private life, what interest the public have in being able to

access the information, and the role the person plays in public life.3>*

More recently, on 14 September 2017 a new Data Protection Bill was published in the
UK which has been introduced in its Parliament. It aims to overhaul and update the UK

> Tt is also in

data protection laws for an increasingly digital age and economy.>?
preparation for Britain’s departure from the EU (also known as ‘Brexit’), ensuring that
strong data laws and appropriate safeguards are in place so that Britain can trade across
international borders. Key features of the new bill are: implementation and clarification
of the GDPR — which will apply from 25 May 2018 - in the UK context, new criminal

offences related to data, empowering people to be able to withdraw their consent with

respect to their personal data, and enabling them to access and/or restrict the way that

323 Google Spain SL v Agencia Espanola de Proteccion de Datos (AEPD) (C-131/12) (2014) 164(7607)
NLJ 20, 56, 80, 93, 85; Z. Akhtar, Malicious communications, media platforms and legal sanctions, 20(6)
Computer and Telecommunications Law Review 2014, 179-187, 185-186
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organisations use their personal data, and the imposition of fines of up to €20m / £17m

for businesses who are found guilty of serious data breaches.*?

Having such data protection laws encourages businesses to safeguard data and it is
therefore important for the UAE to adopt equally strong measures as this can safeguard
against cybercrime. Correspondingly, the UAE should adopt specific data protection
standards for enforcement agencies, as the European Union has done. De Azevedo
Cunha (2013) points out that Declaration 21 on the protection of personal data in the
fields of judicial and police cooperation in criminal matters, which is an annex to the
Treaty of Lisbon, states “that specific rules on the protection of personal data and the
free movement of such data in the fields of judicial cooperation criminal matters and
police cooperation based on Article 16 of the Treaty on the Functioning of the European
Union may prove necessary because of the specific nature of these fields.”**” Council
Framework Decision 2008/977/JHA of 27 November 2008 on the protection of personal
data processed in the framework of police and judicial cooperation in criminal matters
delineates the necessary data protection measures which have to be adopted when the
police and judiciary cooperate in relation to criminal matters.?® Article 5 of the
Framework Decision makes clear that Directive 95/46/EC does not apply when

“processing operations concerning public security, defence, state security or the

326 “Data Protection Bill Overview F actsheet’, Department for Digital, Culture, Media and Sport,
September 2017 <https://www.gov.uk/guidance/data-protection-bill-overview> accessed December 2017

327 M. V. de Azevedo Cunha, Market Integration Through Data Protection, An Analysis of the Insurance
and Financial Industries in the EU (London, Springer 2013) 44

328 Parliament UK, Fifty-ninth Report of Session 2010-12 - European Scrutiny Committee, Data
processing in the framework of police and criminal cooperation
<http://www.publications.parliament.uk/pa/cm201012/cmselect/cmeuleg/428-1iv/42810.htm> accessed 1
July 2014; also see R. Funta, EU-USA Privacy Protection Legislation and the Swift Bank Data Transfer
Regulation: A Short Look, 5(1) Masaryk University Journal of Law and Technology 2011, 23-33, 26
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activities of the State in areas of criminal law” are conducted. Ismaiel and Cieh (2013)
explain that whilst the European approach is ‘“the world's leading and most

comprehensive model”, there is a “need for change.**

1.10.3 The 2012 European Reform Proposals

The European data protection rules were formulated in 1995 and the digital space has
since then tremendously increased. As a result, these rules do not deal with data, which
is being “processed for law enforcement purposes.”*° On the 12th March 2014, the
European Parliament therefore expressed its support for the reform proposal
promulgated by the European Commission, particularly against the background of the

Snowden revelations about the US “data spying scandals. !

The EU's Justice Commissioner, Vice-President Viviane Reding (2014) stated “/d]ata
protection in the European Union is a fundamental right. Europe already has the
highest level of data protection in the world. With the EU data protection reform which
was proposed exactly two years ago — in January 2012 — Europe has the chance to make
these rules a global gold standard. These rules will benefit citizens who want to be able
to trust online services, and the small and medium sized businesses looking at a single

market of more than 500 million consumers as an untapped opportunity. The European

32 N. Ismail, E. L. Y. Cieh, Beyond Data Protection, Strategic Case Studies and Practical Guidance
(London, Springer 2013) 3

30 European  Parliament News, Q&A on EU data protection reform, 2014
<http://www.europarl.europa.eu/news/en/news-room/content/20130502BKG07917/html/QA-on-EU-data-
protection-reform> accessed 30 June 2014

331 European Commission Memo, Progress on EU data protection reform now irreversible following
European Parliament vote, 2014 <http://europa.eu/rapid/press-release MEMO-14-186 en.htm> accessed
30 June 2014
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Parliament has led the way by voting overwhelmingly in favour of these rules. I wish to

see full speed on data protection in 2014. 3%

Reding (2013) explains that the aim of the Network Information Security Directive
2016/1148%%3 is to create a “resilient digital single market” in order to better cope with
cyber-attacks and that the “EU's Data Protection rules and Cyber Security Strategy
[are] two sides of the same coin.”’>** Banck (2013) explains that the European data
reform requires digital market operators to notify data breaches to the data protection
authority, as well as to a security authority, which has to be established by each Member
State under the European Commission Cyber Directive project, as well as to adopt
organisational and technical measures to deal with risks, which emanate from

information systems and security networks in their control.>*

Cannataci (2013) further corroborates that Directive 95/46/EC is replaced by General
Data Protection Regulation (GDPR) (Regulation (EU) 2016/679)33¢, which sets out a

framework and the Network Information Security Directive 2016/1148, which replace

332 Cited from European Commission Memo, Data Protection Day 2014: Full Speed on EU Data
Protection Reform, 2014 <http://europa.eu/rapid/press-release MEMO-14-60 en.htm> accessed 30 June
2014

333 Directive (EU) 2016/1148 of the European Parliament and of the Council of 6 July 2016 concerning
measures for a high common level of security of network and information systems across the Union

334V, Reding, The EU's Data Protection rules and Cyber Security Strategy: two sides of the same coin,
European Commission, 2013 <http://europa.eu/rapid/press-release SPEECH-13-436_en.htm> accessed
30 June 2014

335 A. Banck, EU Cyber Directive: How does it relate to Data Protection Law and Data Protection
Reform? Privacy Europe, 2013 <http://www.privacy-europe.com/blog/eu-cyber-directive-how-does-it-
relate-to-data-protection-law-and-data-protection-reform/> accessed 1 July 2014

336 European Commission, LIBE Committee vote backs new EU data protection rules, 22 October 2013,
MEMO/13/923 <http://europa.eu/rapid/press-release MEMO-13-923 en.htm> accessed 20" January
2015; European Commission, Data Protection Day 2014: Full Speed on EU Data Protection Reform, 27
January 2014, MEMO/14/60 <http://europa.eu/rapid/press-release. MEMO-14-60 en.htm> accessed 20"
January 2015
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Framework Decision 2008/977/JHA16 in order to spell out the principles when personal
data can be processed to prevent, detect, investigate or prosecute crimes and for
interconnected judicial activities.?*” Akhtar explicates that the GDPR modernises the
European data protection laws and grants citizens new rights, including having personal
information destroyed®*® and the company, as opposed to the individual, has the burden
of proof to show that the data should not be deleted.**° Article 3 of the GDPR also
confirms that irrespective of the physical server, when services are provided within
Europe, European data protection rules have to be adhered to. Member States are also
required to adopt domestic legislation to strike a balance between freedom of
expression, which encompasses data processing, so that the media can access it and with

data protection.**

Also, as discussed above, since 2013, communications service providers have to report
breaches within 24 hours to their regulator and inform the data subject about a breach,
which is “likely to adversely affect the personal data or privacy” of an individual
pursuant to Commission Regulation 611/2013 of June 2013 on the measures applicable
to the notification of personal data breaches under Directive 2002/58/EC of the
European Parliament and of the Council on privacy and electronic communications and

under the GDPR, and this obligation is extended to all those, who act as data controllers,

337 J. A. Cannataci, Defying the logic, forgetting the facts: the new European proposal for data protection
in the police sector, 4(2) European Journal of Law and Technology 2013
<http://ejlt.org/article/view/284/390> accessed 1 July 2014; also see C. Walker, EU rules on breach
notification, Olswang, 2014 <http://www.olswang.com/articles/2014/06/eu-rules-on-breach-notification/>
accessed 1 July 2014

338 Also see Article 17 of the Data Protection Regulation

339 Z. Akhtar, Malicious communications, media platforms and legal sanctions, 20(6) Computer and
Telecommunications Law Review 2014, 179-187, 186

340 Article 80 of the Data Protection Regulation; ibid (Akhtar) 186
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whilst cyber attacks have to be reported under the Network and Information Security

Directive 2016/1148.34!

The European Union has been proactive in combating cybercrime through a host of
different measures, which are primarily focused on protecting and securing digital data
as well as retaining and processing data and when cyber-criminals are being prosecuted,
it 1s also important to regulate to which extent this data can constitute admissible

evidence in criminal proceedings.

341 C. Walker, EU rules on breach notification, Olswang, 2014
<http://www.olswang.com/articles/2014/06/eu-rules-on-breach-notification/> accessed 1 July 2014
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1.11 Surveillance Laws in the UK

Surveillance can be defined as the “observation and collection of data to provide
evidence for a purpose.”*% It is possible to distinguish internet from electronic
surveillance and the former takes place when data or content is being intercepted over
the internet, whereas the latter takes place when electronic devices are used to listen,
record, monitor and store communications covertly.>* Gillespie (2009) explains that
internet surveillance can denote investigating what persons do online or employing
online methods to conduct offline surveillance, for instance, by using a device on a car
which connects to the internet.>** Internet surveillance can be conducted, for instance,
by examining web postings, web usage and persons' online relationships.>** In recent
times, Sarfaraz (2014) notes that governments have increasingly used surveillance
programs to ensure security and combat terrorism and these government surveillance
programs can capture a broad spectrum of data, as individuals increasingly use digital
devices on which they store personal information, such as mobile phones, laptops and
other electronic gadgets.**® However, as observed by the UK House of Lords Select
Committee on the Constitution “the role of technology in surveillance is pre-eminent
and poses formidable regulatory problems”, particularly since surveillance conflicts

with fundamental rights, particularly the right to privacy and also freedom of expression

342 Black’s Law Dictionary <http://thelawdictionary.org/> accessed 20" January 2015; cited from H.
Sarfaraz, Surveillance, privacy and cyber law, 20(7) Computer and Telecommunications Law Review
2014, 189-194, 189

343 H. Sarfaraz, Surveillance, privacy and cyber law, 20(7) Computer and Telecommunications Law
Review 2014, 189-194, 189

34 A. A. Gillespie, Regulation of internet surveillance, 4 European Human Rights Law Review 2009, 552-
565,552

3% Ibid

346 H. Sarfaraz, Surveillance, privacy and cyber law, 20(7) Computer and Telecommunications Law
Review 2014, 189-194, 189

88



and results in a lot of control which can be abused by those in power and this can

undermine democracy and the rule of law.>*

Gersch (2012) explicates that historically the state conducted intercepts and covert
surveillance under the royal prerogative and telephone calls could be tapped and
recorded to prevent or detect crime by virtue of s.80 of the Post Office Act 1969 and
whilst the latter was unsuccessfully challenged in Malone v Metropolitan Police
Commissioner (No.2),>*® the European Court of Human Rights later found that there
existed confidentiality when persons use telephones. ** The Interception of
Communications Act 1985 subsequently permitted the police the power to intercept
when a warrant had been issued and thus spelt out a regime to ensure that
telecommunications systems were only lawfully intercepted in certain situations.*>* A
tribunal was also established where complaints could be lodged about unlawful
interception of communications and the Interception of Communications Commissioner

was appointed to monitor intercepts.>>!

Mobbs (2003) explains that the powers to conduct direct surveillance were modernised
and increased by virtue of the Regulation of Investigatory Powers Act 2000 (RIPA), as

well as the Terrorism Act 2000, which allow governmental agencies to tap the networks

347 Select Committee on the Constitution, Second Report of Session 2008-09: Surveillance: Citizens and
the State, House of Lords Paper No.18-I. (Session 2008-09) 1-130, para.43
<http://www.publications.parliament.uk/pa/ld200809/ldselect/Idconst/18/18.pdf> accessed 20" January
2015; cited from A. A. Gillespie, Regulation of internet surveillance, 4 European Human Rights Law
Review 2009, 552-565, 552

34811979] Ch 344

3% Malone v United Kingdom (A/82) (1985) 7 EHRR 14

330 A. Gersch, Covert surveillance - a snoopers' charter? Archbold Review 2012, 5-8, 5-6

31 Ibid, 6
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and communications of individuals and organisations, so long as this has been
authorised by a person with the power to do so.%? Newburn and Neyroud (2013) inform
that RIPA not only substituted the Interception of Communications Act 1985, but also
changed Part III of the Police Act 1997 and the Intelligence Services Act 1994 and is
supplemented by several codes of practice, such as the Covert Surveillance Code and the
Covert Human Intelligence Sources Code, which had to be issued by virtue of sections
71-72 of RIPA.%3 RIPA also replaces the Complaints Tribunal with the Investigatory

Powers Tribunal (IPT).*>*

Goold (2009) observes that RIPA was primarily enacted to ensure that surveillance
activities would not violate the Human Rights Act 1998 and to prevent challenges to
policing powers, as happened for instance in Halford v United Kingdom®’ and Khan v
United Kingdom?>® and the reform was only minimal. >’ The adoption of the RIPA was
nonetheless extremely important.

In R v Khan,*>® Lord Nolan of the House of Lords explains that “/t]he sole cause of this
case coming to your Lordship's House is the lack of a statutory system regulating the
use of surveillance devices by the police. The absence of such a system seems

astonishing, the more so in view of statutory framework which has governed the use of

352 P, Mobbs, Privacy and Surveillance, How and when organisations and the state can monitor your
actions, GreenNet Civil Society Internet Rights Project, 2003, 1-11, 5
<http://www.internetrights.org.uk/briefings/irtb05-rev1-draft.pdf> accessed 29 June 2014

333 T. Newburn, P. Neyroud, Dictionary of Policing (Willan Publishing 2013) 238

354 A. Gersch, Covert surveillance - a snoopers' charter? Archbold Review 2012, 5-8, 6

3%5(1997) 24 E.H.R.R. 523 ECtHR

3%(2001) 31 E.H.R.R. 45 ECtHR

357 B. Goold, Liberty and others v The United Kingdom: a new chance for another missed opportunity,
Public Law 2009, 5-14, 5

38 (1997) AC 558, at 570

90


http://www.internetrights.org.uk/briefings/irtb05-rev1-draft.pdf

such devices by the Security Service since 1989, and the interception of communications
by the police as well as by other agencies since 1985."3%

Yet Goold (2009) considers that even the modernised surveillance regime adopted by
RIPA - “while detailed and far-reaching - is riddled with gaps and lacks any clear set
of overarching legal principles or common objectives” and gives as example that there
are four different statutory regulators: the Interception of Communications
Commissioners, the Surveillance Commissioner, the Information Commissioner and the
Intelligence Services Commissioner which all deal with overlapping subject matters, but
without close coordination between the different regulators, so that as a result the
various regulatory frameworks are not harmonised. **° In this context, the Joint
Committee on Human Rights (2005) also notes that “there is a mish-mash of oversight
arrangements” and that this is problematic since this disjointed approach erodes
important “counter-balancing safeguards” and it is unclear to which extent these

Commissions have the necessary resources, so that it is difficult for the Commissioners

to fulfil their respective role of providing scrutiny.*®!

Furthermore, it has been observed that “RIPA is a convoluted piece of legislation”, for

instance, because it “is not a complete regulatory code”, only amends “Part Il of the

359 Also see N. Jarvie, Control of cybercrime - is an end to our privacy on the Internet a price worth
paying? Part 2, 9(4) Computer and Telecommunications Law Review 2003, 110-115, 113

360 B, Goold, Liberty and others v The United Kingdom: a new chance for another missed opportunity,
Public Law 2009, 5-14, 6

361 Joint Committee on Human Rights, Counter-Terrorism Policy and Human Rights: Terrorism Bill and
related matters, Third Report of Session 2005-2006, Volume II-Oral and Written Evidence (London,
Stationery Office 2005) 159
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Police Act 1997 and...the Intelligence Services Act 1994. 3%? Moreover, Gillespie (2009)

observes that RIPA only partially defines surveillance to include:*%

“a) monitoring, observing or listening to persons, their movements, their
conversations or their other activities or communications,

(b) recording anything monitored, observed or listened to in the course of
surveillance; and

(c) surveillance by or with the assistance of a surveillance device. %

Jarvie (2003) explains that Part I of RIPA deals with acquiring and disclosing
communications data, Part II sets out how covert human intelligence sources and
surveillance are regulated and Part II spells out powers, so that private encryption keys

can be disclosed.?®’

The human rights advocacy group Liberty (2010) explains that RIPA applies to five
kinds of surveillance®%®: Firstly, “interception of communications”, which normally
includes emails and telephones and requires an interception warrant. Secondly,
“intrusive surveillance”, which means bugging a house or car or filming a person,

though in some instances, this is also covered by Part 3 of the Police Act 1997 and s.5 of

362 Editorial, Admissibility; Criminal evidence; Privacy; Surveillance; Telecommunications, Criminal
Law Review 2000, 877-878, 877-878

363 A. A. Gillespie, Regulation of internet surveillance, 4 European Human Rights Law Review 2009, 552-
565, 553-554

364 5.48(2) of RIPA

365 N. Jarvie, Control of cybercrime - is an end to our privacy on the Internet a price worth paying? Part 2,
9(4) Computer and Telecommunications Law Review 2003, 110-115, 110

366 Liberty, Summary of Surveillance Powers Under RIPA, 2010, 1-17, 1 <http://www.liberty-human-
rights.org.uk/materials/introduction-to-ripa-august-2010.pdf> accessed 29 June 2014

92



the Intelligence Services Act 1994 and again this requires authorisation. Thirdly,
“directed surveillance” is predominantly conducted in public spaces, often with the
objective to gather information about the private life of a person and again this
necessitates authorisation. Fourthly, “covert human intelligence sources” are persons,
who gather information by forming a relationship in order to gather information and are
guided by a public authority. Fifthly, “communications data” means recording
communications, whether about webpages visited, emails, telephone calls and three
types of data are included, namely “traffic data”, “service use”, “subscriber
information” %’ but not the content and pursuant to RIPA there are three types of data:
subscriber information (s.21(4)(c) of RIPA), service-use data (S.21(4)(b) of RIPA) and
traffic data (S.21(4)(a) and (6) of RIPA).** Akhtar (2014) corroborates that s.8(1) of
RIPA makes clear that a specific warrant has to be issued when internal communications
are being monitored in respect of British residents who reside in the UK and this
particular warrant should be granted when the person is suspected of illegal activity, but
external communications can be monitored so long as a general warrant has been issued

by virtue of 5.8(4) of RIPA.*%°

Wicks and Carney (2009) further explain that RIPA distinguishes two types of
surveillance: directed surveillance which is “covert but not intrusive” (s.26(2) of RIPA)

and intrusive surveillance, which takes place when a person or listening device is used

367 Ibid, 1-3

38 A. A. Gillespie, Regulation of internet surveillance, 4 European Human Rights Law Review 2009, 552-
565,559

369 Z. Akhtar, Malicious communications, media platforms and legal sanctions, 20(6) Computer and
Telecommunications Law Review 2014, 179-187, 184
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“on any residential premises or in any private vehicle” (s.26(3) of RIPA).?”® Different
control frameworks have been established and which are detailed in Chapter II of RIPA
in order to deal with these two types of surveillance and a higher degree of approval and
authorisation is required from the surveillance commissioner for intrusive surveillance
than in respect of covert surveillance *’! and additionally, Home Office Codes of
Practice have to be adhered to. These control frameworks are internal, though
subsequently the Office of Interception Commissioners can conduct a review by
sampling and Akdeniz et al (2001) criticise the fact that there is only such limited
scrutiny. >’ Akhtar (2014) points out that the previous Surveillance Commissioner
considered that they could not properly monitor abuse in respect of intrusive powers
since the intelligence which justified the intrusive powers could not be reviewed by the
surveillance commissioners.*”® In the House of Lords in Re McE,?’? the question arose
whether appellants, who were detained for terrorist related offences could be monitored
whilst they saw their solicitors, whilst another saw a consultant psychiatrist. They
sought an assurance from the police, but this was refused. They challenged that this
breached their rights under the European Convention on Human Rights. The majority of
the House of Lords decided that the right to legal professional privilege could be limited
and when this was the case, this should be considered an intrusive surveillance under
Part IT of RIPA. Hence, an internal authorisation is insufficient in respect of privileged

material. Moreover, Lord Hope explained that covert surveillance was permitted and

370 D. Wicks, D. Carney, Covert surveillance, Case Comment, 82(2) Police Journal 2009, 183-186, 185
371 Ss32 and 36-39 of RIPA

372'Y. Akdeniz, N. Taylor and C. Walker, Bigbrother.gov.uk: state surveillance in the age of information
and rights, Criminal Law Review 2001, 73-90, 73

373 Z. Akhtar, Malicious communications, media platforms and legal sanctions, 20(6) Computer and
Telecommunications Law Review 2014, 179-187, 184
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that the powers under RIPA made it possible to limit the right to privacy and resultantly

private consultations were not immune, so long as the conditions in RIPA were satisfied.

In terms of the criteria, Gillespie (2009) explains that for directed surveillance, this has
to take place covertly, there has to be a particular operation or a particular investigation,
the purpose has to be to collect private information and the operation cannot be
undertaken in response to an immediate situation.>”®> This suggests that directed
surveillance cannot be carried out for a routine operation. The ACPO has stated that one
key principle is that “/ajuthorisation under the Regulation of Investigatory Powers Act
2000 is not necessary in order to browse the World Wide Web as part of a specific
operation or investigation.”3’® Clearly, adopting such an approach is important to

effectively police the digital realm.

Additionally, RIPA has provisions, which allow delegated legislation to be passed.
Gersch (2012) explains that this is rather controversial since as a result of this, 792
different agencies made use of RIPA by 2008, including local authorities, the Royal
Pharmaceutical Society and several other bodies. *’” For instance, in Paton v Poole
Burgh Council,*"® five complaints were brought against Poole Borough Council, which
had relied on RIPA to conduct surveillance in order to ascertain whether Ms Paton had
provided the correct address for a particular catchment area of a school for her child and

the Council argued that surveillance was necessary in such an instance “for the purpose

33Tbid, 537

376Cited from ibid, 557-558

377 A. Gersch, Covert surveillance - a snoopers' charter? Archbold Review 2012, 5-8, 6
378 Unreported July 29, 2010 (IPT)

95



of preventing or detecting crime.” However, no criminal offence was committed for
falsely stating the wrong address, apart from not being provided with a place in a school,
so that the Council failed to establish that the activity fell within the scope for which
surveillance was lawful, also because the Council had failed to consider whether it was

reasonably necessary to conduct surveillance.>”

The above case illustrates situations where surveillance may be considered
disproportionate. On this matter, Lady Manningham-Buller, the former head of MI5,

shared her reservations:

“I/wlhen RIPA was introduced ... I assumed wrongly that the activities
authorised by that legislation would be confined to the intelligence and
security agencies, the police, and Customs and Excise. The legislation was
drafted at the urgent request of the intelligence and security community so
that its techniques would be compatible with the Human Rights Act when it
came into force in 2000. I can remember being astonished to read that
organisations such as the Milk Marketing Board, and whatever the
equivalent is for eggs, would have access to some of the techniques. On the
principle governing the use of intrusive techniques which invade people's

privacy, there should be clarity in the law as to what is permitted and they

379 Also see Case Comment, Unlawful directed surveillance, 15(4) Communications Law 2010, 122-123,
122-123
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should be used only in cases where the threat justified them and their use

was proportionate.’%°

Apart from the great number of agencies which can make use of RIPA and the
disagreement whether authorisation is required for directed surveillance, Ramraj et al
(2005) further explicate that authorisation is too wide since it can be granted for very
far-reaching reasons:*®! to protect national security, to avert and identify serious crime,
to prevent disorder, to protect the economic prosperity of the UK or the UK economic
interests, to render assistance under an agreement with another country, in the name of
public safety, public health and to determine and gather tax.*%? However, the House of

Lords also held in Re C's Application for Judicial Review,*%

that the statutory and
common law right to seek privately legal advice or consult a medical professional could
be qualified under RIPA and covert surveillance could take place, in this case in a prison
or in a police station when a person seeks advice from a medical professional or lawyer.
So long as this was labelled intrusive directed surveillance and the more stringent
protective safeguards were applied, this was considered permissible. Such approach
benefits law enforcement agents, as they are given broad powers to conduct

surveillance, which is invaluable in order to secure the digital realm; and like the UK,

the UAE also undertakes surveillance.

380 Baroness  Manningham-Buller, Col.297, Parliament.co.uk, 9 December 2008

<http://www.publications.parliament.uk/pa/1d200809/1dhansrd/text/81209-0006.htm#08120935000423>
accessed 20™ January 2015; cited from A. Gersch, Covert surveillance - a snoopers' charter? Archbold
Review 2012, 5-8, 6
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1.12 Surveillance Laws in the UAE

The UAE has been filtering web sites in order to identify unlawful contents, for
instance, pornography, drug use and gambling.’®* Al Lawati (2011) notes that this
activity has been undertaken quite stringently, to the extent that Reporters Without
Borders have labelled “the UAE as being 'under surveillance.’”% Jones (2010) also
reports that the government has got the capacity to monitor internet use.*®® The non-
governmental organisation Freedom House (2013) reports that the UAE's commitment
to achieving a safe digital space is underscored by the fact that it reached the 28th place
in the United Nations 2012 E-Governance Survey and the 25th on the World Economic

Forum's 2013 Networked Readiness Index Freedom.3’

The cybercrime units in co-
operation with the Telecommunications Regulatory Authority are entrusted with
“tracking cyber-criminals”, whilst the department of anti-electronic crimes was formed

at the Dubai investigation department. 338

In an interview with Reporters without
Borders, Major Salem Obaid Salmeen (2014) explained that “These electronic patrols

are detecting and tracking all topics and materials written and presented on these

384 OpenNet Initiative, Internet Filtering in the United Arab Emirates in 2006-2007, 2007
<https://opennet.net/studies/uac2007> 30 June 2014

385 A. Al Lawati, UAE internet policies put under the microscope, Gulfnews, 2011
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accessed 30 June 2014
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government-42724 html> accessed 30 June 2014
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websites...Dubai’s police is equipped with the latest technologies in the field and has a
qualified team specializing in anti-electronic crimes...”*% The Telecommunications
Regulatory Authority blocks the following seven different types of websites: websites
with content which contravene UAE morals and ethics, which express religious hatred,
which contravene UAE laws, which permit users to read blocked content, which
constitutes a risk to internet users, for instance, phising websites and, for instance, those

websites which allow gambling or offer illegal drugs.*”°

Mustafa (2014) reports that as of 2014 the UAE doubled its security budget, from $5.5
billion to $10 billion,, and that a large part of it was planned to be used to strengthen
cyber-security.’*! Aleksander Mitreski (2014) of INEGMA notes that “the investment is
likely to be into surveillance and communications monitoring..[to] provide a full
spectrum of communications, surveillance and analytics.”>°* Yet the surveillance has to
be put on a statutory footing, as currently only Article 43 of the Federal Legal Decree
No. 5 for 2012 mentions surveillance of those, who have been prosecuted, but this does
not promote a proactive policing approach towards cybercrime. There is also no mention
of data retention, despite being a very important aspect, which the UK and Europe have

addressed, as discussed next.
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30 Ibid

31 A. Mustafa, UAE to Double Security Budge, Focus on Cyber, Defense News, 2014
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1.13 The UK and European Approach Towards Data Retention

Bernal (2014) explains that data retention laws generally require those who already
collect data to keep it and share it.>** Jewkes and Mar (2011) corroborate that following
9/11, the UK government requested the telecommunication sector and internet service
providers in 2003, pursuant to Part II of the Anti-Terrorism Crime and Securities Act
2001, to voluntarily retain data for six months, though web server logs had to only be
kept for up to four days.>** The Secretary of State could also make an order to render the

voluntarily obligation legally binding if this was required.>*>

Certainly, data retention is as such not unlawful, for instance, when there is a “serious
threat to public safety posed by organised terrorism in the United Kingdom”, as
explained by the European Court of Human Rights in McVeigh, O'Neill and Evans v
United Kingdom.>°® Taylor (2003) explicates that the Anti-Terrorism, Crime and
Security Act 2001 also allows that communications data can be retained and extensive
information about the private life of a person can thereby be obtained.*’ Equally,

legislation, such as RIPA, can be used to access retained data. >

Konstadinides (2011) explains that following the Madrid bombings in 2004 and the
London attacks in 2005, there was a pressing need to exercise control in respect of

telecommunications within Europe, as this would help with preventing, investigating,
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detecting and prosecuting terrorists and organised criminals.>*’Jewkes and Mar (2011)
point out that data retention has therefore been dealt with at the European level.*?
Equally, Konstadinides (2011) explains that this is because European criminal law has
developed and EU mechanisms have thus been adopted to ensure access, data collection

and also exchange of data.**! This necessitates that private and public bodies cooperate

with each other.*0?

Walker (2011) notes that initially, the European Union Directive 2002/58/EC
concerning the processing of personal data and the protection of privacy in the
electronic communications sector was adopted and Article 15 particularly allowed for
data retention for some time to protect “national security, defence, public security or the
prevention, investigation, detection, and prosecution of criminal offences of
unauthorised use of the electronic communications system.””**® Subsequently, Directive
2006/24/EC on the retention of data generated or processed in connection with the
provision of publicly available electronic communications services or of public
communications networks and amending Directive 2002/58/EC (the Data Retention
Directive) was adopted, resulting in harmonised data retention of between 6 and 24
months in the European Union.*** This Directive permitted that individual data could be
used when investigating, detecting and prosecuting serious crime in accordance with the

definition adopted by the domestic law of the Member States and removed regulatory
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dissimilarities in respect of electronic communications which impeded the internal
market.***Pursuant to the Directive, listed providers had to retain location and traffic
data and related data which was needed to identify users or subscribers, though this did

not extend to retaining information which had been consulted or the content.**

The UK adopted the Data Retention Directive by virtue of the Data Retention (EC
Directive) Regulations 2007 (SI 2007/2199).4" The Explanatory Memorandum of the
Regulations states that “this valuable data has allowed investigators to identify
suspects, examine their contacts, establish relationships between conspirators and place
them in a specific location. Communications data is used in numerous other ways,
including assisting investigation of suspects' interaction with victims and in support of
suspects' alibi. "**® In the UK, the Regulations 2007 were replaced by the Data Retention
(EC Directive) Regulations 2009, so that data from email, internet telephony and
internet access is included and has to be retained across the board for 12 months, except
where the provider has been requested to retain the data longer by virtue of the 2009
Regulations.** The Committee on the Internal Market and Consumer Protection for the
Committee on Civil Liberties, Justice and Home Affairs (2005) noted that the Data
Retention Directive has resulted in “a paradigm shift in the way society looks at traffic

data.”*! Salgado (2014) also notes that the adoption of the Data Retention Directive was

405 T, Konstadinides, Destroying democracy on the ground of defending it? The Data Retention Directive,
the surveillance state and our constitutional ecosystem, 36(5) European Law Review 2011, 722-736, 727
406 Case Comment, Data retention Directive invalid, says ECJ, 319 EU Focus 2014, 14-16, 14-15
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controversial since it effectively permitted “blanket government surveillance on

communications data.”*!!

This was particularly the case since the European Commission did not consider it
necessary to adopt any protective safeguards against possible abuses in respect of traffic
communications data retention and stated that “specific additional provisions on general
data protection principles and data security are not necessary.”*'? Hence, the Data
Protection Directive contained no such provisions. Salgado (2014) further explicates
that the Data Retention Directive, whilst providing that data retention is only
permissible for investigating, detecting and prosecuting serious crime and sharing it with
competent authorities, failed to define what constitutes a serious crime (apart from the
recitals of the Directive referring to organised crime and terrorism) and competent
authorities and also did not clarify what data sharing procedures should be used and all

this was left up to the Member States.*!?

The European Data Protection Supervisor perceived such an approach as flawed and

therefore noted that “a simple reference to the existing legal framework on data

Council on the retention of data processed in connection with the provision of public electronic
communication services and amending Directive 2002/58, COM(2005) 0438 -- C6-0293/2005 --
2005/0182 (COD); T. Konstadinides, Destroying democracy on the ground of defending it? The Data
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2011, 722-736, 727
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protection (in particular the Directives 95/46/EC and 2002/58/EC) was not
sufficient. "%

Equally, the European Economic and Social Committee observed that it is likely that the
Directive will be found unconstitutional by domestic courts since the approach to
safeguard fundamental rights is too weak and the European Parliament Minority
Opinion (2005) shared this view and considered that the time for which data has to be

retained is too long.*!>

Similarly, Walker (2011) questions whether this “indiscriminate interference with
private information is necessary and proportionate within Article 8(2)” of the European
Convention on Human Rights, the latter Article guaranteeing the right to privacy, as
further discussed below.*® In this context, Article 2(1) of the Council of Europe
Recommendation No. R (87) 15 regulating the use of personal data in the police sector

(1987) is also noteworthy since it states that personal data should only be gathered to the
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extent that this is necessary to prevent particular criminal offences or to avert real
danger and that exceptions to this should be clearly spelled out by domestic
legislation.*!” However, the Economic Crime Division of the Council of Europe (2008)
points out that currently domestic legislation does not draw a distinction between
criminal offences, surveillance or security investigation and that also different groups of
data are not distinguished, for instance, “investigative (police) data”, which is also
important to adhere to the Council of Europe Convention for the Protection of
Individuals with regard to Automatic Processing of Personal Data. *'® However,
Cannataci (1987) corroborates that the recommendation is not binding*!® and equally
Boehm (2012) points out that “the binding force of [the Recommendation and

Convention] might be controversial. "**

Konstadinides (2011) highlights that the Data Retention Directive raises thorny issues
since “[r]etaining communication and location data of all citizens in the European
Union has raised sensitive issues related to the far-reaching impact of EU
harmonisation legislation on privacy and the protection of personal data’ and strong

legal safeguards should be therefore adopted to prevent abuse and to ensure that the
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rights in Article 16 of the TFEU, the European Convention on Human Rights (ECHR)
and the EU Charter of Fundamental Rights are not undermined.**! Equally, Bernal
(2014) notes that the issue with the Data Retention Directive is that authorities may
gather too much data.*??> However, Harding and Harfield (2012) emphasise that when
combating cybercrime, communications data can prove invaluable to identify patterns
and criminal links and can help with prosecutions or with deciding whether or not more
intrusive surveillance should be undertaken. *** In contrast, Konstadinides (2011)
considers that following the Data Retention Directive “/mjere suspicion suffices to
resort to actions, such as intense and all-encompassing telecommunications
surveillance, bringing Member States close to the pervasive Orwellian ‘surveillance
state’ model. ”*** The danger is that innovation within information-delivery systems and
large databases can assist authoritarian regimes to quell oppositions.*?* It also leads to
democratic states eroding fundamental rights and human rights and this may undermine
the very foundation on which democracy and the rule of law is based, particularly if

insufficient safeguards and checks and balances are implemented and stringently

421 Article 16 of the TFEU states

1. Everyone has the right to the protection of personal data concerning them.
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activities which fall within the scope of Union law, and the rules relating to the free movement of such
data. Compliance with these rules shall be subject to the control of independent authorities.

The rules adopted on the basis of this Article shall be without prejudice to the specific rules laid down in
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enforced. **° Hence, those who can access and use the new wealth of data about
individuals should also be stringently enforced to counter the risk of an emergence of

the Orwellian state.*?’

In Digital Rights Ireland Ltd v Minister for Communications, Marine and Natural
Resources*?8, the Grand Chamber of the Court of Justice of European Union (CJEU)
found that the Data Retention Directive was invalid and illegal since fundamental rights
were being breached in respect of private life, and personal data was insufficiently
protected since the situations in which authorities could access information were not
adequately restricted.*>” Torremans (2014) points out that the court considered that there
was far-reaching and particularly grave interference with Articles 7 and 8 of the EU
Charter of Fundamental Rights which affirm the rights to respect for private life and
communications and the protection of personal data and this interference was
inconsistent with the EU principles of necessity, as well as proportionality.**® Hopkins
(2014) observes that virtually “the entire European population” had their fundamental
rights interfered with.**! As a result, the Directive was considered invalid from its
inception. *> The following five particular shortcomings were identified within the

Directive by the Grand Chamber: Firstly, all persons, all traffic data and all
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communications are covered and no limitation is imposed; secondly, no criteria are
stipulated which domestic enforcement agencies have to make out to access data and
equally no limitations are specified; thirdly, the periods for which data can be retained
make no distinction in respect of the types of data in relation to the particular persons or
the kind of investigation and the retention period is not limited to a necessary period,
fourthly, there are no adequate safeguards to prevent that data is being abused or
unlawfully accessed or used; fifthly, data does not have to be kept within the EU and
resultantly insufficient control is exercised over the data.*** The decision cannot be
appealed by the European Commission, though a new law can be proposed, but it may
take years to adopt one.*** Salgado (2014) observes that the fact that the CJEU requires
data to be kept within the European Union, may also cause problems, as very often
global companies offer electronic communications services and which use cloud
computing, so that such a restriction may impede economic and technological
development.***> However, fundamentally the CJEU did not rule that data retention is
unlawful per se, especially since the Directive does not permit that the content of
communications can be acquired and also because data retention can be justified to be in
the general interest and the issue with the Directive is that it failed to spell out the scope
and extent to which an interference is permissible, as the scope of the data which can be
retained is too wide, there is no relation between the communications data which is
being retained and the public security threat, there are no criteria which competent

authorities have to satisfy to access retained data, the different periods to retain data
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have no criteria for a specific period, no safeguards have to be satisfied by providers
which retain data and the data does not have to be stored within the EU.*¢ As a
corollary, if these issues were rectified, data retention would be legal and not considered

invalid.

In response to the decision, the UK Home Office also stated “We are considering the
judgment and its implications carefully. The retention of communications data is
absolutely fundamental to ensure law enforcement have the powers they need to
investigate crime, protect the public and ensure national security.”*’ Salgado (2014)
observes that the issue is that Member States, like the UK, which have transposed the
Directive, have to change their laws and criminal convictions may even be challenged in
case reliance is placed on retained data.**® Bernal (2014) notes that this is also why the
UK government introduced the Communications Data Bill (now enacted as
Investigatory Powers Act 2016).**° The Investigatory Powers Act 2016 replaced the
Data Retention (EC Directive) Regulations 2009 and a targeted approach would have to
be employed when data is being retained and surveillance powers are used.* It has
extended the powers further by allowing wide extraterritorial communication acquisition

and interception powers, including in respect of communications content.*!
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The human rights advocacy group Liberty (2014) therefore labelled the Investigatory
Powers Act 2016 a “snoopers charter” and explains that communications data within
the UK could be collected, retained and made available, resulting in “private companies
be[ing] called upon to orchestrate blanket collection of personal data which they have
no business to retain.”**> However, as pointed out by the UK government, “/w]ithout
action there is a serious and growing risk that crimes enabled by email and the internet
will go undetected and unpunished, that the vulnerable will not be protected and that

terrorists and criminals will not be caught and prosecuted.”**

The Data Retention and Investigatory Powers Act 2014 was temporarily adopted in
order to replace the invalid UK regulations.*** Alder (2015) explains that under the Act
the Secretary of State can publish a retention notice in which the means and time are
detailed and this has to be upheld by the courts.**> It is lawful to obtain communication
data for “the economic well-being of the UK”, though only in respect of national
security, rendering it more difficult to exploit the data commercially by selling it to
interested corporations and the Act may lapse if it is not renewed by September 2016.44
Security has also been strengthened through the recent enactment of the Counter-

Terrorism and Security Act 2015 since pursuant to s.21 communications data from

rights.org.uk/sites/default/files/Briefing%200n%?20the%20Data%20Retention%20and%20Investigatory%
20Powers%20Bill.pdf> accessed 19th January 2015
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which the internet address can be identified has to be retained by service providers,
though not the “web logs.” *¥’
It should be noted that the Investigatory Powers Act has received heavy criticism and

after a recent court decision the UK government must re-write the whole Act in order to

make it compatible with EU law.**®

1.14 The UK Evidence Rules on Admissibility for Criminal

Proceedings

Against the background of surveillance and data retention, it is important to scrutinise in
which circumstances UK evidence law considers that evidence has been obtained by
illegal or unfair means, so that it cannot be relied upon in court. This is important since
the adoption of a comprehensive legislative framework to combat cybercrime in the
UAE has to also clearly spell out in which circumstances the ubiquitous digital
evidence, which is particularly generated by heightened surveillance and data retention,
should not be used. This reinforces the rule of law and fosters legitimacy and

accountability within the administration of justice.

Gersch (2012) explains that as a result of comprehensive government communications,
surveillance lawyers struggle to deal with problems pertaining to disclosure of evidence
in court.**” However, in this context it is important to stress that emerging cyber law
accepts that digital evidence for the court does not consist of providing extremely

technical digital forensics through technological aids, but a “case-specific assertion of
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fact that must be probably true in order to lend support to a legal claim.”*° S.78(1) of
the UK Police and Criminal Evidence Act 1984 entitled “exclusion of unfair evidence”

states:

“In any proceedings the court may refuse to allow evidence on which the
prosecution proposes to rely to be given if it appears to the court that,
having regard to all the circumstances, including the circumstances in
which the evidence was obtained, the admission of the evidence would have
such an adverse effect on the fairness of the proceedings that the court ought

not to admit it.”

Accordingly, the abovementioned section confers discretion on judges to exclude
evidence from the prosecution by virtue of, and as established by, the common law
when unfair or illegal means have been used. This requires making recourse to Article 6
of the ECHR, which guarantees the right to a fair trial and which has to be guaranteed
due to the enactment of the ECHR by virtue of the Human Rights Act 1998.%! Prior to
the Police and Criminal Evidence Act 1984, “illegally obtained evidence was very

3

rarely excluded.”*? Yet as made clear by the House of Lords in R v Khan*® when

referring to Schenk v Switzerland** “the European Court of Human Rights ... confirms

40D, S. Schwartz, A Foundation Theory of Evidence, 100 Georgetown Law Journal 2011-2012, 95-172;
cited from B. Longo, Learning on the wires: BYOD, embedded systems, wireless technologies and
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that the use at a criminal trial of material obtained in breach of the rights of privacy
enshrined in Art.8 does not itself mean that the trial is unfair. Thus the European Court
of Human Rights case law on this issue leads to the same conclusion as English law. %>
Taylor highlights that this approach raises a problem since on the one hand police
behaviour has to afford certain minimum safeguards to avoid that the right to privacy is
not being breached in Article 8, but because evidence can be obtained in violation of

Article 8, this means that “the standards set for policing action might be seen to be

theoretical rather than practical. ”"*°

As also made clear in R v Maxwell,¥7 “[i]t is well established that the court has the
power to stay proceedings in two categories of case, namely (i) where it will be
impossible to give the accused a fair trial, and (ii) where it offends the court's sense of
Jjustice and propriety to be asked to try the accused in the particular circumstances of
the case. In the first category of case, if the court concludes that an accused cannot
receive a fair trial, it will stay the proceedings without more. No question of the
balancing of competing interests arises. In the second category of case, the court is
concerned to protect the integrity of the criminal justice system. Here a stay will be
granted where the court concludes that in all the circumstances a trial will 'offend the
court's sense of justice and propriety’ (per Lord Lowry in R v Horseferry Road
Magistrates' Court, ex p Bennett [1993] 3 All ER 138, at 161, [1994] 1 AC 42 at 74) or

will 'undermine public confidence in the criminal justice system and bring it into
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disrepute' (per Lord Steyn in R v Latif, R v Shahzad [1996] 1 All ER 353 at 360, [1996]
1 WLR 104 at 112).” The issue is that when certain policing practices become
normalised, it becomes more difficult to argue that the court should stay the

proceedings.

The seriousness of the offence will be considered in respect of the second
consideration.**® Whilst some exceptions exists, for instance where torture has been

d,459

used,*” in the old case of R v Leatham,**® Crompton J explained that “[i/t matters not

7461 and it has been

how you get it; if you steal it even, it would be admissible in evidence
held, for example, that an invasion of privacy is not a reason to exclude.*®? Equally, in
cybercrime cases it could be argued that the exclusion of retained data “would be a
dangerous obstacle to the administration of justice”, as in the old case of Jones v

Owen, % where a person was unlawfully searched, but the object was nonetheless

admissible as evidence.

In Fox v Chief Constable of Gwent,*** it was stated by Lord Fraser “...if the appellant
had been lured to the police station by some trick or deception, or if the police officers
had behaved oppressively towards the appellant, the justices' jurisdiction to exclude
otherwise admissible evidence recognised in R v Sang might have come into play....” All

the circumstances have to be therefore assessed by a judge when deciding whether to
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exclude evidence, as explained by Lord Lane CJ in R v Quinn’® where it was stated
“The function of the judge is therefore to protect the fairness of the proceedings, and
normally proceedings are fair if a jury hears all relevant evidence which either side
wishes to place before it, but proceedings may become unfair if, for example, one side is
allowed to adduce relevant evidence which, for one reason or another, the other side
cannot properly challenge or meet, or where there has been an abuse of process, eg
because evidence has been obtained in deliberate breach of procedures laid down in an
official code of practice.” These procedures are contained in the Police and Criminal
Evidence Act 1984 (PACE) codes of practice, which ensure that police powers are

regulated, so that public rights are not abused.*6®

In the context of cybercrime this could occur in situations where no surveillance has
been authorised under RIPA. Yet when there is an entrapment, then the evidence may be
excluded, by virtue of s.78 or the proceedings can be struck out on the basis of an abuse
of process.*®” Similarly, when undercover operations are conducted, it has to be assessed
whether evidence can be excluded.*®® Nonetheless, the general principle was clearly
espoused in the Privy Council case Kuruma Son of Kaniu v R*”° by Lord Goddard CJ,
who corroborated that “In their Lordships' opinion the test to be applied in considering
whether the evidence is admissible is whether it is relevant to the matters in issue. If it

is, it is admissible and the court is not concerned with how the evidence was obtained.

4651990] Crim LR 581

466 Home Office, Police and Criminal Evidence Act 1984 (PACE) codes of practice, 26 March 2013
<https://www.gov.uk/guidance/police-and-criminal-evidence-act-1984-pace-codes-of-practice> accessed
Ist December 20151

47 R v Looseley and Attorney General's Reference (No.3 of 2000) [2001] 1 WLR 2060

468 R v Smurthwaite and Gill [1994] 1 All ER 898
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While this proposition may not have been stated in so many words in any English case
there are decisions which support it, and in their Lordships' opinion it is plainly right in
principle.”*”® Accordingly, so long as the intercepts have been authorised, they do not
breach the person's right to a fair trial guaranteed under Article 6 of the ECHR and
whilst they interfere with the person's Article 8 right to privacy under the ECRH, they
do not have to be excluded.*’! Hence, only when intercepts are made illegally in breach
of the statute will the evidence be considered inadmissible, as for instance, in Sargent,*’?
where the intercepts were used to obtain a confession when the person was being

interviewed and the confession was then admitted as evidence,.*”

In contrast to evidence from unlawful intercepts, under RIPA evidence from
unauthorised surveillance, including intrusive surveillance, is not inadmissible, though
an accused may nevertheless argue that this constitutes an abuse of process or that the
judge should use s.78 of PACE.*”* This is because under Part II of RIPA, it is not
rendered compulsory to obtain authorisation to undertake surveillance and no offence is
committed when this happens, though enforcement agencies are best off to ensure that
an authorisation has been granted to avoid that an accused arguing that his Convention

rights have been breached.*’> However, a communication can also be intercepted as part

470 Cited from R. Glover, P. Murphy, Murphy on Evidence (13th edn, Oxford, Oxford University Press
2013) 57
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of surveillance and there is thus some overlap.*’® Generally, under RIPA evidence will
be inadmissible from intercepted communication when the interception constitutes a
criminal offence (ss.17 and 18 RIPA), but no criminal offence is committed when
directed or unauthorised surveillance takes place and evidence is therefore not
inadmissible.*’” However, the judge has to nevertheless determine how to weigh the
evidence and the case of Jones v University of Warwick®'® is instructive, where a person
was secretly filmed by an agent acting for insurers and it was found that the evidence
was admissible. The court emphasised that it was warranted to inform that the insurers
had behaved improperly and in an unjustified manner. Lord Woolf stated that “/#/he fact
that the insurers might have been motivated by a desire to achieve what they considered
would be a just result did not justify either the commission of trespass or the
contravention of the claimants privacy which took place irrespective of whether the
evidence could be obtained by other means.” The court penalised this behaviour when it

awarded costs.*”°

Accordingly, under RIPA, material, which has been gathered through covert
surveillance, may be used in court and this can even extend to privileged conversations

in case the conversations were undertaken for the purpose of fraud or crime.*® For

476 A Hale, J. Edwards, Getting it taped, 12(3) Computer and Telecommunications Law Review 2006, 71-
73,71

477 Tbid, 73
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“81 it was held that pursuant to the Regulation of

instance, in R v Turner (Elliott Vincent),
Investigatory Powers (Extension of Authorisation Provisions: Legal Consultations)
Order 20102 surveillance could take place, even if legally privileged information**? is
thereby acquired. However, the court also cautioned that efforts should be made to

maintain legal privilege, so that the investigation and trial are not tainted by unfairness

and s.78 of the Police and Criminal Evidence Act 1984 cannot be evoked.**

It 1s important that the UAE also specifies the instances in which evidence should be
excluded, as this will increase transparency within the administration of justice.
Connected to this topic is also the question in which circumstances it should be deemed

in the public interest to not disclose digital evidence.

1.14.1 The UK Evidence Rules Governing Circumstances of Public
Policy Non-Disclosure

As cybercrime works includes sensitive public security areas, it is important that
evidence is not admissible when this is in the public interest. In this context, sensitive
evidence means ‘“that which the prosecution considers should not be disclosed to the
defence because it would constitute a real risk of serious prejudice to an important
public interest’, and the prosecution do not have to produce sensitive computer evidence

to the defence because ‘the entitlement to disclosure of relevant evidence is not an

41[2013] EWCA Crim 642
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absolute right.”*® Keane and McKeown (2012) explain that despite the principle that
police sources shall not be disclosed being firmly established, the courts have only
recently dealt with the matter under the public immunity doctrine.**® Yet Phillips J in R
v Clowes*" acknowledged that it is difficult to balance achieving justice against the
public interest. Nonetheless, the court has to determine which material should not be
disclosed, as made clear by Part 1 of the Criminal Procedure and Investigations Act
1996 and s.21(2) thus retains the common law approach which assesses whether the
public interest applies in the circumstances. Part 22 of the Criminal Procedure Rules
2011 spells out the procedure which has to be followed by the prosecution when
immunity is being sought.**® The procedure requires that the other side is notified of the
type of excluded material, but when this discloses too much or when even the disclosure
that there is any other material is too sensitive then an ex parte application can also be
made.**® However, a judge cannot reach a decision on the basis of evidence, which has
been excluded on the basis of public immunity, as this would violate Article 6(1) of the
ECHR, as made clear in Edwards v UK.*° The issue is that s.15(3) of RIPA requires
that intercept material is normally destroyed as soon as possible and may therefore not

be seen by the judge. Keane and McKeown (2012) thus state that the scope for

5 Edwards and Lewis v United Kingdom (2005) 40 EHRR 24, 53; cited from I. Walden, S. Ramage,
Computer Crimes and Digital Investigations, Publication Review, 72(1) Journal of Criminal Law 2008,
87-88, 88
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immunity on public policy grounds is very wide.*”! Choo (2012) points out that it is, for
instance, available when national security, international comity or diplomatic relations
requires this.*?

493 it was

Durston (2011) notes that in the House of Lords case of Conway v Rimmer,
made clear that the test balanced the administration of justice against non-disclosure for
service to the state.*** Lord Reid opined “I do not doubt that there are certain classes of
documents which ought not to be disclosed whatever their contents may be.”*> He
explained that “/t/he police are carrying on an unending war with criminals many of
whom are today highly intelligent. So it is essential that there should be no disclosure of
anything which might give any useful information to those who organise criminal

activities. "*%%

Yet in Burmah Oil Co Ltd v Bank of England,”’ Lord Keith disagreed when he noted
“The courts are....concerned with the consideration that it is in the public interest that
Jjustice should be done and should be publicly recognized as having been done. This may
demand,...in a very limited number of cases, that the inner workings of government
should be exposed to public gaze, and there may be some who would regard this as

likely to lead, not to captious or ill-informed criticism, but to criticism calculated to

“1 A, Keane, P. McKeown, The Modern Law of Evidence (9™ edn, Oxford University Press 2012) 568
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