Iterative (Turbo Processing) Receiver Design of
OFDM Systems in The Presence of Carrier
Frequency Offset

Huan X. Nguyen 2, Jinho Choi " and Huaglory Tianfield *

& School of Engineering and Computing, Glasgow Caledonian University, Cowcaddens Road,
Glasgow G4 0BA, United Kingdom. Email: {Huan.Nguyen; H.Tianfield} @ gcu.ac.uk

b School of Engineering, Swansea University, Singleton Park, Swansea SA2 8PP, United Kingdom.
Email: J.Choi@swansea.ac.uk

Abstract. In this paper, based on the principle of turbo processing, we propose two iterative receiver schemes for carrier fre-
quency offset (CFO) compensation in orthogonal frequency division multiplexing (OFDM) systems. Our CFO compensation
designs, one in time domain and the other in frequency domain, are based on joint estimation of time-varying channel and CFO.
In our schemes, the random CFO problem, a challenge for conventional pilot-aid methods, can be effectively solved using iter-
ative (turbo processing) schemes. Furthermore, our comparative study shows that time domain compensation (TDC) is simpler
to implement but frequency domain cancellation consisting of an iterative equalizer (FDC-IE) has better bit error rate (BER)
performance.
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1. Introduction

Orthogonal Frequency Division Multiplexing (OFDM) has been widely used in high data rate wireless
communications due to its robustness against multipath fading [1][2]. There are two critical issues in
the OFDM receiver design. First, the channel has to be estimated as it is time-varying in real-world
environments. Second, since the OFDM signal is very sensitive to carrier frequency offset (CFO) [3],
for a receiver to maintain good performance it is essential that CFO is estimated and well compensated.

In the presence of CFO, the orthogonality of subcarriers is lost and as a consequence inter-carrier
interference (ICI) has to be considered. To estimate the CFO under perfect knowledge of the channel,
cyclic prefix [4] or pilot symbols [5] can be used. However, in practical communication systems, the
channel and CFO have to be handled together. Several optimal schemes were proposed for joint estima-
tion of the channel and CFO, including maximum a posteriori (MAP) [6,7], expectation maximization
(EM) [8]-[10] and pilot-aided algorithms [11,12]. Other approaches using iterative processing were
proposed [13,14] for ICI cancellation. In all these studies, the CFO was considered constant and time-
invariant. However, even though it is constant over an OFDM symbol it can be time-varying from sym-
bol to symbol if a spectral mask is deliberately applied to transmitted signals for security reasons (e.g.,
in military domain [15]). This is similar to the case where a fixed CFO exists along with a random phase
noise (PN). In this case, joint estimation, e.g., by exhaustive search, of random CFO and time-varying
channel at each time instant is practically impossible. Moreover, pilot symbols are generally inadequate
for estimating random CFO. For such circumstance, we believe the turbo processing principle can be
applied for CFO estimation, specifically a posteriori data information from the turbo decoder can be
utilized.



In this paper, we study two iterative schemes tackling the random CFO problem'. The first scheme
is time domain compensation (TDC) which is quite simple in implementation and provides an im-
pressive performance. The signal to noise-plus-interference ratio (SINR) is derived with respect to the
CFO’s estimation error to observe the convergence behaviour after each iteration. We then study fre-
quency domain cancellation which uses an iterative equalizer (FDC-IE) to suppress the ICI caused by
CFO. In terms of complexity, FDC-IE is not favoured as complicated algorithmic operations are re-
quired to update the IE coefficients. On the other hand, in terms of performance, FDC-IE provides a
better bit error rate (BER) performance than TDC. Therefore, we would argue that trade-off between
complexity and performance has to be made while choosing between the two schemes TDC and FDC-
IE.

The remainder of the paper is organized as follows. In Section 2, OFDM system and channel
models are presented. Section 3 presents the time domain CFO compensation scheme on top of the
channel estimation. In Section 4, frequency domain CFO compensation using IE is investigated. A
comparative analysis of complexity is presented in Section 5. The simulation results are shown in
Section 6. Section 7 draws some concluding remarks.

Conventions of notation in the paper are as follows: Boldface upper/lower letters denote matri-
ces/vectors; (-)*, (-)T and (-)! denote complex conjugation, transpose and Hermitian transpose, respec-
tively; Diag(x) (or Diag(X)) represents a diagonal matrix whose diagonal is vector x (or the diagonal
of matrix X); Tr(-) denotes trace of matrix; E[-] (or Ex[-]) denotes statistic expectation (or statistic ex-
pectation taken with respect to x); [A], ., denotes the (k, £")th entry of matrix A; R{-} denotes the real
component; and Cr,(x) denotes circular convolution matrix with L columns (L < length of vector x)
which are composed of cyclically shifted versions of x.

2. System and Channel Models

This section presents models of the OFDM system and the time-varying channel. A turbo encoder
with two recursive systematic convolutional (RSC) encoders is employed for channel coding with a
random bit interleaver. For signaling, quadrature phase shift keying (QPSK) is used with constellation
set Q = {(&1 «+ j)/+/2}. The OFDM symbol at time index 7 is denoted as

s(n) = [so(n),s1(n),- - ,sx-1(n)]" )]

where si(n) € Q is the QPSK symbol at the kth subcarrier and K is the number of subcarriers in an
OFDM symbol. For initial estimation of channel and CFO at the receiver, block-type pilot symbols [16]
are periodically inserted amongst OFDM data symbols. In order to suppress inter-symbol interference
(ISI), a cyclic prefix (CP) consisting of the last L samples of each OFDM symbol is inserted, where L
is the channel length.

Consider a time-varying channel whose channel impulse response (CIR) at time ¢ with L multipaths
can be written as

L—-1
h(r,t) = > w(t)s(r—m) 2)
=0

where ~;(t) and 7; stand for the fading coefficient and delay of the [th multipath component, respec-
tively. Assume the channel is a wide-sense stationary uncorrelated scattering (WSSUS) Rayleigh fading
and remains unchanged during one OFDM block interval. We also assume that the maximum channel
impulse span is still within the guard interval. For convenience, let 7; = T, and Ty = T/ K, where T

'We focus our discussion on the random CFO only. However, our proposed iterative schemes can readily be extended to the
case of constant CFO plus random time-varying PN which is often the case in conventional OFDM systems.



denotes the useful OFDM symbol interval. Let T denote the total OFDM symbol interval which is the
sum of the useful OFDM symbol interval and the guard interval, i.e., Ty, = T'+ T}, where T}, represents
the guard interval. The channel impulse vector at time index n,

h(n) = [ho(n), ha(n), -+, hr—1(n)], ©)

represents the discrete-time CIR. The autocorrelation function of the CIR h;(n) = h(ITy;,nTs) can be
expressed as

E[hi(n)h} (n')] = of Jo(2m fp(n —n')Ts)dy 4)

where fp is the maximum Doppler frequency, Jo(.) the zero order Bessel function of the first kind,

S the Kronecker delta, and o} the normalized average power of each propagation tap, satisfying

lL:_Ol o? = 1. The urban-like power delay profile [17] is used to model {o?}. The discrete frequency

impulse response vector can be denoted as

h(n) = [ho(n), hi(n), -, hx—1(n)]" ®

_ L=1 .
where hg(n) = 3. hy(n)e727%/N The autocorrelation function of the channel frequency response
=

hi(n) = h(k/T,nT,) can be expressed as

Elhi(n)Ri (n)] = Jo(2nfp(n —n')T) x Y ofe™ = =k, (6)

-1
[Rih]er = Z Ufe_ﬂﬂ(k_k/)/K- @)
1=0
At the receiver after discarding CP the received signal vectors in time and frequency domains can

be expressed as
(n) =S(n)h(n) + w(n), ®

t(n) = S(n)h(n) + w(n) )

-

respectively, where S(n) = Cr,(Ffs(n)) and S(n) = Diag(s(n)). FH is the normalized inverse discrete
Fourier transform (IDFT) matrix where [Fx 11,11 = \/%e_ﬂ”""‘l/K, k,l=0,1,..., K —1, comprises
the discrete Fourier transform (DFT) matrix. w(n) and w(n) are the zero-mean time and frequency
Gaussian noise vectors, respectively, satisfying E[w(n)w'(n)] = 621 and E[w(n)w"(n)] = 02 1.

In practice, one of the main problems in OFDM receivers is the presence of CFO and random
PN as they cause non-orthogonality among subcarriers and consequently cause ICI. In the presence of

CFO/PN, Eq. (8) can be rewritten as
r(n) = ¥(n)S(n)h(n) + w(n) (10)
where

W (n) = Diag([e?"1 ("M, e1%2() ... efr(m)]) (11)



and 0y (n) is the phase distortion of the kth subcarrier caused by CFO and/or PN. Considering CFO
only, we have 6y (n) = 27r(k;1)(”("), where v(n) denotes the frequency offset and is usually a constant.
However, random CFO can be introduced when a spectral mask is deliberately applied to transmitted
signals for security reasons [15]. We consider an extreme case where spectral mask is applied not only
to preambles but also to data signals. This implies that CFO can change from one symbol to another. In
this case, CFO can be expressed as v(n) = e+ 0.(n), where € is a constant offset and d.(n) a uniformly
distributed random offset. This is similar to the case of a fixed CFO plus a random phase noise (PN).
Estimating random CFO is a challenging task for conventional pilot-aided approaches as well as joint
optimal solutions since random CFO has to be estimated at each time instant. This motivates us to
investigate the iterative schemes to tackle this problem as the turbo processing principle can utilize a
posteriori data information in addition to pilot signals.

3. CFO Estimation and Time-Domain Compensation

In this section we will design an iterative OFDM receiver to tackle the random CFO problem in the time
domain. A block diagram of the iterative receiver is shown in Figure 1. For conciseness, time index n
is dropped hereafter. The soft-demapper provides extrinsic information ES) of the coded bit i € {0,1}
to the turbo decoder [18]. The turbo decoder provides the a posteriori probability (APP) value [19] at
bit-level LS) and symbol-level Pr(sy) to the soft-damapper and channel and CFO estimators.

7 7 =
T * e OFDM k Soft
T Demod. Demapper
(i)
TP ~[ 1 L
iexp(—j27 vk/K)i hk } Turbo
777777777777777777777 ‘ : Decoder
CFO L—{ Channel
Estimation ~—= Estimation 1
T hy T Pr(s,)
pilot pilot

Figure 1. Iterative receiver with channel estimation and CFO’s time-domain compensation.

On the first iteration, we use block-type pilot symbols to estimate the channel at pilot symbol po-
sitions. The channel is then obtained for the whole time-frequency grid using smoothing [20]. Because
the soft information from the decoder is not yet available and pilot symbols alone are not enough to
estimate the random CFO at the data symbol positions, we therefore assume the initial CFO v = 0 at
all data symbol positions. From the second iteration onwards, the soft information is already available
from the previous iteration and the channel can be re-estimated for use in the CFO estimation. Iterations
are detailed in Table 1.

Channel estimation is carried out on the assumption that the received signal can already compensate
for the CFO at the previous iteration (though there is no compensation at the first iteration.) The channel
vector is estimated as

r_ : 2] _ : 2
h= argmﬁnEs[Hr —Sh|*] = argmﬁnzs: lr — Sh||* Pr(S). (12)

2For convenience, subscript (:)(m) representing the mth iteration is included in the table.



Table 1. A summary of iterative CFO estimation and compensation

Step | 1stiteration mth iteration (m > 2)
1 Set initial APP value LEJ)( 0= 0. Re-estimate channel using the proposed iterative channel esti-
mator, given I'(,,, 1) and L,(;')(mil).
2 Set initial v = 0. (i.e \if<1) =1I. Smooth for better channel estimates: h,,).
3 Estimate channel at pilot symbol positions. Estimate CFO: ‘il(m) using fl(m) , T, and ngl;)(m— -
4 Obtain channel for the whole grid h(;) using | If the FDC-IE is used, update IE coefficients (G (,,) and
smoothing‘ U(m)) using ‘i’(m) and fl(m)
5 | Compensate CFO: £(1) = v E = £ (Thereis | Compensate CFO: If FDC-IE is used d(yn) = Gl,)T —
actually no compensation at the 1st 1t.erat10n.) Ul(im>§ (m—1); If TDC is use'd Fim) = ‘Ill{lm)f‘_
6 Soft demap using h(y), (1), and L;;f(o). Soft demz'alp using ii(m), L](;)(m_l) (for FDC-IE scheme) or
F(m) L](cf)(m_l), h(,,) (for TDC scheme).
7 Update L/(vi:)(l) from the decoder. Update L,(;im) from the decoder.
After some manipulations, we have
~ H
h= (CL(Fle)) r (13)
h _ T _ _ _ . . .
where e = [eg, €1, ,ex—1]', ex = 3 o pPr(sk = p) and Pr(sy = p) is the a posteriori proba-

bility of s = p which is available from the turbo decoder.
Once channel estimates are available, we can go on to estimate CFO. From (10), the received signal
vector can be rewritten as

= PHF's + w (14)

where H = Cx (hg) and the K x 1 vector hg = [ho, hy, -+ ,hp_1,0,---,0]T. Assume that channel
matrix H is available from the channel estimation stage. We now consider a maximum likelihood CFO
estimator as follows:

U= argmyin¢(u) (15)

# — WHF"Eg[s]|
Hi _ HFHIOH: — $HOHF e + "FHI OO HF e
N——
I
= 2R{M"FH"O}} 1 C (16)

and C'is a constant. The estimator becomes

7 = arg max R{e"FH" ¥} (17)

which can be solved using a gradient-type search algorithm. Once estimated matrix W is available, CFO
can be compensated for using TDC scheme as follows

F = oHp, (18)

To analyse the convergence behaviour of the iterative CFO compensation algorithm, we derive
SINR before decoding with respect to CFO’s estimation error under the assumption that the channel



is perfectly estimated. We define v,,,. as CFO’s estimation error (i.e., 7 = v + Ve,-) and assume that
CFO’s estimation error is uncorrelated with the channel and E[v.,,] = . From (14) and (18), we have

t = PHOHFYs + ¥w = HFYs + THF"s + ¥lw (19)

where

Y = Diag([0, e 2 S — 1, eI EEREE ). (20)
After taking DFT of r, we have
t = FHF"s + FYHF"s + F¥"w = Hs + FYHF"s + F¥w 1)

where H = FHI'jHi = Diag(h) according to the diagonalization property of a circulant matrix. Note
that HHY = FEHH!F. We define SINR before decoding as follows

_ E[|Hs|]?] _ Tr(E[HH"))
7T E[|[FYHFs|? + E|[FEw|?]  Tr(E[FTHHIYHFH]) + K02

(22)

With the normalized channel defined in Section 2, it can be seen that E[HH"] = I. In addition,
Tr(FXF") = Tr(X) since F is a unitary matrix. Thus, (22) can be rewritten as

K
Te(E[YFUHATFYH]) + Ko?
K
Te(E[Y Y1) + Ko?
1

( - KZk =0 €08 2W£k> +02

Since ¢ is reasonably small, SINR is a monotonically decreasing function of ¢ as shown in Figure 2
for three values of signal to noise ratios (SNRs) of 3, 4, and 5dB (the simulation parameters are given
in Section 6). After each iteration, CFO’s estimation error is expected to be smaller, thus leading to
a higher SINR. Especially, if CFO’s estimation error converges to zero (ideal CFO estimation), then
SINR converges to the CFO-free case

"}/:

(23)

Vir = 25 24)

In (23), the undesired term 2 (1 % Zk o COS 2”‘5]“

error). This term is proportional to £ (for small ) and directly affects the performance. If CFO is
not well estimated and compensated for, the resultant £ will be reasonably noticeable and the overall
performance will be considerably degraded.

) is caused by ICI (due to CFO’s estimation

4. CFO'’s Frequency-Domain Compensation Using Iterative Equalizer (FDC-IE)

Although TDC scheme is simple to implement, it may not be effective since a small CFO’s estima-
tion error after direct compensation in time domain can result in a noticeable ICI in frequency do-
main. Therefore, we investigate our second scheme, called FDC-IE, to see how performance could be
improved. In this scheme we attempt to suppress the ICI caused by CFO in frequency domain rather



5E

SINR before dcoding (dB)

—— SNR = 3dB
—- SNR = 4dB
—&- SNR =5dB

-4 ! ! ! ! ! ! !
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4

Expectation value & of the CFO estimation errror

Figure 2. SINR before decoding with respect to the expectation value £ of CFO’s estimation error (in TDC scheme).
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Figure 3. Iterative receiver with channel estimation and frequency-domain CFO compensation using an iterative equalizer.

than directly compensating for CFO in time domain. FDC-IE involves more complicated algorithmic
operations but may return better performance as it takes advantage of the frequency-domain iterative
equalizer in suppressing ICI and detecting the data symbols.

Figure 3 depicts a block diagram of our proposed FDC-IE scheme. While all the operations are
virtually the same as in Section 3, this is a different approach to compensating for CFO. Instead of a
direct approach, we use IE to suppress the ICI caused by CFO. Since IE is implemented in frequency
domain, DFT operation for OFDM demodulation is only required once for all iterations. After each
iteration, better soft information from the turbo decoder will be used to update the coefficients of IE.
The iterations are summarised in Table 1. IE’s derivation are described as follows.

After taking DFT the received signal in (14) becomes

r=FUHF's +w=As+w (25)



where A = FUHFH,
We employ IE (as illustrated in Figure 3) to make use of the soft decisions from the previous
iterations to assist the signal detection at the current iteration. IE’s output is given as

d=[di,ds, - ,dg|" = GHr — UMs (26)

where G is the K x K filter matrix of FFF, U is the K x K filter matrix of the feed-back filter (FBF),
ands = [5], 55, -, 5k]". Here, 5] is the soft decision of s; which is available from the decoder. The
idea is to design FFF and FBF such that the desired signal component in  is preserved and recovered
by FFF while ICI is cancelled out as much as possible using FBF. This idea has been used for signal
detection in ISI channels [21] and block-iterative detection [22].

The optimal filter matrices G and U can be determined using the MMSE criterion as follows

{G, U} =arg min Efld - s|%]

= arg {gﬁg}E[H(GHA - I)s - U's + GHw|?. 27)

)

The solution to (27) can be found as

G=(AQA" +21)7'AQ, (28)
U=A"G -1 (29)
where Q = I — Diag([|51|%, |52]%,- -+ ,|5x|*]T). Note that after each iteration, the soft information

from the decoder would be more reliable and matrix Q would approach further towards 0. This means
that FFF matrix G — 0 and FBF matrix U — —I as soft decision vector § — s.
We now attempt to find SINR at IE’s output. The output d can be rewritten as

d=GMAs + I1-GHA)s +GHw =Ds+v (30)

where
D = Diag(G"A) (31)
v=(G"A -D)s + (I- GHA)s + G"w. (32)

Define R, = E[vv!]. We have
R, = BB" + U"'QU + 02 GG" + R{BQU} (33)

where B = GHA — D and Q = I — Q. SINR of the ith output symbol d; (where i = 1,--- , K)
becomes

(gi'ai)?
= Bifi) 34
’Y’L [Rv]“ ( )
where g; and a; are the ith columns of G and A, respectively. Since [R,];; = gl'a; — (glla;)?, we can
further simplify (34) as
H
g,
- 8 35
Vi= 10 olla, (35

This SINR function is an increasing function of g!'a;. At each iteration, new vectors g!! and a; are
obtained and SINR can be calculated. Numerical depiction in Figure 4 shows the behaviour of the
average SINR (taken over all K symbols) for three values of SNR of 3, 4 and 5dB. The average SINR
increases after each iteration and converges after six iterations.
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Figure 4. Average SINR at IE’s output after each iteration (in FDC-IE scheme) for three SNR values: 3, 4, and 5 dB.
5. Complexity Analysis

The complexity is measured by the number of complex multiplications. We consider only the operations
that will result in a difference in implementation between both schemes. Table 2 presents complexity
comparison. The exact complexity of the operations such as the fast Fourier transform (FFT) of size
K and K x K matrix inversion can vary depending on their implementations, thus we use them as
complexity measurement units: F'F'Tx denotes the complexity of an FFT operation of size K and [-]I}1
denotes the complexity of inversion operation of a K x K matrix.

Table 2 shows that TDC scheme has a significant advantage in terms of complexity over FDC-IE
scheme. In FDC-IE scheme, we need to update A, G and U at each iteration. The inversion of a K x K
matrix required to update FFF coefficient matrix G contributes significantly to the high complexity.
TDC scheme, however, requires only two additional operations - FFT operation for OFDM demod-
ulation and the soft-demaping of the noisy received signal. If we approximate F'F T ~ K log, K,
Hl}l ~ K? and choose K = 64, we can see the complexity of FDC-IE scheme is significantly (roughly
122 times) higher than that of TDC scheme.

Table 2. Complexity comparison at each iteration

Updating Complex multiplications Total K =64
A FFTg
FDC-IE G 2K3 +1[1L 3K3 + FFTk + 1[5, 1,048,960
U K3
OFDM demod. FFTy 2
TDC Soft-demapping 4K? AK® + FFTk 8,576

6. Simulation Results

In our simulation, the channel is time-variant and is generated by Jakes’ method with Doppler frequency
50Hz. The OFDM system has sixty-four subcarriers with a total bandwidth of 800kHz. QPSK modula-
tion is used. The useful symbol period 7" is 80us. The guard interval is one fourth of the useful symbol
period, i.e., Tq = 20us with cyclic prefix. The total symbol period becomes T, = 10045. A normal-
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Figure 5. BER performance of the iterative receiver with CFO’s time-domain compensation.
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Figure 6. MSE of CFO of the iterative receiver with CFO’s time-domain compensation.

ized urban-like power delay profile is assumed. The maximum-delay and the RMS-delay spreads are
13.75us and 2.94us, respectively. A pilot OFDM symbol is inserted at every ten data OFDM symbols.
There are 64 OFDM symbols within one OFDM frame in which 6 pilot OFDM symbols are inserted.
The turbo code consists of two parallel RSC encoders with generator matrix P = (5,7) in octal and a
random bit interleaver between them. The receiver becomes doubly-iterative, in which the inner itera-
tion is of the turbo decoder itself with three iterations and the outer one is of the estimation of CFO and
channel incorporated by the turbo decoder’s soft outputs. CFO is randomly generated as v = € + &,
where ¢ = 0.2 and J. is an independently uniformly distributed random offset which is generated in
the range of [-0.1, 0.1]. A slow fading channel (fpT; = 0.005) is considered for simulations. SNR is
defined as 1/02,.
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Figure 7. BER performance comparison between CFO’s two compensation schemes: TDC versus FDC-IE.

The performance is measured by BER and MSE of CFO obtained after each iteration. MSE of CFO
is computed by M SE = E[|7 — v|?]. Firstly, simulations are carried out to assess the performance of
TDC scheme. The BER simulation result is shown in Figure 5. The performance of the first iteration is
very poor as CFO is not yet compensated. When CFO estimates are available from the second iteration
onwards, the performance is improved significantly after each iteration. For comparison, we consider
the case without CFO being compensated while it does exist (dashed curves in Figure 5). It is observed
that in the presence of CFO the iterative channel estimator alone provides a very poor performance.
However, the performance is improved vastly when the iterative CFO compensation is included along
with the channel estimation. The performance at the 5th iteration is not far from the ideal case where
there is no CFO and the channel is perfectly known. This draws a remark that our iterative scheme is
very effective to solve the random CFO problem. Figure 6 further confirms a significant performance
improvement of the MSE of CFO after each iteration.

Secondly, we simulate FDC-IE scheme. In this case, as seen from Table 2, the complexity compu-
tation required for FDC-IE scheme is significantly higher than that of TDC scheme. However, a better
BER performance is expected. We compare two schemes, TDC (dashed curves) and FDC-IE (solid
curves), in Figure 7. The first iteration is the same for both schemes as CFO is not yet compensated.
After that, FDC-IE generally outperforms TDC. If the number of iterations is limited, say within two
or three iterations, FDC-IE scheme performs rather well and should be chosen though at the expense
of higher computational complexity. However, after a certain number of iterations (e.g., by the 5th it-
eration) there is no significant difference in performance between FDC-IE and TDC, especially at high
SNRs. Thus, depending on whether complexity or performance is the main concern, trade-off has to be
made while choosing between two schemes.

7. Conclusion

In this paper, we have proposed two iterative (turbo processing) receiver schemes for overcoming CFO
problem in OFDM systems. While random, time-varying CFO poses a challenging task for pilot-aided
methods for joint estimation of channel and CFO, this can be well solved using our iterative schemes.
In particular, from our comparative study on the CFO’s time and frequency domain compensation
schemes, we have found that an iterative equalizer using decision-feedback processing is highly ef-



fective in suppressing the ICI caused by CFO. The resultant CFO’s frequency domain compensation
scheme consisting of an iterative equalizer provides better performance than CFO’s time domain com-
pensation at the expense of higher complexity. However, the performance gain of CFO’s frequency
domain compensation does not appear significant while iterations go up. Thus, we would argue that
trade off between complexity and performance has to be made while choosing between CFO’s time and
frequency domain schemes.
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