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a b s t r a c t 

Misinformation on the web has become a problem of significant impact in an information-driven society. Per- 

sistent and large volumes of fake content are being injected, and hence the content (news, articles, jobs, facts) 

available online is often questionable. This research reviews a range of machine learning algorithms to tackle 

a specific case of online recruitment fraud (ORF). A model with content features of job posting is tested with 

five supervised machine learning (ML) algorithms. It then investigates various crowdsourcing techniques that 

could enhance prediction accuracy and add human insights to machine learning automation. Each crowdsourc- 

ing method (explored as human signals online) was tested across the same ML algorithms to test its effectiveness 

in predicting fake job postings. The testing was conducted by comparing the hybrid models of machine learning 

and crowdsourced inputs. This study revealed that the best ML algorithm was different in the automated model 

compared to the hybrid model. Results also indicated that the net promoter type crowdsourced question resulted 

in the best accuracy in classifying fraudulent and legitimate jobs. The decision tree and generalized linear model 

demonstrated the highest accuracy among all the tested models. 
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. Introduction 

With the growth of information available on the internet today, the
orld faces a severe misinformation problem on the web. Fake con-

ent on the internet could come in several forms. It could include spam
mails, fake news, fake jobs, fake reviews, and rumors. Social media is
o longer just a platform to connect with people; it is heavily used for
ontent creation and sharing. With more than 2 billion monthly active
sers on Facebook 1 and 300 million on Twitter 2 , content sharing be-
omes very powerful with the reach it generates on these platforms. The
bsence of control and fact-checking of online content makes social me-
ia platforms a fertile ground for misinformation spread ( Zubiaga et al.,
018 ). Therefore, research on the examination of fake content could
ake smarter systems for creating a safer web. 

One category of fake content is the fake jobs that are posted on job
ortals and professional platforms like LinkedIn. 3 In recent years, on-
ine recruitment fraud (ORF) in the form of fraudulent job posts online
as increasingly become a serious issue. It has resulted in the misuse
f personal information and job applicants’ financial loss and harming
rganizations’ credibility ( Dutta & Bandyopadhyay;, 2020 ; Mahbub &
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ardede, 2018 ; Vidros et al., 2017 ). The Federal Bureau of Investigation
2020) issued a public service announcement in January 2020 stating a
onsiderable increase in ORF since early 2019, with an average loss of
3000 per person. Mahab and Pardede (2018) define online recruitment
raud as “a form of employment scam where a person with fraudulent
ntentions posts a fake job advertisement on an online platform target-
ng job seekers. ” While several studies have explored the use of machine
earning algorithms in other forms of fake content detection, research
n job postings is scarce. 

With the intensive use of analytics in research, several studies
se machine learning (ML) algorithms to combat fake content. These
lgorithms aim to distinguish fake content from non-fake ones that
ould lead to an automated and adaptive approach ( Guzella & Camin-
as, 2009 ). These algorithms learn from an available dataset and train
he classification model. They do not rely on human-coded rules that
ould be subjected to errors and bias. Given a collection of training
ocuments M t ∈ M labeled as legitimate or fraudulent, the ML algo-
ithms are learning a function f: M - > {l,f}, for labeling an instance m

M as legitimate (l) or fraudulent (f). Several studies in the literature
ompare machine learning algorithms for various topics like bankruptcy
bruary 2023 
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rediction, gesture recognition, and network intrusion ( Abdjalil et al.,
010 ; Barboza et al., 2017 ; Trigueiros et al., 2012 ). However, this study
ttempts to be one of the first to compare the machine learning algo-
ithms for online recruitment fraud (fake job postings). 

While machine learning algorithms are useful in fake content detec-
ion, they are always vulnerable to adversarial countermeasures by fake
ontent creators ( Wang et al., 2014 ). It is also tough to develop generic
odels that could be applied to various types of fake content. There-

ore, human inputs have been considered influential in enhancing com-
at with fake content. This led to a fake content detection method via
xpert verification leading to several third-party fact-checking organi-
ations like Snopes 4 and Factcheck. 5 However, this is a time-consuming
ctivity and involves costs for services trying to discriminate between le-
itimate and fraudulent content. Therefore, this study explores the idea
f crowdsourcing from human signals that they convey on online plat-
orms. These signals could be in the form of reactions, sharing content,
ecommending articles, or rating the content. This research explored the
arious types of crowdsourcing signals that could enhance the machine
earning approach. A comparison of various machine learning models
cross the crowdsourcing methods helped develop a hybrid model (hu-
an and machine) that was tested for its efficiency in detecting fraud-
lent jobs. Four approaches of crowdsourcing methods are explored in
his research, and the secondary data of job postings is recreated as an
nline survey for gaining crowdsourcing insights. 

The discussion of machine learning for fake content detection,
rowdsourcing techniques for human inputs, and the possibility of a
ybrid human-machine approach pose several research questions. The
omplexity of the problem demands novel and reliable solutions. This
esearch is motivated by three crucial research questions (RQs): 

RQ1: Which machine learning algorithms lead to high accuracy and ef-

ficiency results in identifying fraudulent job postings online? 

RQ2: What are the various crowdsourcing options and techniques that

could add human inputs to the machine learning model for detecting

fake content online? 

RQ3: In a hybrid human-machine model (machine learning features with

crowdsourced inputs), which machine learning algorithms lead to high

accuracy and efficiency results in identifying fraudulent job postings

online? 

These questions collectively will address the demands of infor-
ation systems literature to distinguish between fake and real con-

ent. Researchers in the past have raised this issue ( Michail et al.,
022 ) in various forms like reviews ( Banerjee, 2022 ), news ( Ansar &
oswami, 2021 ), multimedia content ( Kolagati et al., 2022 ), and oth-
rs. Studies have highlighted the importance of fake content research
n information systems research by not just exploring the methods of
etection but also educating internet users. With the growth of con-
ent on social media, it is difficult to curtail the propagation of fake
ontent ( Thota et al., 2018 ). Detecting fake content is a challenging
rea of research; hence, it requires knowledge of various disciplines
nd novel approaches to advance the field ( Shu et al., 2017 ; Zhou
 Zafrani, 2020 ). A bulk of previous work involves machine learning

echniques ( Orabi et al., 2020 ) for fake content detection or devel-
ping crowdsourcing platforms that check the veracity of the content
 Michail et al., 2022 ). However, with the growth of technology, there are
till various ways for fake content to infiltrate social media ( Freitas et al.,
015 ). Hence, this research uses the best of the two worlds to advance
he field of fake content detection using jobs as a case study. 

A rigorous research design is used and presented in this study to re-
pond to the above research questions. The rest of this paper is organized
s follows: Section 2 reviews related work in the area of fake content
etection, crowdsourcing, and hybrid models. Section 3 presents the re-
4 http://www.snopes.com/ 
5 http://factcheck.org/ 
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earch method of this study, where three tracks of research design are
escribed. Next, in Section 4 , various crowdsourcing techniques are de-
cribed along with primary data collection details. Section 5 presents the
esults of machine learning models applied to the secondary and hybrid
atasets. Finally, in Section 6 , the results are discussed, summarized,
nd the conclusions are presented. 

. Related work 

Misinformation on the web has been an exciting research topic for
everal researchers in management and technical fields. A literature re-
iew conducted by Bondielli and Marcelloni (2019) reveals that the
umber of papers discussing fake news and rumors has increased al-
ost four times from 2008 to 2018 (Scopus indexed). Based on the

opics explored by researchers, they organized misinformation on the
eb into three categories- fake news, rumors, and others. Fake news

efers to articles written to mislead the readers and can be verified as
alse by other sources ( Conroy et al., 2015 ). The topics explored in fake
ews research include humorous fakes, social fabrications, and large-
cale hoaxes ( Rubin et al., 2015 ). Rumors generally refer to information
ot confirmed by official sources and spread mostly by social media
latforms ( DiFonzo & Bordia, 2007 ; Vosoughi et al., 2017 ) and eventu-
lly leading to virality ( Nanath & Joy, 2021 ). Various categories of ru-
ors are explored in the literature ( Knapp, 1944 ; Zubiaga et al., 2018 ),

ut long-standing and breaking news are the most common ( Bondielli
 Marcelloni, 2019 ). The literature, however, on fake job postings is

carce. 
Machine learning algorithms have been pervasive in detecting fake

ontent (misinformation) online. With various text mining techniques,
rtificial intelligence algorithms, and human reviews, the literature has
hown the effectiveness of various approaches in large-scale fake content
etection. The application of machine learning can be seen in three main
ategories – spam emails ( Sharifi et al., 2011 ), fake news ( Katsaros et al.,
019 ; Nanath et al., 2022 ), and fake reviews ( Hussain et al., 2019 ).
hile a few studies used text mining methods like Term Frequency-

nverse Document Frequency (TF-IDF) and Part of Speech tagging (POS),
 majority of them used supervised learning approaches like logistic
egression (LR), support vector machines (SVM), random forests (RF),
ecision trees (DT) and naïve Bayes (NB) algorithm. A summary of these
apers is provided in Table 1 . 

While machine learning remains the dominant approach in handling
isinformation on the web, very few studies have explored the use of

rowdsourcing in combating fake content. The only category of fake
ontent that has explored crowdsourcing as a technique is fake news.
ethi (2017) argues that automated tools cannot verify alternative facts
n fake news and propose a crowdsourcing system that leverages human
ritical thinking to detect fake news with mediation from expert mod-
rators. Pinto et al. (2019) argued that news fact-checking conducted
y professional fact-checkers do not scale to the increasing volume of
ake news, where crowdsourcing can overcome the limitations and pro-
osed a scalable crowdsourcing process. Although there is a concern
bout the crowd’s wisdom on fact-checking ( Hassan et al., 2019 ), other
iews are also suggested in the literature. An experiment conducted by
ennycook and Rand (2019) found that human inputs are good at assess-
ng the news source’s reliability and suggests that crowdsourcing could
e a promising method to improve algorithms in detecting fake news.
ther studies have explored crowd signals on Reddit and users’ flags on
acebook ( Hassan et al., 2019 ; Tschiatschek et al., 2018 )) as inputs for
rowdsourcing. These techniques improved the accuracy of fake news
etection. Machine learning with crowdsourcing has also been explored
n the context of paraphrasing text ( Burrows et al., 2013 ) and predicting
ata quality ( Sheng & Zhang, 2019 ). 

While both machine learning and crowdsourcing have been used in
ake content research, there are two prominent literature gaps. First,
oth these methods have been explored less in the context of online re-
ruitment fraud. Second, these methods have not been used as a hybrid

http://www.snopes.com/
http://factcheck.org/
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Table 1 

Review of papers using machine learning methods to deal with misinformation on the web. 

Category Paper Description Algorithms 

Spam email Sharifi et al. (2011) Focuses on using LR in detecting internet scams, including 

spam email, scam queries, and top websites. 

LR 

Spam email Hassan and Mtetwa (2018) Discussion on features supervised ML classifiers and 

performance metrics on datasets for detecting spam emails 

NB, SVM 

Spam email Dada et al. (2019) Review of ML algorithms for classifying emails into spam 

and not spam. 

Density based clustering, K-nearest neighbor (KNN), 

NB, Nur, Firefly, Rough set, SVM, DT, NBTree, 

C4.5/J48, Ensemble classifiers, RF 

Spam email Suryawanshi et al. (2019) Focuses on spam email detection and classification using 

ML classifiers, along with performance evaluation. 

Naive Bayes, SVM, KNN, Adaboost, and Ensemble 

Classifiers 

Spam email Nandhini and Marseline (2020) Performance comparison on ML classification algorithm for 

spam email detection. 

LR, DT, NB, KNN, and SVM 

Fake news Katsaros et al. (2019) Performance evaluation of eight ML algorithms for fake 

news detection and classification. 

LR, C-Support Vector, Gaussian naive Bayes, 

Multinomial naive Bayes, DT, RF, Multilayer 

perceptron, Convolutional neural networks 

Fake news Asr and Taboada (2019) Discussion on the text classification problem in detecting 

fake news, including NLP and feature-based models. 

Fake news Reis et al. (2019) Focuses on feature extraction for fake news detection and 

performance evaluation of classifiers. 

KNN, NB, RF, SVM, XGBoost 

Fake news Ozbay and Alatas (2020) Proposes a two-step method in detecting fake news on 

online social media, focusing on data pre-processing and 

23 supervised algorithms. 

BayesNet, JRip, OneR, Decision Stump, ZeroR, 

Stochastic Gradient Descent, CV Parameter Selection, 

Randomizable Filtered Classifier, Logistic Model Tree, 

Locally Weighted Learning, and others. 

Fake news Zhang and Ghorbani (2020) Literature review of fake news detection to date, covering 

research-based approaches including ML models and 

feature selection. 

DT, RF, SVM, LR, KNN 

Fake review Banerjee et al. (2015) Focuses on using Supervised Learning to Classify Authentic 

and Fake Online Reviews, using ten machine learning 

algorithms for analysis. 

LR, C4.5, back-propagation network, JRip, NB, RF, 

SVML, SVMP, SVMRBF, and Voting. 

Fake review Hassan and Islam (2019) Focusing on semi-supervised and supervised learning for 

detecting fake online reviews using a dataset. 

NB, SVM 

Fake review Hussain et al. (2019) Literature review of existing 76 studies on spam review 

detection, focusing on pre-processing, feature extraction, 

and machine learning approaches. 

SVM, NB, DT, LR, Rule-based 

Fake review Martens and Maalej (2019) Focuses on detecting fake reviews on the Apple App Store 

experimented on a balanced and imbalanced dataset. 

RF, DT, Multilayer perceptron, Linear support vector 

classification, Gaussian NB 
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6 http://workable.com/ 
pproach to combating fake content. There are few studies in the recruit-
ent fraud domain, and most of them use a publically available Employ-
ent Scam Aegean Dataset (EMSCAD), created by Vidros et al. (2017) .
ahbub and Pardede (2018) proposed the inclusion of contextual fea-

ures in job postings in addition to textual and structural information
sed by Vidros et al. (2017) to improve model performance. The be-
avioral features were added by Nindyati and Nugraha (2019) to im-
rove the model performance in recruitment fraud detection. The al-
orithms in ORF included ensemble techniques ( Lal et al., 2019 ), ran-
om forests ( Alghamdi & Alharby, 2019 ), and Naïve Bayes ( Mahbub
 Pardede, 2018 ). This research aims to address the gap by us-

ng a mix of machine learning and crowdsourcing approaches (vari-
us combinations) to detect online recruitment fraud and suggest the
est approach. 

. Research method 

The research method of this study has been designed considering
he approaches of various research papers that have explored big data
nalytics and machine learning. The motive of big data analytics is to
se the volume, variety, and veracity of data to arrive at actionable in-
ights ( Kushwaha et al., 2021 ). While the volume of the data might not
e huge in this paper, there are complexities involved in the variety
nd veracity of data. Machine learning algorithms are explored in one
art of this study to learn from past data to improve measurable perfor-
ance in these tasks ( Ray, 2019 ). It is essential to experiment with ML

lgorithms as standard implementation makes it challenging to extract
eaningful information and gather knowledge ( Kar, 2016 ; Chakraborty
 Kar, 2017 ). Research method in this study is divided into – data col-

ection, an overview of three tracks, and data analysis. 
3 
.1. Data collection 

Given the objectives of this research, a secondary dataset would be
elpful to start the analysis. A good dataset of already coded fraudu-
ent and non-fraudulent jobs could set up the research design for com-
aring machine learning approaches in online recruitment fraud. Hox &
oeije, 2005 guidelines were followed for using secondary research, and
he challenges were evaluated. The Employment Scam Aegean Dataset
EMSCAD) ( LICS, 2017 ) was used for this study as it contains real-life
ob ads posted by Workable. 6 The dataset has been used in the past
 Alghamdi & Alharby, 2019 ; Vidros et al., 2017 ) and has proven to be a
ractical testbed in exploring the space of ORF. 

The dataset originally contains 17,880 job postings, out of which
7,014 are legitimate while other postings are fraudulent. The dataset
s reliable as all the postings in this dataset were manually annotated by
pecialized employees from Workable. Several quality checks, like suspi-
ious activity from the client, false contracts, wrong company informa-
ion, and user complaints, ensured the correct annotation of fraud jobs
n the dataset. The records in the dataset were a mix of structured and
nstructured data. The fields in the dataset were of four types- string,
TML fragment, binary and nominal. A summary of the fields is pro-
ided in Table 2 . A record in the dataset could be described as: 

et of fields F = {F1,F2,….Fn} n = 16, 

nd a binary class field C { + ,-} job posting is fraudulent or not 

http://workable.com/
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Table 2 

Summary of fields in the EMSCAD dataset. 

Number Variable Description Type 

1 job_id Unique Job ID identifier 

2 title The title of job ad entry string 

3 location Geographical location of the job ad string 

4 department Corporate department (e.g. sales). string 

5 salary_range Indicative salary range (e.g. $50,000–$60,000) string 

6 company_profile A brief company description. text (html fragment) 

7 description The details description of the job ad. text (html fragment) 

8 requirements Enlisted requirements for the job opening. text (html fragment) 

9 benefits Enlisted offered benefits by the employer. text (html fragment) 

10 telecommuting True for telecommuting positions. binary 

11 has_company_logo True if company logo is present. binary 

12 has_questions True if screening questions are present. binary 

13 employment_type Full-type, Part-time, Contract, etc. norminal (6 levels) 

14 required_experience Executive, Entry level, Intern, etc norminal (8 levels) 

15 required_education Doctorate, Master’s Degree, Bachelor, etc. norminal (14 levels) 

16 industry Automotive, IT, Health care, Real estate, etc. norminal (132 levels) 

17 function Consulting, Engineering, Research, Sales etc. norminal (38 levels) 

18 fraudulent target - Classification attribute. binary 
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One of the problems associated with the dataset is class imbalance
95% legitimate and 5% fraud). Lal et al. (2019) describe this as a ma-
or problem in ORF detection, and several researchers have approached
his problem by creating a more balanced dataset ( Dutta & Bandyopad-
yay, 2020 ; Nindyati & Nugraha, 2019 ; Vidros et al., 2017 ). A new
ubset of the original dataset was created with stratified sampling to
aintain a 70 − 30% ratio of legitimate and fraudulent job postings. An

verall subset of 1000 postings was created. Besides solving the imbal-
nce problem, this subset would allow crowdsourcing inputs to be added
sing survey data. 

.2. Research method overview- three tracks 

The research method of this study is divided into three tracks. The
rst track is titled ‘secondary data analysis,’ and the initial step of this
rick is data preparation (as described in Section 3.1 ) and coming up
ith a balanced subset of 1000 job postings. In finalizing the dataset,

everal steps were taken to clean the data treatment of missing values,
xamine inappropriate data points, and handle invalid attributes. The
econd step involved selecting existing variables ( Table 2 ) and creating
ew variables ( Table 5 ) for the analysis that could help predict fraudu-
ent job postings. The insights for this step came from exploratory data
nalysis that helped gain insights on feature selection. This track’s last
tep involved executing and comparing machine learning algorithms
described in Section 3.3 ) on the reduced dataset. 

The second track is titled ‘identifying crowdsourcing techniques.’
rowdsourcing attempts to add human inputs into the model to see if the

raudulent jobs detection accuracy could be enhanced. There are vari-
us methods of asking respondents about the quality of job postings.
ne of the methods is directly posting the question- Is this job posting a

raudulent one? However, such questions cannot be used in job portals
nd social media as it would be an added responsibility on users, and
any would choose not to respond. Therefore, this study explores vari-

us crowdsourcing methods in the literature and uses the same dataset
o add more variables via crowdsourcing techniques ( Section 4 ). The
ata was collected using a questionnaire, and the primary data collec-
ion is described in Section 4.4 . 

The third track is titled ‘hybrid approach.’ The secondary dataset was
ombined with the crowdsourced data to form a hybrid dataset. The hy-
rid dataset is then subjected to various machine learning algorithms to
bserve any accuracy changes and investigate the best crowdsourcing
ethod from the given options. Various studies in the literature have

uggested that a hybrid approach could enhance the evaluation param-
ters of the machine learning models ( Nielek et al., 2016 ; Shabani &
okhn, 2018 ). The results of machine learning algorithms on various
4 
rowdsourcing methods are provided in Section 5.3 . A summary of the
hree tracks as a research method overview is provided in Fig. 1 . 

The focus of research methods is unique in each track provided in
ig. 1 . While the first track (secondary data) focuses on data prepara-
ion and ML models for establishing the based model, the second track
crowdsourcing techniques) proposes various methods of getting crowd-
ourcing inputs. These inputs are based on theoretical foundations from
he literature and extend the previous work on combining human inputs
ith ML models. One output of the first track feeds into the evaluation

tage, while the second output is fed into the second track as the fake
obs are converted into questionnaires that could gather human input.
he research method focus in the third track is on implementing ML
odels in the hybrid model (crowdsourcing and base model). The first

wo tracks provide input to this track, while its output is fed into the
valuation stage. Each track is discussed further in detail. 

.3. Data analysis 

Machine learning algorithms in this research have been used to ad-
ress two research questions- RQ1 and RQ3. The first research question
ompares various machine learning algorithms using only the secondary
ataset. In contrast, the third research question compares them across
arious crowdsourcing techniques on the hybrid dataset (secondary data
nd crowdsourced primary data). This study compares five machine
earning algorithms for binary classification for the detection of fraud-
lent and non-fraudulent job postings. These algorithms were chosen
ased on their popularity in fraud detection algorithms and their appli-
ability in the context of this research. The five algorithms were logistic
egression, decision tree, random forests, naïve Bayes, and generalized
inear model. 

Logistic regression is a regression model designed to test the logit
log-odds) probability of the dependent variable – fraudulent vs. legiti-
ate job postings. It has been used widely in the context of fraud detec-

ion ( Patil et al., 2018 ). The relationship between the dependent vari-
ble and the independent variables used as features of the job posting
s measured using the logistic function defined as, 

 ( 𝑧 ) = 1∕ ( 1 + 𝑒 − 𝑧 ) , 

The regression equation based on the feature vector X = (Feature 1 ,
eature 2 , …..,Feature n ) of the job postings and the dependent variable
 (fraudulent = 1, non-fraudulent = 0) can be represented as: 

𝑜𝑔𝑖𝑡 ( 𝑦 ) = β0 + 

𝑛 ∑
𝑖 =1 

β𝑖 𝐹 𝑒𝑎𝑡𝑢𝑟𝑒 𝑖 
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Fig. 1. Research method overview of three tracks. 
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Naïve Bayes algorithm is based on the Bayes theorem and allows
robabilistic understanding to be learned. It has shown high predictive
erformance for a classification task ( John & Langley, 2013 ), and its sta-
istical components can be formally expressed ( Han and Kamber, 2006 ).
he simplest form of the Bayesian network classifier is a simple Bayes
lassifier ( Duda & Hart, 2006 ). Given a training set D = {x i , t i } ( i = 1 to
) with input vectors xi = {x i1 , x i2 , ….x in } and target labels t i ∈ {0,1}
fraudulent = 1, non-fraudulent = 0), it follows that, 

 ( 𝑥 |𝑡 ) = 

𝑛 ∏
𝑚 =1 

𝑝 ( 𝑥 ( 𝑚 ) |𝑡 ) 

On the other hand, the decision tree algorithm is an algorithm that
equires fewer assumptions about the data distribution. It is a non-
arametric classification algorithm, and it classifies a sample input by
assing it through the tree and allocating it to the appropriate leaf node.
 Gini index is usually used in the CART algorithm to implement a deci-
ion tree, and it measures the impurity of the dataset to find the splitting
riterion. If D is the training set that contains m class labels C i , the Gini
ndex ( Han et al., 2012 ) can be represented as, 

𝑖𝑛𝑖 ( 𝐷 ) = 1 − 

𝑚 ∑
𝑖 =1 

𝑝 2 
𝑖 

here p i denotes the probability that a tuple in D belongs to class C i .
andom forest is considered an extension of the decision tree algorithm

hat combines the random subspace feature selection and bagging to
erge single decision trees ( Breiman, 2001 ). The generalized linear
odel has also been an important algorithm in classification problems

nd is also used in fraud recognition. It was developed by Nelder and
edderburn (1972) and is considered more flexible than simple regres-

ion. The relationship between the dependent and independent variable
s constructed by a link function such as log or power. GLM is known
o have a more comprehensive application range than simple regression
nd can obtain a relationship model that is closer to reality ( Kao et al.,
011 ). 
5 
. Crowdsourcing techniques and primary data collection 

Crowdsourcing is a useful method that has been explored for detect-
ng fake content. It falls under the knowledge-based category of fake
ontent detection described by Shu et al. (2017) . There are two ap-
roaches to human fact-checking suggested by Shu et al. (2017) - export-
riented and crowdsourcing-oriented. Expert-oriented fact-checking re-
ies on human domain experts to verify the facts online ( Bondielli & Mar-
elloni, 2019 ; Stahl, 2018 ). However, this method is time-consuming,
ntellectually very demanding, and could involve high costs when exe-
uted on large datasets. On the other hand, the crowdsourcing method
xplores the crowd’s wisdom to gain more insights into the content and
ubject it to fake detection tests. 

The crowdsourcing method has been widely used in the literature
f fake news detection ( Gravanis et al., 2019 ). Pennycook and Rand
2019) found that human inputs are useful sources of discerning news
eliability. It was also suggested that crowdsourcing could increase
ake news detection efficiency ( Tschiatschek et al., 2018 ). Since pure
rowdsourcing could raise the issue of reliability and costs ( Shabani &
okhn, 2018 ), it could be interesting to observe the hybrid approach’s
esults (machine learning and crowdsourcing). This section attempts to
eview various crowdsourcing methods (CSMs) that exist in the litera-
ure (to address RQ2) and select the techniques that can be used for this
esearch. 

.1. The direct approach to fake content detection (CSM 1) 

A common practice in crowdsourcing is to directly ask the respon-
ents to check if the content is fake. This could involve asking questions
o the respondents or users of an online platform regarding the legiti-
acy of the information’s source and accuracy. The response could ei-

her be binary or categorical. This method has been used in a few studies
 Pennycook & Rand, 2019 ; Ghadiyaram & Bovik, 2015 ) to fight misin-
ormation on social media. A summary of these studies and the nature
f crowdsourcing questions are provided in Table 3 . 

While this method is useful for research and creating a dataset,
t might not be a practical question to ask in platforms that display
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Table 3 

Summary of direct approach crowdsourcing. 

Crowdsourcing question format Question Studies adopting this format 

Categorical Do you think that the above job post is from a legitimate 

source? (Yes / I don’t know / No) 

Pennycook and Rand (2019) , Ghadiyaram and 

Bovik (2016) , and Costa et al. (2011) . 

Binary The above content contains accurate information. 

(True/False) 

Tchakounte et al. (2020) and Hung et al. (2017) . 
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ontent like news, jobs, or articles. Such questions could be an added re-
ponsibility for newsreaders, social media users, or job seekers. It could
revent the service providers from using these questions on their portal.
urther, studies have demonstrated in the literature that direct ques-
ions could result in potential bias ( Roni et al., 2020 ; Stockemer, 2019 ).
herefore, several indirect methods could be explored for seeking

nsights from the respondents, and these methods could be used in
nline platforms. These methods could be part of the online platform,
nd the responses can be used for testing the hybrid approach. 

.2. The net promoter score approach (CSM 2) 

Net promoter score (NPS) is a technique that was introduced in the
arketing space to measure customer satisfaction ( Reichheld, 2003 ) and
as been widely used by several organizations. The question used to
apture this score is usually applied in the context of a product, service,
r organization. The nature of the question appears in the format of
How likely is it that you would recommend [Product/Service/Company X]

o a friend or colleague? ” The question is answered on a scale of zero to
en, where ten indicates “extremely likely ” to recommend, five means
eutral, and zero means “not at all likely. ”. 

This type of crowdsourcing approach has been termed as a social
ignal by Vedova et al. (2018) . They classify the approaches to fake news
etection as content-based methods and social signals. While the former
ethod looks at the content of the fake news by deploying techniques

ike natural language processing, the latter explores human signals to
ain additional insights. The signals could also include engagement and
nteraction of users on posts that are put up on social media. One such
ignal is how much respondents would be interested in recommending
ontent (news, job, or an article) to their peers. This approach follows
he question format of NPS, and the modified version of this method
as been used in various studies ( Alhabash & McAlister, 2015 ; Catallo
 Martinenghi, 2017 ; Vedova et al., 2018 ). 

While several organizations and research papers have adopted NPS,
t has also faced criticism from several researchers ( Brandt, 2007 ). They
ave questioned the theoretical foundation of NPS and the categoriza-
ion of the original rating scale. While there are concerns over its use in
he marketing context, it would be interesting to test this in the hybrid
pproach using machine learning. In the context of fake job postings, the
uestion format is modified as “How likely is it that you would recommend

his job posting to a friend, colleague or your network? ”. 

.3. The fuzzy logic approach (CSM 3) 

The third type of crowdsourcing approach attempts to deviate from
sing scales to measure the signals. For several years, fuzzy logic has
een used to embed expert inputs into computer models for a broad
ange of applications ( Aburrous et al., 2010 ). It is based on the principle
hat the majority of things in the world are uncertain and are charac-
erized by two traits –fuzzy and random ( Zadeh, 1965 ). It suggests that
here is a possibility of something being a member of a set through the
embership function, and the values could range between 0 and 1. If
 is a member of X, and A is a fuzzy set with the membership function
eing μA , the fuzzy set A can be written as: 

 = 

{(
𝑥, μ𝐴 ( 𝑥 ) 

)
, 𝑥 ∈ 𝑋 

}
, μ𝐴 ( 𝑥 ) ∶ 𝑋 → [ 0 , 1 ] 
a  

6 
It has proven to be a useful alternative for measuring risks and fraud
etection ( Shah, 2003 ). It provides more information to effectively as-
ess the users’ response to the crowdsourcing activity than the qualita-
ive and scale-based responses. Studies in the past have shown that fuzzy
ogic could improve the Likert scale to measure the variables. Therefore,
he response format can be changed to a number format between 0 and 1
instead of an n-point scale). A few attempts have been seen in the liter-
ture to use this crowdsourcing format to attempt fake content detection
 Shabani & Sokhn, 2018 ; Song et al., 2018 ). The questions have either
xplored the reliability of the posting or the legitimacy of the content.
ince this research avoids direct fact verification, reliability was cho-
en. The question format in the context of the job posting would appear
s “How would you rate the reliability of this job posting? ” The response
ould be in a slider format that varies from 0 to 1, with values closer

o 0 indicating low reliability, while those closer to 1 indicating high
eliability. 

.4. Engagement-based approach (CSM 4) 

Engagement on social media platforms has been an exciting source of
tudy to take in human reactions to online content. Several platforms are
xtending their range of engagements to seek a variety of inputs. Face-
ook extended its list of reactions from Like and Love to more options
ike ‘Haha,’ ‘Wow,’ ‘Sad,’ and ‘Angry.’ Several online portals use star rat-
ngs (1 to 5 stars) to assess user satisfaction and reaction on a product,
ervice, or online content. The range of engagement options has been
onsidered an effective way of data collection ( Tian et al., 2017 ). Inter-
stingly, the ‘Angry’ and ‘Sad’ reactions have been used to explore news
rticles’ misinformation on social media ( Masullo & Kim, 2021 ). 

Since this research applies to social media and online portals, a
eneric approach for engagement was adopted as a crowdsourcing
trategy. Two approaches were tested as part of the user engagement-
atings (star-based) and like/dislike (binary). The star ratings were
nspired by the Likert scale used in several studies that have ex-
lored fake content detection via surveys ( Ghadiyaram & Bovik, 2015 ;
hatterjee et al.,2017 ; Welinder & Perona, 2010 ). The question for-
at for this method would appear as “How would you rate the qual-

ty of the information given in the above job post? ” This question’s re-
ponse would vary from 1 star (poor) to 5 stars (excellent). The sec-
nd approach of binary response is inspired by studies that have used
inary responses like True and False to gauge information on the on-
ine content’s reliability ( Hung et al., 2017 ; Tchakounte et al., 2020 ).
he question format for this method would appear as, “Your over-
ll experience reading this job posting. ” The response would be in
he form of Thumbs up (1) or Thumbs down (0). A summary of all
he methods used in this research for hybrid modeling is provided
n Table 4 . 

.5. Primary data collection – crowdsourcing design 

A survey method was chosen to gather the crowdsourced intelli-
ence on the fraud job posting dataset. Each job in the reduced EM-
CAD dataset (1000 job postings) was recreated on an online survey
ool (Qualtrics). There were three parts to the survey. The first part
rovided instructions to the respondents to read the job postings and
nswer the questions. The research’s objective was not communicated
s it could result in potential bias and suspicion when answering the
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Table 4 

Summary of the crowdsourcing methods. 

Method Question Response Related studies 

The net promoter score approach 

(CSM 2) 

How likely is it that you would 

recommend this job posting to a 

friend, colleague or your network? 

Scale [0 to 10]: 10- extremely 

likely to recommend, 5- neutral, 

and 0- not at all likely. 

Alhabash and McAlister (2015) , 

Catallo and Martinenghi (2017) , and 

Vedova et al. (2018) 

The fuzzy logic approach (CSM 3) How would you rate the reliability 

of this job positing? 

Slider format, probability range 

from 0 to 1. 

Song et al. (2018) , Shabani and 

Sokhn (2018) . 

Engagement based approach 

(CSM 4) 

[a] How would you rate the quality 

of the information given in the 

above job post? 

Star rating [1 to 5]: 1-poor, and 

5- excellent. 

Ghadiyaram and Bovik (2016) , 

Welinder and Perona (2010) , 

Chatterjee et al. (2017) , Sethi (2017) , and 

Simpson et al. (2015) 

[b] Your overall experience 

reading this job posting 

Binary (0 or 1): 1- Thumbs up, 

and 0- Thumbs down 

Tchakounte et al. (2020) , and 

Hung et al. (2017) . 

Fig. 2. Sample job posting and crowdsourcing options. 

q  

w  

a  

v  

a  

w  

C  

s  

i
 

t  

l  

s  

T  

a  

f  

c  

t  

s  

&  

m  

s  

j  

i  

n  

t  

1  

e

5

v

 

p  

c  

t  

b  

s  

h  

a  

m  

t  

a  

e  

a

5

 

t  

t  

i  

v  

b  

 

d  

i  
uestions. The second part of the survey listed ten job postings that
ere recreated from the EMSCAD subset data. The job posts contained
ll associated attributes listed in the dataset, except for the class label
ariable, to provide the participants with as much information as avail-
ble. The third part of the survey reflected the crowdsourcing exercise
here the four crowdsourcing methods (CSM 2, CSM 3, CSM 4.a, and
SM 4.b) provided in Table 4 were listed for each job posting in the
urvey. A sample job posting, along with the crowdsourcing questions,
s shown in Fig. 2 . 

One hundred surveys were created and administered using Qualtrics
o cover all the thousand job postings in the dataset. Since each survey
isted ten job postings and each posting was clubbed with four crowd-
ourcing questions, a total of 40 questions were posted in each survey.
he idea of restricting one survey with only ten job postings was to
void burnout and fatigue components of the respondents that could af-
ect the responses’ quality ( Minnaar & Heystek, 2013 ). A pilot study was
onducted with five participants to pretest the questionnaire to check if
he respondents understood the questions as intended and to test the re-
ponse format before the primary data collection ( Blair et al., 2013 ; Saris
 Gallhofer, 2014 ). Since the subset maintained a 70–30 ratio of legiti-
ate and fraudulent job postings, the same ratio was maintained in each

urvey. Therefore, every survey of 10 job postings had seven legitimate
ob postings and three fraudulent postings. The postings were random-
zed by the survey tool. The respondents were chosen based on conve-
ience sampling; however, similar demographic variables (age, educa-
ion, experience) were maintained to avoid reporting bias. A total of
00 respondents responded to the surveys, covering the crowdsourcing
xercise of 1000 job postings. 
7 
. Results: comparison of machine learning approaches across 

arious models 

This section presents the results of machine learning models to com-
are the algorithms (RQ1) and to compare the effectiveness of various
rowdsourcing techniques (RQ3). Feature selection techniques allowed
he authors to set a base model for comparing the ML algorithms. The
ase model represents the model without any inputs from the crowd-
ourcing methods. This model could provide a baseline to check whether
uman inputs could improve the results of prediction. Also, various ML
lgorithms can be tested on the base model to understand the perfor-
ance within the base model and then between other models. Four

echniques used for crowdsourcing were added to the base model (one
t a time) as an additional independent variable resulting in four mod-
ls. These models were then compared across various machine-learning
lgorithms. 

.1. Feature selection 

A large number of experiments were conducted to select the best fea-
ures for developing a predictive model using RapidMiner and visualiza-
ion packages in R. The top predictors of the model were selected using
nsights from the tools and inputs from experts. The same experts who
alidated the survey design helped provide inputs of variables that could
e important for fraudulent job detection as they were domain experts.

Crosstab visualizations were meaningful in selecting important in-
ependent variables for the model. A sample visualization in Fig. 3
ndicates that the majority (66%) of job posts in the fraudulent class
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Fig. 3. Sample crosstab visualization for fraudulent and legitimate jobs across the company log and company profile. 

Table 5 

A summary of variables used in the predictive model. 

Model variables Description Type Existing or new feature Summary Statistics 

company_profile_specified TRUE if company profile is specified in the job posting, FALSE 

otherwise. 

Binary New feature TRUE (699), FALSE (301) 

requirements_specified TRUE if requirements is specified in the job posting, FALSE otherwise. Binary New feature TRUE (835), FALSE (165) 

benefits_specified TRUE if benefits are stated in the job description, FALSE otherwise. Binary New Feature TRUE (586), FALSE (414) 

salary_specified TRUE if the salary is specified in the job description, FALSE otherwise. Binary New Feature TRUE (167), FALSE (833) 

location_specified TRUE if the location is specified in the job description, FALSE 

otherwise. 

Binary New Feature TRUE (977), FALSE (23) 

company_profile_word Word count in the company profile section of the job posting. Larger 

values indicate more detailed information about the company. 

Numeric New feature Min: 0, Max: 424, Mean: 80.3 

description_word Word count in the description section of the job posting. Larger values 

indicate a more detailed job description. 

Numeric New feature Min: 1, Max: 1184, Mean: 171.6 

requirements_word Word count in the requirements section of the job posting. Larger 

values indicate a more detailed demand for the requirements. 

Numeric New feature Min: 0, Max: 623, Mean: 74.23 

benefits_word Word count in the benefits section of the job posting. Larger values 

indicate more details on the job benefits. 

Numeric New feature Min: 0, Max: 362, Mean: 29.38 

has_company_logo TRUE if company logo is present in the job posting, FALSE otherwise Binary Existing variable TRUE (690), FALSE (310) 

has_questions TRUE if screening questions are present in the job posting, FALSE 

otherwise. 

Binary Existing variable TRUE (443), FALSE (557) 

emptype_specified TRUE if the employment type is specified in the job posting (Full-time, 

Part-time, and others), FALSE otherwise. 

Binary New feature TRUE (805), FALSE (195) 

reqedu_specified TRUE if the required education is specified in the job posting 

(Doctorate, Bachelors, and others), FALSE otherwise. 

Binary New feature TRUE (568), FALSE (432) 
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ave no company logo or company profile. The majority (78%) of legiti-
ate jobs have both features, on the other hand. Therefore, the presence

f the company logo and the company profile (binary variables- Yes or
o) served as essential features for detecting a fraudulent job posting.
imilar visualization techniques and feature information on correlation
with target variable), identical values within the feature, and stability
rom RapidMiner helped develop the final list of features for the predic-
ive model. While some variables existed in the original dataset, most of
he features were newly derived from the existing data. A summary of
he variables used for machine learning modeling is provided in Table 5 .

.2. Results of machine learning algorithms for EMSCAD subset 

Five algorithms were implemented on the EMSCAD subset (1000 job
ostings)- logistic regression, decision tree, random forests, naïve Bayes,
nd generalized linear model. The crowdsourcing inputs were not intro-
uced at this stage so that the change in parameters can be observed
nce they are added to the predictive model. The algorithms were im-
lemented in the same tool (RapidMiner) so that not only the accuracy
nd model parameters can be observed, but other parameters like exe-
ution time can be compared as well. 
8 
The overall accuracy of the model was calculated with the help
f the confusion matrix. There are four components of this matrix-
umber of correctly identified fraudulent job postings, the number of
orrectly identified legitimate job postings, the number of jobs identified
s fraudulent (but were not), and the number of articles not identified as
raudulent (while they were). The algorithms’ computational time was
lso captured to gain insights into the scaled-up implementation of the
roject. The highest accuracy was observed for the decision tree algo-
ithm (80%), while naïve Bayes took the shortest computational time
and scoring time for 1000 rows). All five algorithms demonstrated a
easonably consistent accuracy range (76– 80%), with the lowest ac-
uracy obtained from naïve Bayes. The computational time of random
orests was the highest, but it was expected as it involves constructing
 multitude of decision trees when training the model. A comparison of
rediction accuracy is provided in Fig. 4 , while the computational and
coring time is summarized in Fig. 5 . 

Besides accuracy, several evaluation parameters are derived from
he confusion matrix. They serve as important parameters in assessing
he strength of the algorithms. Four additional parameters were con-
idered for performance evaluation – recall, precision, F measure, and
UC. Recall measure represents the capture rate and can be calculated



K. Nanath and L. Olney International Journal of Information Management Data Insights 3 (2023) 100167 

Fig. 4. Accuracy of five machine learning algorithms in the 

job posting subset (without crowdsourcing). 

Fig. 5. Computational and scoring times of 

five machine learning algorithms in the job 

posting subset (without crowdsourcing). 

Fig. 6. ROC comparison plots of five machine learning algorithms. 
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Table 6 

Summary of evaluation parameters. 

Parameter Method 

Precision True Positive / (True Positive + False Positive) 

Recall True Positive / (True Positive + False Negative) 

F Measure 2 ∗ (Precision ∗ Recall)/ (Precision + Recall) 

AUC The area under the ROC curve 

 

a  

r  

t  
y examining the ratio of correctly predicted positive examples by
otal positive examples in the dataset. On the other hand, precision
epresents the hit rate and is defined as the ratio of correctly predicted
ositive cases to the number of cases labeled by the model as positive.
 measure combines recall and precision to examine the relationship
etween the positive labels and those given by the classifier. 

The last parameter of the performance evaluation (AUC) is calcu-
ated using ROC plots. These plots compare the true positive rate ver-
us the false positive rate for various classification threshold values.
OC comparison plot for various machine learning algorithms is pre-
ented in Fig. 6 . The area under the curve is called the AUC, and the
est discriminating model will have an area index of 1 ( Cui et al.,
008 ). A summary of the parameters used for the evaluation is presented
n Table 6 . 
s  

9 
While the highest accuracy was demonstrated by the decision tree
lgorithm (80%), the highest AUC value was obtained for logistic
egression and the generalized linear model (0.81). The hit rate was
he highest for the decision tree algorithm. However, a combined per-
pective (with recall and F measure) suggests logistic regression as an
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Table 7 

Results of evaluation parameters for five machine learning models. 

Naïve Bayes Logistic regression Decision tree Random forest Generalized linear model 

Value SD Value SD Value SD Value SD Value SD 

AUC 0.75 0.02 0.81 0.02 0.72 0.03 0.72 0.03 0.81 0.02 

Precision 0.60 0.05 0.63 0.05 0.70 0.05 0.68 0.03 0.63 0.04 

Recall 0.59 0.04 0.60 0.03 0.56 0.10 0.55 0.09 0.55 0.05 

F Measure 0.60 0.02 0.61 0.03 0.62 0.07 0.61 0.05 0.59 0.05 

∗ SD = Standard Deviation. 

Table 8 

Summary of crowdsourcing models for comparison. 

Model Description Number of features Crowdsourcing Method 

Base Model Predictive model with 13 features given in Table 5 13 n/a 

Model 1 Predictive model with 13 features of the base model and CSM 2 

variable (net promoter method, scale of 0 to 10). 

14 CSM 2 

Model 2 Predictive model with 13 features of the base model and CSM 3 

variable (fuzzy logic approach, numeric range from 0 to 1). 

14 CSM 3 

Model 3 Predictive model with 13 features of the base model and CSM 

4.a variable (engagement based star rating, Likert scale 1 to 5). 

14 CSM 4.a 

Model 4 Predictive model with 13 features of the base model and CSM 

4.b variable (engagement based like/dislike, binary variable 

with values 1 and 0). 

14 CSM 4.b 

Fig. 7. Prediction accuracy of ML algorithms across five models. 
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ffective method for classifying fraudulent and legitimate job postings.
he results of the evaluation parameters for the five machine-learning
ethods are given in Table 7 . 

.3. Results of the crowdsourcing models 

The model evaluated in the previous section served as a base to com-
are various crowdsourcing techniques. Each crowdsourcing technique
rovided in Table 4 (CSM 2, CSM 3, CSM 4.a, and CSM 4.b) served as
ne variable that could be added to the predictive model. These vari-
bles were treated as one additional variable, each adding to the list
f thirteen independent variables given in Table 5 . Therefore, four new
odels were run with fourteen independent variables (thirteen from the

ase model and one crowdsourced). These models were then compared
n accuracy and the four performance evaluation parameters given in
able 6 . A summary of the models is given in Table 8 . 

All five machine learning algorithms were implemented across four
odels. Compared to the base model, most crowdsourcing methods
emonstrated an increase in prediction accuracy (except Model 2).
he highest accuracy in general across all methods was observed in
odel 1 (CSM 2, net promoter score) followed by Model 4 (CSM 4.b,

ngagement-based approach, overall experience binary). A common fac-
or between the two models was the overall experience and recommen-
ation factor. The variables of these models also demonstrated signifi-
ant correlation as people who rated an NPS score of 6 and above were
ery likely to give a thumbs up (value 1) as the overall experience. Model
 (CSM 3, reliability fuzzy logic approach) demonstrated the lowest ac-
uracy among the crowdsourcing techniques. Therefore, the net pro-
10 
oter score approach and engagement type approach turned out to be
etter crowdsourcing methods to improve prediction accuracy. When
he machine learning algorithms were compared, the decision tree and
eneralized linear model demonstrated the highest accuracy among all
he tested models. A comparison graph of accuracy across models using
ve machine learning algorithms is provided in Fig. 7 . The evaluation
arameters of the same exercise are given in Table 9 . 

. Discussion 

The first round of comparisons without the crowdsourcing insights
base model) revealed exciting insights. The objective of base model im-
lementation was to compare the five machine learning algorithms in
redicting fraudulent job listings and serve as a baseline model to com-
are the crowdsourcing methods. It is a known fact that accuracy is not
he only parameter measuring the effectiveness of a machine learning
lgorithm, and it was demonstrated by the base model results ( Fig. 4
nd Table 7 ). While the decision tree turned out to have the best accu-
acy, it did not demonstrate good AUC results. In terms of computational
ime, naïve Bayes took the least time for execution and scoring but was
ompromised in classification accuracy. 

The comparison of machine learning algorithms for a secondary
ataset has been explored by various studies ( Liu et al., 2017 ;
sisanwo et al., 2017 ; Zhang et al., 2017 ;). The evaluation parameters
re also used. However, the only consistent result compared to this re-
earch is the almost inverse relationship between accuracy and compu-
ational time. The experiment conducted by Zhang et al. (2017) revealed
hat the top-performing algorithm (in terms of accuracy), like the ran-
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Table 9 

Comparison of hybrid models across five machine learning algorithms. 

Naïve Bayes Logistic regression Decision tree Random forest Generalized linear model 

Model 1 (CSM 1) AUC 0.97 0.99 0.99 0.99 0.99 

Precision 0.78 0.72 0.73 0.73 0.93 

Recall 0.89 0.99 0.99 0.99 0.99 

F Measure 0.83 0.84 0.84 0.84 0.96 

Model 2 (CSM 3) AUC 0.76 0.82 0.80 0.86 0.84 

Precision 0.61 0.65 0.72 0.87 0.68 

Recall 0.63 0.52 0.58 0.38 0.59 

F Measure 0.61 0.58 0.63 0.53 0.62 

Model 3 (CSM 4.a) AUC 0.84 0.88 0.80 0.88 0.88 

Precision 0.69 0.77 0.71 0.73 0.72 

Recall 0.73 0.66 0.74 0.72 0.77 

F Measure 0.70 0.71 0.72 0.72 0.74 

Model 4 (CSM 4.b) AUC 0.94 0.88 0.86 0.86 0.98 

Precision 0.95 0.75 0.72 0.83 0.96 

Recall 0.62 0.73 0.75 0.69 0.78 

F Measure 0.75 0.74 0.73 0.75 0.86 
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F  
om forest, had very slow training time efficiency and, hence, slower ex-
cution time. However, all other results comparing accuracy, AUC, and
xecution time were very different from previous studies using the same
achine learning algorithms. The second part of the research explored

rowdsourcing as a technique for detecting fraudulent job postings. Four
rowdsourcing models were explored in this study. A comparison of four
odels (presented in Table 9 ) revealed that various formats of questions

nfluence prediction accuracy. Overall, the hybrid approach (secondary
eatures and primary crowdsourced data) revealed better accuracy than
he base model (secondary only). This could be an exciting insight for
uture researchers building predictive models for fake content detection.

Comparing the four crowdsourcing methods, Model 1 (CSM 2, net
romoter score) demonstrated the highest accuracy. There was a jump
f sixteen percent in predictive accuracy with the top-performing ma-
hine learning algorithm. The two top-performing crowdsourcing meth-
ds were the net promoter score (scale of 0 to 10) and engagement-
ased approach (overall experience, binary variable). A common feature
n both these methods was the focus on experience and recommenda-
ion of the content. These methods did not probe the legitimacy of the
emonstrated content. There was a significant correlation between the
ethods, as people who are likely to recommend the job to their net-
ork would also have a good experience reading the content. However,

he range of inputs (0 to 10) allowed capturing more variations when
ompared to a binary response (1 or 0), and hence higher accuracy was
bserved. 

The lowest-performing method across all five ML algorithms was
odel 2 (CSM 3, fuzzy logic approach). There were only marginal in-

rements of accuracy compared to the base model in this method. There
ould be two reasons for lower accuracy- the nature of the response scale
probability between 0 and 1) and the nature of the question asked for
he crowdsourcing exercise. In the context of fake job postings, the lat-
er appears to be a valid reason, as the nature of the question probed
he reliability of the job content. This closely mirrored the first crowd-
ourcing method (CSM 1, direct approach), where respondents are di-
ectly asked to flag the fake content. While a direct approach could be
ime-consuming, and users might not respond on a live platform like so-
ial media or a job portal, it could also introduce bias in answering the
uestion. Hence, this research adds a unique contribution to the body of
iterature investigating fraud detection using crowdsourcing methods. 

.1. Theoretical implications 

This research is one of the first research to classify various crowd-
ourcing methods using an online platform for improving machine learn-
ng models. Several studies have explored secondary data to investi-
ate fake content online, and the crowdsourcing inputs use user re-
iews ( Harris, 2012 ), flagging activity by users ( Tschiatschek et al.,
11 
018 ), e-commerce reviews ( Kaghazgaran et al., 2017 ), tweets ( Ansar
 Goswami, 2021 ) and others. However, limited studies are exploring

he type of questions that could be used for crowdsourcing insights. This
tudy explored the effect of various questions (that users could respond
o) on the power of discriminating fraudulent versus legitimate job post-
ngs. This classification can be used by future researchers to compare
nd improve their machine-learning models with human inputs. These
ethods can easily be incorporated into online questionnaires and social
edia platforms. 

Another theoretical implication is the support of this study in de-
eloping a theoretical framework for the comparison of machine learn-
ng algorithms. In previous studies, the comparison has been conducted
n various domains – bankruptcy prediction ( Barboza et al., 2017 ),
alicious webpages detection ( Kazemian & Ahmed, 2015 ), gesture

ecognition ( Trigueiros et al., 2012 ), network intrusion ( Abdjalil et al.,
010 ), disk failure prediction ( Pitakrat et al., 2013 ) and insurance sec-
or ( Rawat et al., 2021 ). However, this research would be one of the
rsts in exploring machine learning comparisons for fake job postings.
yson and Golab (2017) explore the comparisons in fake news detection,
nd this study enters the limited space of research available in compar-
ng ML algorithms in detecting fake online content. Based on the review
f these studies, it is clear that there is no clear winner when it comes
o prediction accuracy, and hence such research should be explored for
articular topics rather than generic datasets. 

.2. Implications for practice 

While the study has theoretical implications in comparing machine
earning models for fraud detection, it has practical implementations for
ontent providers. Social media platforms like Facebook have been con-
inuously using several methods to stop the spread of fake content and
alse propaganda ( Brown, 2018 ). Facebook has explored several meth-
ds to combat fake content on its platform, and the only crowdsourcing
ethod explored so far is direct reporting ( Facebook, 2020 ). This re-

earch could be the starting point to explore techniques beyond direct
eporting and using other crowdsourcing signals to gain insights into
raudulent content. This research has concrete implications for job por-
als and professional platforms like LinkedIn. These online portals can
ntroduce more options (beyond the apply button) to understand user
xperience and use them as crowdsourcing signals to detect fraudulent
obs. Overall, the theoretical and practical implications combined can
ead to a framework that could be used for future research in fake job
redictions. This framework is presented in Fig. 8 . 

.3. Limitations 

As with other studies, there are several limitations to this research.
irst, default parameters of the machine learning algorithms were used
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Fig. 8. A framework for future research on fake job prediction. 
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s they were implemented in RapidMiner. Hence, the full capacity of
he models could not be utilized. Second, there was not enough depth
n the feature selection. However, this is common in studies exploring
raud detection and fake content prediction ( Barboza et al., 2017 ). Since
eature selection in such problems could involve individual judgment,
he theoretical basis becomes less reliable ( Pal et al., 2016 ). Third, the
rowdsourcing exercise could not be executed at a larger scale as it in-
olves time and resources beyond this study’s capacity. More extensive
rowdsourced data could help gain more insights into big data analytics.
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